
CONSTRAINING THE INITIAL CONDITIONS AND FINAL
OUTCOMES OF ACCRETION PROCESSES AROUND YOUNG

STARS AND SUPERMASSIVE BLACK HOLES

by

Jordan M. Stone

BY:© =©

A Dissertation Submitted to the Faculty of the

DEPARTMENT OF ASTRONOMY

In Partial Fulfillment of the Requirements
For the Degree of

DOCTOR OF PHILOSOPHY

In the Graduate College

THE UNIVERSITY OF ARIZONA

2015



2

THE UNIVERSITY OF ARIZONA
GRADUATE COLLEGE

As members of the Dissertation Committee, we certify that we have read the disser-
tation prepared by Jordan M. Stone entitled Constraining the Initial Conditions and
Final Outcomes of Accretion Processes around Young Stars and Supermassive Black
Holes and recommend that it be accepted as fulfilling the dissertation requirement
for the Degree of Doctor of Philosophy.

Date: 14 September 2015
Josh Eisner

Date: 14 September 2015
Dan Marone

Date: 14 September 2015
Kaitlin Kratter

Date: 14 September 2015
Laird Close

Date: 14 September 2015
George Rieke

Final approval and acceptance of this dissertation is contingent upon the candidate’s
submission of the final copies of the dissertation to the Graduate College.
I hereby certify that I have read this dissertation prepared under my direction and
recommend that it be accepted as fulfilling the dissertation requirement.

Date: 14 September 2015
Dissertation Director: Josh Eisner



3

STATEMENT BY AUTHOR

This dissertation has been submitted in partial fulfillment of requirements for an
advanced degree at the University of Arizona and is deposited in the University
Library to be made available to borrowers under rules of the Library.

Brief quotations from this dissertation are allowable without special permission, pro-
vided that an accurate acknowledgment of the source is made. This work is licensed
under the Creative Commons Attribution-No Derivative Works 3.0 United States Li-
cense. To view a copy of this license, visit http://creativecommons.org/licenses/by-
nd/3.0/us/ or send a letter to Creative Commons, 171 Second Street, Suite 300, San
Francisco, California, 94105, USA.

SIGNED: Jordan M. Stone

http://creativecommons.org/licenses/by-nd/3.0/us/
http://creativecommons.org/licenses/by-nd/3.0/us/


4

ACKNOWLEDGEMENTS

I would first like to thank my family. My wife, Megan, has been incredibly supportive,
especially in these last few months as I sprinted to finish this document. My parents
whose steadfast support has provided the firm foundation I needed to reach for
the stars. My grandparents, Alberta and Wesley, first showed me the Teapot in
Sagittarius, and Grammy, told the nurse that “her boy” was an astronomer after
the European Philae probe landed on Comet 67P/ChuryumovGerasimenko. No one
could hope for a better team of cheerleaders than all of you.

I thank my advisor, Josh Eisner, who has been a great mentor and great climbing
partner. I also had the opportunity to work closely with Dan Marrone and Kaitlin
Kratter, who both helped me grow as a scientist and have been great advocates.

My peers, including Evan Schneider, Tim Arnold, Michi Bauböck, Vanessa Bailey,
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ABSTRACT

In this thesis I discuss probes of small spatial scales around young stars and protostars

and around the supermassive black hole at the galactic center. I begin by describing

adaptive optics-fed infrared spectroscopic studies of nascent and newborn binary

systems. Binary star formation is a significant mode of star formation that could

be responsible for the production of a majority of the galactic stellar population.

Better characterization of the binary formation mechanism is important for better

understanding many facets of astronomy, from proper estimates of the content of

unresolved populations, to stellar evolution and feedback, to planet formation. My

work revealed episodic accretion onto the more massive component of the pre-main

sequence binary system UY Aur. I also showed changes in the accretion onto the

less massive component, revealing contradictory indications of the change in accretion

rate when considering disk-based and shock-based tracers. I suggested two scenarios

to explain the inconsistency. First, increased accretion should alter the disk structure,

puffing it up. This change could obscure the accretion shock onto the central star if

the disk is highly inclined. Second, if accretion through the disk is impeded before

it makes it all the way onto the central star, then increased disk tracers of accretion

would not be accompanied by increased shock tracers. In this case mass must be

piling up at some radius in the disk, possibly supplying the material for planet

formation or a future burst of accretion. My next project focused on characterizing

the atmospheres of very low-mass companions to nearby young stars. Whether these

objects form in an extension of the binary-star formation mechanism to very low

masses or they form via a different process is an open question. Different accretion

histories should result in different atmospheric composition, which can be constrained

with spectroscopy. I showed that 3–4 µm spectra of a sample of these objects with

effective temperatures greater than 1500 K are similar to the spectra of older more
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massive brown dwarfs at the same temperature, in contrast to objects at 1000 K that

exhibit distinct L-band SEDs. The oldest object in my sample of young companions,

50 My old CD-35 2722 B, appears redder than field dwarfs with similar spectral type

based on 1–2.5 µm spectra. This could indicate reduced cloud opacity compared to

field dwarfs at the same temperature.

I also present work to better understand the supermassive blackhole at the center

of our Galaxy. Astrometric monitoring of stellar orbits about the black hole have

been used to sketch the gravitational potential, revealing 4×106 M� within a radius

of 40 AU. Further constraints on the gravitational potential, and the detection of

post-Newtonian effects on the stellar orbits, will require improved astrometric pre-

cision. Currently confusion noise in the crowded central cluster limits astrometric

precision. Increased spatial resolution can alleviate confusion noise. Dual field phase

referencing on large-aperture infrared interferometers provides the sensitivity needed

to observe the Galactic center, providing the fastest route to increased spatial resolu-

tion. I present simulations of dual-field phase referencing performance with the Keck

Interferometer and with the VLTI GRAVITY instrument, to describe the potential

contributions each could make to Galactic center stellar astrometry. I demonstrate

that the near-future GRAVITY instrument at the VLTI will have a large impact

on the ability to precisely track the paths of stars orbiting there, as long as a star

with K-band apparent magnitude less than 20 exists within 70 milliarcseconds of

the blackhole. Many of the stars orbiting the blackhole are in a post-main sequence

wind phase. The wind from these stars is feeding an accretion flow falling onto the

blackhole. This flow is radiatively inefficient, producing only 10−8 times the Edding-

ton limit. Thus our relative proximity to the center of our own Galaxy, provides

the opportunity to study a low-luminosity accretion mode that would be difficult or

impossible to observe in more remote galaxies. Variable emission from the accretion

flow arises from very deep within the flow and could be used to reveal the physics

of the accretion process. Characterizing the variability is challenging because all

wavelength regimes from radio through X-ray are affected by the process(es) that

gives rise to the variations. I report observations of variability at wavelengths that
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are difficult or challenging to observe from the ground using the SPIRE instrument

onboard the Herschel Space Observatory. My work provides the first constraints on

the flux of the accretion flow at 250 µm. Variations at 500, 350, and 250 µm ob-

served with Herschel exhibit typical amplitudes similar to the variations observed at

1300 µm from the ground, but the amplitude distribution of flux variations observe

with Herschel does not exhibit a tail to large amplitudes that is seen at 1300 µm.

This could suggest a connection between large-amplitude mm/submillimeter varia-

tions and X-ray activity, since no increased X-ray activity was observed during our

Herschel monitoring.
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CHAPTER 1

Introduction

This thesis includes two parts, both of which explore the fundamental role that ac-

cretion processes play in astrophysics. The main focus will be on star and planet

formation using high-spatial resolution techniques to obtain spectra of closely sep-

arated systems. As discussed below, these spectra are valuable for characterizing

protoplanetary disks, which process the material from which stars and planets form.

Additionally, spectroscopy of young directly imaged companions orbiting nearby

stars constrains their formation mechanism, as formation via a disk processes—like

core-accretion or gravitational instability— is likely to result in distinct atmospheric

composition compared to earlier fragmentation of the collapsing core in a binary-like

formation process. (e.g, Pollack et al., 1996; Boss, 1997; Boley et al., 2011).

In the second part, I discuss probes of small spatial scales around the super-

massive black hole at the center of our galaxy. The black hole apparently lacks an

optically thick accretion disk analogous to those seen around young stars, and instead

accretes via a low-luminosity dynamically hot mechanism that is poorly understood.

A population of massive stars orbiting the black hole is currently in a post main-

sequence wind phase (Krabbe et al., 1995) and supplies the region with the raw

material that is fueling the flow. The orbits of the inner-most stars and short-

timescale variability of the emission from the accretion flow can both be used to

probe the region within a few light-hours of the super-massive black hole. These

probes will provide unique constraints on the shape of the gravitational potential,

and will contribute to a better understanding of low-luminosity accretion mode that

may by ubiquitous among quiescent galactic nuclei.
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1.1 Star and Planet Formation

Disks are an inevitable part of the star and planet formation mechanism through

which the gas and dust of interstellar material is processed and accreted onto pro-

tostars. In the following I explain why disks must form during the gravitational

collapse of interstellar clouds, a theory for how gas is accreted through them, and

how they set the stage for planet formation.

1.1.1 Protoplanetary Disks

Disks are a consequence of the conservation of angular momentum and the contrac-

tion of interstellar gas during the star-formation process. The angular momentum

of a system is related to its mass M , radius R, and angular velocity ω, according to

L ∝MR2ω. (1.1)

Thus, to keep L constant during a contraction with no mass loss, if R is reduced by

a factor of x, then the angular velocity must increase by a factor of x2.

Consider the amount of contraction necessary to form a star from interstellar gas.

The minimum length scale that an over dense region in an interstellar molecular cloud

must attain before gravitational collapse can proceed is known as the Jeans length.

For a core of mass M and radius R, the Jeans length can be derived by requiring

that the internal gravitational energy

U ≈ −GM
2

R
, (1.2)

with G Newton’s gravity constant, can exceed the internal kinetic energy:

K ≈ NkbT ≈
M

mp

kbT, (1.3)

where N is the total number of gas particles, kb is Boltzmann’s constant, mp is the

typical mass of a particle, and T is the temperature of the gas. That is, we expect

the onset of gravitational collapse to occur when

|U | & K, (1.4)
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GM2

R
&
M

mp

kbT, (1.5)

R &

√(
kb
Gmp

)
T

ρ
, (1.6)

where in the last step I have used

M ∼ R3ρ, (1.7)

to replace M in favor of ρ. For the typical temperature (∼ 10 K) and density (∼ 1000

cm−3) of star-forming gas (e.g., Bergin and Tafalla, 2007), the Jeans length is ∼ 0.3

pc. In order to become a star (radius ∼ 1010 cm), the gas must contract by a factor

of ∼ 10 million. For homologous collapse, the conservation of angular momentum

demands that the rotation rate of the gas increases by a factor ∼ 1014. Thus, even

if the initial core had near-zero rotation, by the late stages of contraction rotation

becomes a dominant feature of the dynamics.

The centrifugal force due to rotation can support the gas against gravity in the

direction perpendicular to the rotation axis, preventing collapse to stellar scales.

Gravity squeezes the material much more effectively in the direction parallel to the

rotation axis. The result is a disk of rotating material. The final steps of star-

formation must some-how redistribute the angular momentum in the disk, allowing

most of the disk mass to flow onto the star and a fraction of the mass to carry away

the angular momentum.

Fragmentation and mass-loss can help alleviate some of the challenges to star-

formation presented by the angular momentum problem. Note that in Equation 1.6,

for the minimum length-scale susceptible to gravitational collapse, a factor of ρ is

in the denominator. This means that as collapse proceeds, and density increases,

the Jeans length is reduced, so collapsing clouds are prone to fragmentation—as

long as the collapse remains approximately isothermal (as opposed to adiabatic).

Fragmentation reorganizes the total angular momentum, distributing it between the

fragments (orbital angular momentum) and within them (internal angular momen-

tum). Further collapse to stellar scales must only overcome the internal angular
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momentum. Mass loss of high-angular momentum material also helps reduce the an-

gular momentum barrier by directly removing angular momentum from the system.

Magnetic fields are thought to play a large role in mass loss processes (e.g., McKee

and Ostriker, 2007).

Some intuition about the physical structure of protostellar disks is important to

begin exploring the types of processes that act within them to allow material to fall

onto the star and to grow into planets. A fiducial model is called the minimum

mass solar nebula (MMSN, Weidenschilling, 1977b; Hayashi, 1981). The MMSN is a

theoretical construct, created to understand the disk phase of our own solar system.

The MMSN is built by first augmenting the mass of each planet in the solar system

with enough gas so that its average metallicity matches that of the sun. Next, the

augmented mass is distributed in concentric annuli. The result is a disk with a

surface density profile, Σ(r), which falls off with radial distance r from the protosun

like

Σ(r) ≈ 1.7× 103
( r

1AU

)− 3
2 gcm−2, (1.8)

using the normalization of Hayashi (1981). The implied total mass of this disk is ∼
0.01 M�. A similar approach for estimating the mass and structure of protoplanetary

disks uses multi-planet systems orbiting other stars (Kuchner, 2004; Chiang and

Laughlin, 2013). These studies, find an even steeper power-law profile of the disk

surface density with an index of ∼ −2. All of these models implicitly assume that

planets formed at their current positions with no radial migration, which is not

particularly well justified.

The vertical structure of the disk can be derived for each radius by requiring that

the vertical pressure gradient balance the vertical component of gravity (Pringle,

1981). For a disk assumed to be vertically isothermal, the vertical density profile can

be shown to be:

ρ(z) = ρ0e
−z2/2h2 , (1.9)

where ρ0 is the midplane density, and h is the scale height of the disk, given by the
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ratio of the sound speed of the disk material, cs, to the orbital frequency, Ω

h =
cs
Ω
. (1.10)

A natural mechanism for redistributing angular momentum in a fluid disk with

radial shear is viscosity. The timescale for viscous evolution in a protoplanetary

disk can be derived using the conservation of angular momentum and the continu-

ity equation for the special case of Keplerian orbital velocity at each radius (e.g.,

Pringle, 1981). The result is that the characteristic timescale for protoplanetary disk

evolution is

τ ≈ r2

ν
, (1.11)

where r is a characteristic radius of the disk, and ν is the viscosity. Molecular

viscosity can be estimated as

ν ∼ lcs, (1.12)

where l is the mean free path of gas particles,

l = (nσ)−1, (1.13)

where n is the number density of particles and σ is their collisional cross-section.

The gas sound speed, cs, depends on the temperature T and the average particle

mass µ, according to

cs =

√
kbT

µ
. (1.14)

To calculate the molecular viscosity for molecular hydrogen gas (µ ∼ 2mH, σ ∼
2×10−15 cm−2, Chapman and Cowling, 1970)), we need the disk density and temper-

ature. We can use the MMSN. At 1 AU, the MMSN should have n ∼ 4× 1014 cm−3

and T ≈ 280 K, which corresponds to cs ≈ 1 × 105 cm s−1, implying a viscosity,

ν ∼ 1.5× 105 cm2s−1. Thus, the timescale for viscous evolution of a protoplanetary

disk due to molecular viscosity is ∼ 1013 yr, ∼ 103 times the age of the universe. Ob-

viously, molecular viscosity cannot be responsible for the evolution of protoplanetary

disks, which have observationally constrained lifetimes of . 107 yr (e.g., Mamajek

et al., 2004).
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Shakura and Sunyaev (1973) developed a theory for the viscous evolution of

accretion disks assuming that some unknown mechanism (other than molecular in-

teractions) acts as a viscosity. A prime candidate for the unknown mechanism is

turbulence. The mean free path for turbulent cells in the disk can be much much

greater than the mean free path from individual gas particles while the velocity of

such cells can remain close to the sound speed. In this case, the problem becomes

identifying a robust mechanism for driving turbulence in the protoplanetary disk.

One such mechanism, the magneto-rotational instability (Balbus and Hawley, 1991),

is a likely candidate.

The magneto-rotational instability is caused by differentially rotating parcels of

ionized gas that are connected by a magnetic field line. As the gas with higher

rotational velocity attempts to rotate past the slower parcel, its motion is impeded

by the field line which is frozen into the ionized gas. Likewise, the slower parcel

receives a pull forward by the faster gas. Thus a torque is present whereby angular

momentum can be transferred from the inner fast-rotating parcel to the outer slow-

rotating parcel. This situation is unstable because the nature of Keplerian orbits is

that high angular momentum objects orbit at greater radius and with slower angular

velocity, while low angular momentum objects orbit closer in and with higher angular

velocity, so the fast get faster and the slow get slower, amplifying the effect.

The magneto-rotational instability can only operate in gas that is sufficiently

ionized to couple to the magnetic field. In protoplanetary disks, the extreme radii—

near (r . 1 AU) and far (r & 10 AU) from the protostar—are sufficiently ionized

through their whole widths. Close in, sufficient ionization is facilitated by heat

from the protostar, and far out the ionization is facilitated by cosmic rays that

can penetrate all the way to the midplane because of the reduced surface density

at large radius. At intermediate radii, the disk is not sufficiently heated by the

protostar and cosmic rays only sufficiently ionize an outer layer of the disk. This

scenario leads to the idea of a dead-zone, or zone where no accretion takes place,

near the midplane of the disk at intermediate radii (Gammie, 1996). Whether such a

dead zone actually exists in protoplanetary disks—and understanding the magneto-
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hydrodynamical implications of such a zone on disk evolution and planet formation—

remains an important open question in this field (Armitage, 2011).

In Chapter 2, we explore these questions with observations of protoplanetary

disks in the UY Aur binary star system.

1.1.2 The Formation of Gas-Giant Planets

In the last decade a population of directly-imaged companions orbiting nearby (.

100 pc) young (. 100 Myr) stars has been revealed by high-resolution imaging

surveys. Many of these objects have masses at or near the deuterium burning limit (∼
13 MJup), suggested by the International Astronomical Union (IAU) as the maximum

mass for extrasolar planets. Advances in the search for the lowest-mass components

of nearby star associations have revealed young isolated objects with masses below

the deuterium burning limit, suggesting that the star formation process likely extends

to very low masses (Luhman, 2012). Thus, it is important to understand whether

the directly imaged companions are an extension of the planet formation process to

high masses, or of the star formation process to low masses.

The planet formation mechanism that produced our solar-system planets pro-

duced gas giants that are metal-enriched compared to our sun. Metal enrichment

may be an important indicator that a companion orbiting a distant star formed via

a similar mechanism. The core-accretion process for gas-giant planet formation as

well as gravitational fragmentation of the protoplanetary disk are both capable of

producing metal-enriched planetary atmospheres (Pollack et al., 1996; Boss, 1997;

Boley et al., 2011). Furthermore, because of the radial temperature gradient in

protoplanetary disks, certain chemical species will be removed from the gas phase

at radii corresponding to their freeze-out temperatures. This will result in distinct

elemental ratios in the planetary atmosphere that may be diagnostic of the radial

position at which a given planet formed in a disk (e.g., Öberg et al., 2011). On the

other hand, if a companion is produced via gravitational fragmentation of the initial

dense molecular cloud core, no large compositional differences are expected.

All of the suggested formation mechanisms for directly imaged planets face sig-
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nificant physical challenges. The main road block for the core-accretion theory is the

formation of the initial planetary core on a timescale shorter than the gas dissipa-

tion timescale. Aggregation of sub-micron dust particles in the protoplanetary disk

to larger and larger scales is complicated by two distinct barriers that impede growth

past size scales ∼ 1 m. One barrier is the tendency, seen in terrestrial experiments,

of collisions with particles larger than ∼ 10 cm to result in erosion or fragmentation,

not growth (Blum and Wurm, 2008).

A second barrier is aerodynamic. Gas in the disk is partially supported by a

pressure gradient because the disk gets hotter and more dense at shorter radii. This

fact causes gas to orbit slightly slower than the Keplerian velocity expected given

the mass of the protostar. Solids in the disk are not supported by the radial pressure

gradient, so orbit at the Keplerian speed (Weidenschilling, 1977a). The different

orbital velocities of solids and gas subjects the solid bodies to a headwind that that

produces a drag. Basic intuition regarding the nature of the drag force can be gained

by considering the gas pressure force on the leading and trailing sides of the particle.

For a particle with radiaus a and moving with relative velocity v with respect to gas

with a density ρ and sound speed cs, the force on the leading side is

Flead ≈ πa2ρ(cs + v)2, (1.15)

and the pressure force on the trailing side is

Ftrail ≈ πa2ρ(cs − v)2. (1.16)

Thus, the net force on the particle is

Fdrag ≈ 4πa2ρcsv. (1.17)

This drag force, called the Epstein drag, is only strictly applicable to small particles

but is sufficient for illustrating the nature of the conceptual challenge to planetesimal

growth posed by aerodynamic drag.

This drag will set a timescale for significantly altering the momentum of a particle,

tdrag ≈
mv

Fdrag

≈ mv

4πa2ρcsv
≈ ρsolida

4ρcs
. (1.18)
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In the above equation m is the mass of the particle, and in the last step, I have

substituted m with 4
3
πa3ρsolid, where ρsolid is the density of the solid material.

The dimensionless stopping time of a solid particle is

τstop = tdragΩK , (1.19)

where ΩK is the Keplerian orbital frequency.

Equation 1.18 reveals that the drag timescale, and the stopping time, is a function

of particle radius, τ ∝ a. If the stopping time of a particle is very small, then the

gas can completely modify the momentum of the particle many times per orbit.

In this case the particle is tightly coupled to the gas and will orbit with the gas.

If the stopping time is very large, then the gas can never significantly alter the

particle’s momentum. In this case, the particle—probably a large planetesimal—is

decoupled from the gas and will orbit at the Keplerian velocity. For intermediate

sizes, with τstop ∼ 1, the particle is not completely coupled or decoupled from the

gas. In this case, the particle will spiral into the star. For the typical conditions

in a protoplanetary disk at 1 AU from the protostar, solids with a radius ∼ 0.1–1

m should spiral into the star in ∼ 100 y, a timescale much much shorter than the

several million years necessary to form a planet. Thus, it is clear that the formation

of planetesimals must be very rapid.

Youdin and Goodman (2005) suggested an instability capable of concentrating

small particles in protoplanetary disks to the point where self-gravity can bind the

particles, leaping over the meter-sized barrier. The instability relies on the tendency

of solid particles to move toward local pressure maxima (arising from turbulence

in the disk) in the presence of gas drag in a Keplerian potential. When the back-

reaction of the dust on the gas is considered, a runaway can occur because Coriolis

forces can balance pressure-gradient forces as the perturbation grows (e.g., Jacquet

et al., 2011). Johansen et al. (2007) conducted a numerical experiment to understand

the effects of this instability. They demonstrated the formation of dwarf-planet sized

objects via the accretion of particles with τstop ∼ 1 in ∼ 10 orbits.

The core-accretion mechanism for the formation of gas-giant planets (e.g., Pollack
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et al., 1996) relies on these r ∼ 1000 km planetesimals growing to ∼ 10 M⊕ before

the dissipation of the gas in the protoplanetary disk (∼ 10 Myr). The agglomeration

of large planetesimals is regulated by their dynamical interactions that increase their

relative velocities, decreasing the effect of gravitational focusing and the probability

of a constructive collision. The rapid growth of planetesimals is likely facilitated by

gas drag which results in the efficient accretion of particles with τstop ∼ 1 (Ormel

and Klahr, 2010). Lambrechts and Johansen (2012) showed that this decreases the

timescale for planetary-core formation by several orders of magnitude compared to

models where planetesimals themselves coalesce, possibly allowing giant-planet cores

to form at r & 40 AU.

The main hurdle for explaining directly imaged companion formation via gravi-

tational instability, which would by-pass the challenges of planetary core formation,

is that protoplanetary disks appear to be quite stable in all but the hottest and most

massive disks (Matzner and Levin, 2005; Kratter et al., 2008). Since Keplerian disks

are differentially rotating, with gas closer to the protostar completing orbits much

faster than gas farther out, gravitational collapse within the disk can only occur if

the timescale for collapse of a parcel with extent equal to the Jeans length is shorter

than the timescale for the shear from the differential rotation to tear the parcel apart.

The ratio of these two timescales is called the Toomre Q parameter (Toomre, 1964),

Q =
csΩ

πGΣ
. (1.20)

Gravitational instability is reached when Q . 1.

Even if gravitational instability is reached in a protoplanetary disk, the result

may not be fragmentation and the production of a planet. Fragmentation requires

an additional cooling constraint to be met (Gammie, 2001). If a gravitationally un-

stable parcel cannot cool fast enough, then it cannot condense into a fragment before

orbital shear can disrupt it. In this case, gravitational instability will simply drive

turbulence (Gammie, 2001), or result in the formation of global disk structures such

as spiral arms (Lodato and Rice, 2004). In the hot massive disks where gravitational

instability and adequate cooling rates can be attained, it is hard to understand how
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to turn off accretion before an object reaches stellar mass (Kratter et al., 2010).

In chapter 3, I discuss work intended to further our ability to characterize the

products of the planet formation process. By studying the atmospheres of young

directly imaged companions orbiting nearby young stars, we can constrain the com-

position of the objects. Specifically, I discuss commissioning the L-band spectroscopic

mode of Clio2, the infrared instrument behind the Magellan adaptive optics system.

This instrument is capable of providing low spectral resolution spectra of directly

imaged planets in the wavelength regime where they are expected to be brightest.

Recent studies of directly imaged planets using narrow band photometric measure-

ments in the L-band have demonstrated the power of 2.9–4 µm constraints in guiding

models and inferences about the state and composition of their atmospheres (e.g.,

Skemer et al., 2014, Skemer et al., submitted). The L-band is particularly valu-

able in characterizing directly imaged planets because of the presence of the P, Q,

and R-branch fundamental methane bands, which allow for sensitive probes of dis-

equilibrium carbon chemistry, and because cloud properties can be inferred based on

their effect on the general slope of the L-band spectra.

1.2 The Super-Massive Black Hole at the Center of the Galaxy

1.2.1 Probing the Gravitational Potential of a Super-Massive Black Hole with Im-

proved Astrometry of Stellar Orbits

Early observations of the Ne II emission from gas within 1 pc of the dynamical center

of our galaxy suggested the presence of a large central mass, ∼ 4×106 M� (Wollman

et al., 1977). However, since gas is subject to hydrodynamical forces in addition

to gravity, gas kinematics are not the best probe of gravitational potentials. Stars

provide a much better test-particle for probing the shape of gravitational potentials

as their motions are dictated entirely by gravity. When Rieke and Rieke (1988)

measured stellar dispersions in the same region with velocities only half that seen in

the gas, they suggested that a central compact mass ∼ 4×106 M� was not necessary

(though still possible) and that certain radial distributions of the stellar population
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at the galactic center could account for the velocities they observe.

Continued monitoring with ever increasing sensitivity and spatial resolution re-

solved stars even closer to the galactic center. After the first accelerations were

detected in the motions of galactic center stars, the case for a compact mass became

quite convincing (Ghez et al., 2000; Schödel et al., 2002). Currently Keplerian orbits

for ∼ 20 stars have been fit to ∼ 20 yr of astrometric monitoring data (Ghez et al.,

2008; Gillessen et al., 2009a). Some of the stars have been tracked through their

entire orbits. These stars all seem to orbit a single point mass of 4.4± 0.4× 106 M�.

This mass all must be located within the closest approach of the star S-16, which

has a peri-apse of only 40 AU.

The possibilities for the types of objects that could supply this mass and density

are extremely limited (e.g., Genzel et al., 2010). The logical conclusion is that a

super-massive black hole resides at the center of our galaxy.

Stars on highly elliptical orbits plunging deep into the black-hole’s gravitational

potential can be used as test-particles to test the predictions of general relativity

(e.g., Weinberg et al., 2005). General relativity in the post-Newtonian approximation

predicts several modifications to Keplerian orbital motion (Weinberg, 1972). The

magnitude of these effects is small but generally grows linearly with the number of

orbital revolutions and increases with increasing proximity to the black hole (Rubilar

and Eckart, 2001). Thus, precise astrometric measurements of the shortest period

stars is essential.

Currently, stellar crowding in the dense nuclear cluster limits sensitivity to faint

stars and limits the astrometric precision with which brighter stars can be monitored

(Fritz et al., 2010). These limits have precluded the detection of stars on orbits

shorter than 11.5 years (Meyer et al., 2012) and have not provided the necessary

precision to detect deviations from Keplerian motion (e.g., Ghez et al., 2008). The

confusion noise imposed by the number of sources at the galactic center can only

be overcome with higher resolution observations which better localize the light from

each source.

One technique which can provide high-spatial resolution observations of galactic
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center stars is long-baseline infrared interferometry. Interferometry is a technique

that takes advantage of the wave nature of light to create interference patterns that

can be analyzed to reveal high-spatial resolution information. A thorough review of

infrared interferometry is provided in Chapter 4.

In order to work, interferometers must combine the light from each aperture

almost exactly in-phase. A particular challenge to infrared interferometry is keeping

the light from each aperture in phase in the presence of the aberrating effects of the

Earth’s atmosphere.

Recent upgrades on the world’s largest infrared interferometers have provided

dual-field phase referencing modes to increase sensitivity. In dual-field phase ref-

erencing, an interferometer simultaneously observes two fields on the sky: a field

of scientific interest, and a nearby field containing a bright reference target. By

monitoring the interference pattern in short-exposure images of the bright reference

target, the phase of each aperture can be tracked and path length adjustments can

be made to correct for optical delays imposed by the turbulent atmosphere. This

enables longer integrations on the fainter science target. The improved sensitivity of

infrared interferometers makes infrared interferometric observations of the galactic

center feasible for the first time.

In Chapter 4, we report on simulated observations of the galactic center with

infrared interferometers, exploring how these new modes may fare in future observa-

tions.

1.2.2 Accretion onto the Super-Massive Black Hole at the Center of our Galaxy

Coincident with the location of the mass inferred from stellar orbits is a compact non-

thermal, radio (Balick and Brown, 1974), near-infrared (Genzel et al., 2003) and X-

ray (Baganoff et al., 2001) source, now known to arise from the accretion flow feeding

the black hole. Extinction by dust in the galactic plane precludes detection at uv

and optical wavelengths, and the opacity of the Earth’s atmosphere prohibits ground-

based observations in the far-infrared. The luminous source is called Sagittarius A*

(Sgr A*). Short time-scale variability from Sgr A* provides another way to probe
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small spatial scales near the black hole because variations occurring on a timescale t

necessarily arise from spatial scales

R . ct, (1.21)

where c is the speed of light. The radius of the event horizon of the 4×106 M� black

hole is 0.08 AU (∼ 17 R�), corresponding to a light crossing time of ∼ 80 s. The

variable emission is compact and coming from very near the black hole, deep in the

gravitational potential well (Baganoff et al., 2001; Doeleman et al., 2008; Fish et al.,

2011).

While variable emission is thought to arise from the deepest parts of the accretion

flow, the radiative processes responsible for the emission are not fully understood.

This shortfall limits our ability to use variable features as probes of the accretion

physics and black hole gravitational potential.

Some models for the variable emission have been tuned to fit multi-wavelength

data (e.g., Eckart et al., 2009; Yusef-Zadeh et al., 2008; Haubois et al., 2012; Yusef-

Zadeh et al., 2010). Many include the adiabatic expansion of a transiently heated

synchrotron emitting blob (Eckart et al., 2009; Yusef-Zadeh et al., 2008). However,

the role of inverse-Compton scattering and electron cooling in producing the observed

variability seen in IR and X-ray bands is challenging to constrain with current data

(Dodds-Eden et al., 2009). Dodds-Eden et al. (2010) and Haubois et al. (2012)

suggest that the variability is powered by magnetic reconnection events, analogous to

those seen on the sun. Magnetic reconnection can explain a tentative anti-correlation

seen in variability light-curves between X-ray peaks and submillimeter flux, however

Yusef-Zadeh et al. (2010) suggest that the submillimeter dips coincident with X-ray

peaks are due to obscuration.

One way to constrain the physics of the variable emission is to make simultaneous

observations across a wide spectral range. Such observations can help identify the

specific radiative mechanism responsible for producing the electro-magnetic emission.

Another way to better understand the physics of the accretion flow is to analyze

the statistical characteristics of the variability. This analysis can help identify the
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dynamical processes within the accretion flow that give rise to the emission.

In chapter 5, I discuss using both approaches to characterize variability at sub-

millimeter wavelengths. In particular I report the first ever detection of Sgr A* at

0.25 mm, a wavelength that is impossible to observe from the ground due to the

opacity of the Earth’s atmosphere.
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CHAPTER 2

Variable Accretion Processes in the Young Binary-Star System UY Aur†

We present new K-band spectroscopy of the UY Aur binary star system. Our

data are the first to show H2 emission in the spectrum of UY Aur A and the first to

spectrally resolve the Brγ line in the spectrum of UY Aur B. We see an increase in the

strength of the Brγ line in UY Aur A and a decrease in Brγ and H2 line luminosity

for UY Aur B compared to previous studies. Converting Brγ line luminosity to

accretion rate, we infer that the accretion rate onto UY Aur A has increased by

2 × 10−9 M�yr−1 per year since a rate of zero was observed in 1994. The Brγ line

strength for UY Aur B has decreased by a factor of 0.54 since 1994, but the K-band

flux has increased by 0.9 mags since 1998. The veiling of UY Aur B has also increased

significantly. These data evince a much more luminous disk around UY Aur B. If the

lower Brγ luminosity observed in the spectrum of UY Aur B indicates an intrinsically

smaller accretion rate onto the star, then UY Aur A now accretes at a higher rate than

UY Aur B. However, extinction at small radii or mass pile-up in the circumstellar

disk could explain decreased Brγ emission around UY Aur B even when the disk

luminosity implies an increased accretion rate. In addition to our scientific results

for the UY Aur system, we discuss a dedicated pipeline we have developed for the

reduction of echelle-mode data from the ARIES spectrograph.

†This chapter has been published previously as Stone et al. (2014). My roles included writing

the necessary telescope proposal, planning the observations, designing the calibration strategy,

executing the observations, developing the necessary computer software to perform calibrations,

quantitative analysis of the results and writing the paper. I benefited from helpful conversations

with the Co-authors, especially Josh Eisner and Colette Salyk. Don McCarthy and Craig Kulesa

built the instrument.
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2.1 Introduction

A large fraction (∼ 30%) of of all main sequence stars in the galactic disk are in

binary or multiple systems (e.g. Lada, 2006). The main-sequence binary fraction is

a function of spectral type, varying from near 100% for early type stars down to

∼ 20% for late M-type stars (Raghavan et al., 2010, and references therein). While

observations of rich star-forming clusters seem to exhibit a binary fraction consistent

with the main sequence value, loose star-forming associations show considerable ex-

cess (Duchêne, 1999, and references therein). In fact, surveys of the young low-mass

stars in the Taurus-Auriga star-forming region indicate a binary fraction of & 75%

(Ghez et al., 1993; Leinert et al., 1993; Kraus et al., 2011). Furthermore, young

classical T-Tauri star binaries appear to be more co-eval than random pairings of

stars within a cloud, implying the binary formation mechanism operates within ∼ 1

Myr (Prato and Simon, 1997; Duchêne, 1999; White and Ghez, 2001; Hartigan and

Kenyon, 2003). The high incidence of binaries in loose star forming regions implies

that formation in multiple systems is the norm (see e.g. Duchêne and Kraus, 2013,

for a recent review). While the multiplicity statistics of dense star-forming regions do

not show significant excess over the main-sequence, it is still undetermined whether

stars form with different multiplicity statistics in these environments, or whether

shorter dynamical times accelerate the disruption of multiple systems (Duchêne and

Kraus, 2013).

It is important to understand the details of the binary-star formation process

given the significance of binary-star formation both as a substantial contributor to the

galactic stellar population and in influencing planet formation and stellar feedback.

Theoretical studies have elucidated how dynamical resonances and tidal torques

conspire to open a gap in a viscous circumbinary disk (e.g. Lin and Papaloizou,

1979). Matter can accrete through such gaps in geometrically thin streams (e.g.

Artymowicz and Lubow, 1996). Studies of the flow from the circumbinary disk onto

the circumstellar disks indicate that the primary star should have the more massive

disk, however, model predictions of which star is preferentially fed new material seem
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to depend on the adopted viscosity (e.g. Bate and Bonnell, 1997; Ochi et al., 2005).

Recently sub-mm observations of young binary stars have revealed some systems

where the secondary is host to the most massive disk, possibly implicating multiple

formation modes for binary stars (Akeson and Jensen, 2014).

UY Aur is a Classical T-Tauri star binary system. The stars are separated by 0.9′′

(∼ 120 AU). When Joy and van Biesbrok (1944) first identified UY Aur as a binary

in the optical, the authors reported a ∆m ≈ 0.5. A few decades later, Herbst et al.

(1995) could not detect the secondary and placed a lower limit of ∆m ≈ 5 at R-band.

UY Aur has since been observed as a binary in the infrared (e.g. Ghez et al., 1993;

Leinert et al., 1993; Close et al., 1998; Brandeker et al., 2003; Hioki et al., 2007).

Resolved near-infrared photometry by Close et al. (1998), Brandeker et al. (2003),

and Hioki et al. (2007) demonstrated that the flux ratio is variable in the infrared as

well. Combining the H-band measurements of Close et al. (1998), and Hioki et al.

(2007), UY Aur A varied relatively little, changing by . 0.4 magnitudes over 3

epochs in 10 years. UY Aur B, on the other hand, varied by up to 1.3 magnitudes

in the same time.

Herbst et al. (1995) performed spatially resolved K-band spectroscopy of both

sources. Those authors showed that UY Aur B exhibited strong Brγ and H2 v=1-0

S(1) emission lines, while UY Aur A showed none. Brγ is a canonical accretion

tracer, and their observations showed that UY Aur A can spend some time in a state

with a very low accretion rate. The presence of H2 v=1-0 S(1) emission without H2

v=2-1 S(1) emission led Herbst et al. (1995) to believe it was arising in a shock. They

suggested that the shock could arise from a stellar wind originating from UY Aur A

and impacting circumstellar material around UY Aur B .

Millimeter molecular line observations revealed a Keplerian disk surrounding the

stars (Dutrey et al., 1996; Duvert et al., 1998). The disk has an inner rim of∼ 500 AU

(Hioki et al., 2007). By studying the reflected infrared light from the circumbinary

disk, Close et al. (1998) was able to deduce a small/unrefined dust grain distribution.

When Skemer et al. (2010)—using spatially resolved N-band spectroscopy— found a

similar distribution of dust grains in the circumstellar disk of UY Aur A, they noted
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that either something is prohibiting the evolution of grains in the stellar disk, or the

grains are being replenished from the circumbinary reservoir, a clue that material is

making its way from the circumbinary disk to the circumstellar disks, as predicted

by theory.

Throughout this paper we assume the stellar spectral types and masses deduced

by Hartigan and Kenyon (2003). Using STIS on board HST , Hartigan and Kenyon

(2003) obtained spatially resolved medium and low resolution spectra from 0.5–1µm.

They simultaneously fit their data for veiling, spectral type, and reddening. Their

best fit for UY Aur A is a 0.6 M� M0 type star with Av=0.55. For UY Aur B, their

best fit parameters indicate a 0.3 M�, M2.5 type star with Av=2.65. The significant

difference in extinction toward each source is uncommon among their sample, but is

consistent with the large change in observed flux of UY Aur B between the 1940’s

and 1990’s. In fact, variable reddening has been suggested as the driver of the NIR

variability in UY Aur B (e.g. Brandeker et al., 2003).

Here we report new spatially and spectrally resolved observations of UY Aur. We

present the first detection of H2 lines in the spectrum of UY Aur A, and the first

spectrally resolved measurement of Brγ in the spectrum of UY Aur B. We highlight

a significant change in the relative strengths of both the Brγ line and the H2 v=1-0

S(1) line between our observations and the only other published K-band spectrum

of UY Aur B (Herbst et al., 1995).

2.2 Observations and Reduction

We observed both components of UY Aur on 3 October 2012 UT using ARIES on

the MMT. ARIES is optimized for diffraction limited observations behind the MMT

adaptive optics system. We used the f/5.6 (0.1′′/pixel) echelle mode with a 1′′x0.2′′

slit. This mode is designed to provide & 20 cross-dispersed spectral orders at a

resolution of R≈ 30, 000. Our setup targeted a wavelength range of ∼ 1.6µm –

2.47 µm with some gaps between orders. The adaptive optics provided 0.2′′ FWHM

PSFs on the imaging side of ARIES and we realized 0.4′′ FWHM spatial profiles

on the spectrograph side. The degraded spatial profile is most likely due to one of
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the optics on the spectrometer side of ARIES. Measured argon-lamp emission lines

indicate a realized spectral resolution of R=15,000.

Each component of the UY Aur binary was observed with the slit aligned along

two anti-parallel position angles: 40◦ and −140◦. This was done in order to help

characterize instrumental effects on the spectral traces (e.g. Brannigan et al., 2006).

An observing log is included in Table 5.1. We slewed off source to collect sky frames

once for the pair of PA=40◦ observations and once for the pair of PA=−140◦ ob-

servations. Likewise, observations of the A7 star HR 1620 were made once for each

position angle to facilitate the correction of telluric absorption features in our data.

Flat field frames were collected to correct for inter-pixel variations in the detector

gain.

To monitor instrumental flexure and spectral fringing effects, we collected flat

field frames at each new pointing during the night. Dark frames to correct the flats

were collected at the end of the night.

We developed a dedicated pipeline for the reduction of echelle-mode data from

ARIES to analyze our observations. We began with subtracting sky frames from

science frames, and dark frames from flat frames. We then dewarped the spectral

orders using a fifth-degree two-dimensional polynomial coordinate transformation to

map the curved stellar spectral traces to straight lines. Figure 2.1 shows an example

of dewarping a flat-field frame using the transformation derived from the stellar

traces. We used a fifth-degree transformation as this was adequate to ensure that

the spatial dimension of each order was perpendicular to the spectral dimension, as

we verified using observations of an Argon arclamp (Figure 2.2).

After dewarping all the frames, we began defringing, beginning with the flats. The

dominant frequency of the instrumental fringing is ∼ 0.01 pixels−1. This corresponds

to a fringe wavelength of ∼ 500 km/s. Our flat-defringing algorithm proceeded

row-by-row in each order as follows. We first fitted and subtracted a third-order

polynomial to the row. We then created a model of the fringe pattern using a Fourier

filter which only passed frequencies less than 0.015 pixels−1 (see Figure 2.3). Next,

we subtracted this model fringe from the row it was created from and then added
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Figure 2.1: Dewarping a flat-field frame. On the left, we show an original warped
image of a flat lamp with many curved orders. On the right we show the straight
spectral orders after dewarping.

200 400 600 800 1000

0
10

0 500 1000 1500 2000
Figure 2.2: Argon arclamp emission lines are rectified after using a fifth-degree two-
dimensional polynomial transform.

back in the third-order polynomial that was previously subtracted. This was done in

order to remove the fringing but maintain the very low frequency shape of the flat.

We saved our derived model fringe in a template for later re-use in defringing the

stellar spectra.

After defringing the flats, we divided the flat frames into the stellar spectra. Our

next step was to extract from the two-dimensional spectral orders one-dimensional
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spectra. To extract the 1-d spectra we first fit a Gaussian to the average spatial

profile of the order. Then, for each column, we summed the light in each row 1-σ

above and below the average spatial centroid.

With the stellar spectra extracted, our next step was to defringe them. We

started with the telluric calibrator. Since sharp features have broad Fourier trans-

forms, narrow telluric absorption lines in the telluric calibrator spectrum can bias the

instrumental fringe model when using even a low-pass Fourier filter. To avoid this,

before creating the model fringe, we first interpolated over telluric lines. We have

illustrated this step in the top panel of Figure 2.4. We created a model fringe by first

subtracting a best-fit low-order polynomial and then using a Fourier filter to pass

only the spatial frequencies less than 0.015 pixels−1 (see the middle panel of Figure

2.4). Finally, we subtracted this model fringe from the original spectrum to remove

the instrumental fringing and then added back in the best-fit polynomial. Since our

calibrator source, HR 1620, rotates quite quickly (vsini = 131 km/s, Royer et al.,

2002), our Fourier filtering approach had the ancillary effect of removing rotation-

ally broadened photospheric lines. In the bottom panel of Figure 2.4, we compare

to the observed telluric transmission spectrum provided by Hinkle et al. (2003). To

facilitate the comparison, we show the spectrum of HR 1620 before we replace the

best-fit polynomial shape.

Next, we performed a wavelength calibration on both the defringed telluric spec-

trum and the as-yet uncorrected target spectra. Wavelength calibration was done

by fitting a fourth-degree polynomial to transform measured telluric absorption line

pixel positions to the wavelengths of each line provided by Hinkle et al. (2003). We

then divided the telluric calibrator spectrum into the target spectra to remove tel-

luric absorption features. At this point, we summed the spectra from each PA for

each target, creating one higher signal-to-noise spectrum for each source.

To defringe the target spectra, we interpolated over narrow emission lines and

photospheric absorption lines before defringing. For broad features, such as the

Brγ emission line, we had to take care not to model out real emission while still

generating an accurate model for the instrumental fringing. To do this, we first
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Table 2.1. Observations

Source Total Exposure Time [s] Slit PA Airmass

UY Aur A 899.1 40◦ 1.00

UY Aur B 899.1 40◦ 1.01

HR 1620 149.5 −47◦ 1.03

UY Aur B 899.1 −140◦ 1.04

UY Aur A 799.2 −140◦ 1.07

HR 1620 149.5 56◦ 1.05

Note. — Each member of the UY Aur binary was observed

twice. Each observation was performed with anti-parallel slit

orientations. We use HR 1620 to perform the telluric calibra-

tion. After performing a wavelength calibration and correcting

for telluric lines in the spectra of UY Aur A and B, we sum over

rotation angle to produce a single spectrum for each source.

generated a best-guess model fringe. Our best-guess fringe was created in two steps:

1) we extracted a one-dimensional flat-field fringe by summing the same rows in the

template of saved flat fringes that were summed in the science frame during the

extraction of the science spectrum, and 2) we fit this one-dimensional flat-field fringe

to the target spectrum by adjusting the wavelength solution parameters to produce

a closest match. We show this step in the top panel of Figure 2.5. Next we replaced

spectral regions of known features in our observed spectra, with the corresponding

region of our best-guess fringe down weighted by the addition of Gaussian noise.

We then used a low-pass Fourier filter to generate a model fringe (middle panel of

Figure 2.5). We repeated this process 1000 times, each time with a new realization

of the Gaussian noise, to produce 1000 model fringes. The average of the 1000 model

fringes we took as our fiducial fringe for defringing. The variation in the 1000 fringe

models suggested the precision of our model fringe. In the bottom panel of Figure

2.5, we show a portion of the defringed spectrum of UY Aur A in the vicinity of Brγ,

plotted with a blue swath. The width of the swath at each wavelength represents

the 1-σ variation in the fringe model at that point.
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Figure 2.3: This plot illustrates, for one order, our approach to defringing the flat-
field frames. A model fringe for each row was made using a low-pass Fourier filter.
These models were subtracted from the flat, and saved for use in defringing the
science targets. In this figure, the flux in each row is plotted versus pixel number in
gray. Each row is manually offset for clarity. The model fringe is over-plotted with
a dashed black line.

2.3 Results and Analysis

2.3.1 Equivalent Widths

We measured the equivalent width (EW) of the Brγ , H2 v=1-0 S(1), and H2 v=1-0

S(0) lines for both sources. For the broad Brγ lines, we performed the EW mea-

surement during the repetitive fringe modeling process (see Section 3.2). For each

repetition, we generated and subtracted a new fringe model from the observed spec-

trum and measured the EW. To illustrate this process we show 10 repetitions in

Figure 2.6. The mean and standard deviation of all 1000 EW measurements is our

adopted EW and uncertainty, respectively. The defringing process appears to intro-

duce ∼ 0.3 Å of uncertainty into our EW measurements for Brγ . We do not correct

our measured EWs for photospheric absorption, in line with previous studies (Herbst

et al., 1995; Fischer et al., 2011). Given the spectral types of the stars (M0 and M2

for UY Aur A and B, respectively Hartigan and Kenyon, 2003), even with zero veiling

the effect on our measured EWs is 10%, within our measurement uncertainty.

For the narrow H2 lines, we did not iterate to produce the fringe model because

the H2 lines are narrow compared to the fringing, and can be readily distinguished

(see Section 3.2). To estimate our precision in the measurement of the EW of these
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lines, we ascribed to each pixel in the line the same level of noise as measured in

the nearby continuum. We then calculate the EW uncertainty to be
√
Nσ, where

N is the number of pixels in the line and σ is the measured noise level. All EW

measurements are presented in Table 2.2.

2.3.2 Line Luminosities

To convert our EW measurements to line luminosities we used D=140 pc (Elias,

1978), and the K-band photometry of Close et al. (1998) for UY Aur A. For UY Aur

B, which has shown significant NIR variability (e.g. Hioki et al., 2007), we deter-

mined the flux ratio to the primary using imaging data taken at the same time as

our spectra. Line luminosities are not corrected for extinction. In Section 2.4 we

discuss how variable extinction may effect the relative line luminosities. All resulting

emission line luminosities are reported in Table 2.2.

2.3.3 Accretion Rates

We converted our measured Brγ line luminosity to accretion luminosity, without

correcting for extinction, using the correlation reported by Muzerolle et al. (1998).

Accretion rates were derived from accretion luminosities using Equation 11 in Harti-

gan and Kenyon (2003) —which assumes that accreting material is in free fall from

3R∗ when it hits the stellar surface and that half of the accretion energy is radiated

directly, the other half heats the star. Our accretion rate measurements are listed in

Table 2.2.

In Figure 2.7 we plot the accretion rate versus time for each source in the binary.

The additional Brγ derived accretion rates for UY Aur A were calculated using the

EWs from Herbst et al. (1995) and Fischer et al. (2011) and the continuum flux level

observed by Close et al. (1998). The flux level for UY Aur B is always deduced by

comparing to UY Aur A. Since Herbst et al. (1995) and Fischer et al. (2011) do not

report errors for their EW measurements we assign them our measured value of 0.3

Å. This is probably conservative since most of our uncertainty comes from defringing.

We use 0.05 magnitudes of uncertainty in the continuum flux level, the value reported
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in Close et al. (1998). Some additional uncertainty in the flux level is accrued by using

flux calibration data not collected in parallel with the spectroscopic observations.

For example, young binary stars as a class can vary by & 0.4 magnitudes in the

NIR (e.g Skrutskie et al., 1996; Hioki et al., 2007). However, since the flux ratio

between A and B is measured, any untracked variability in the flux of UY Aur A

will affect both components of the binary similarly, preserving the relative trends. In

addition to Brγ derived accretion rates, we also include measurements using other

techniques in Figure 2.7. With triangle and square symbols we show accretion rates

derived using both optical veiling measurements (Hartigan and Kenyon, 2003), and

Pfβ measurements (Salyk et al., 2013), respectively.

The published Pfβ-derived accretion rates (Salyk et al., 2013) appear to be at

odds with the long-term trends in accretion rate inferred from Brγ and optical veiling

measurements. A re-analysis of the NIRSPEC data suggests that the components

were misidentified, and we correct that here. However, we caution that the NIRSPEC

slit was misaligned with the binary PA during these observations, and this adds

systematic uncertainty to the relative accretion luminosities derived from these data.

In Figure 2.8, we show the accretion rate ratio versus time for all epochs when

the accretion rate was measured for both sources. Figure 2.8 shows that accretion

was directed primarily toward the secondary component in the initial epoch, but

transitioned to the primary over time. The timescale of the observed variability

is much shorter than the ∼ 2000 year dynamical timescale of the binary. Rather,

the 5-10 year timescale corresponds to the orbital timescale at 2.5–5 AU from the

∼ 0.5M� stars.

2.3.4 H2 Lines

In Figure 2.9, we show portions of the stellar spectra near the molecular Hydrogen

v=1-0 S(0) and S(1) lines and the v=2-1 S(1) line. We detect the v=1-0 S(0) and S(1)

lines in both sources. A photospheric absorption line in the spectrum of UY Aur A

complicates our ability to place a strong constraint on the v=2-1 S(1) line. We do

not detect the line in the spectrum of UY Aur B.
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We have calculated the v=1-0 S(1) to S(0) ratio for each source. The ratios

and associated uncertainty intervals are plotted in Figure 2.9. We have also con-

verted these ratios to excitation temperatures using the transition probabilities of

Wolniewicz et al. (1998). The implied temperatures, ∼ 1025 K and ∼ 750 K for

UY Aur A and B, respectively, are also plotted in Figure 2.9. At these temperatures

the v=2-1 S(1) line should be very weak, . 1% the intensity of the v=1-0 S(1) line.

This is compatible with the absence of strong v=2-1 S(1) emission in our spectra.

Since models of fluorescent diffuse gas predict that the strength of the v=2-1 S(1)

line should be similar to, even greater than, the v=1-0 S(0) line (e.g. Black and van

Dishoeck, 1987), we can rule out a large contribution to the H2 line emission from

fluorescent diffuse gas.

There are several ways to produce a thermalized spectrum of H2 lines. Mecha-

nisms include shock heating and UV/X-ray irradiation of dense gas. Shock heating,

in an inflow or outflow, is expected to produce relatively broad lines (& 100 km/s)

offset from the continuum (e.g. Beck et al., 2008, 2012).

We observe lines that are unresolved (widths < 20 km/s) and not offset in velocity

from the stellar photospheres. We detect no astrometric displacement along the slit

(PA=40◦). Our measured astrometric precision along the slit is ∼ 0.5 AU. Given

the observed v=1-0 S(1) line-to-continuum ratio for UY Aur A, ∼ 0.1, we constrain

the bulk of the observed H2 flux to be centered within 15 AU of the continuum at

the 3-σ level. Furthermore, we see no significant increase in the line-to-continuum

ratio of the H2 lines when we extract spectra from the margins of our slit, 0.3′′−0.5′′

(42 − 70 AU) from the continuum centroid. In these off-star extractions we can

constrain any extended emission in the 0.3′′ − 0.5′′ region, along a PA of 40◦, to be

less than ∼ 1 × 10−13 ergs cm−2 s−1 arcsec−2. Since we do not detect any spatial

offsets or extension in the H2 lines, it is difficult for us to directly implicate shocks

with these data.

Assessing whether FUV or X-ray irradiation could be responsible for exciting the

H2 lines is difficult because no well characterized FUV spectrum exists for UY Aur.

Nomura et al. (2007) used the spectrum of TW Hya to model the H2 ro-vibrational



43

spectrum from a proto-planetary disk around a 0.5 M� star. For the case with the

smallest grains, they predict thermal line ratios and a v=1-0 S(1) line strength 2.5

times as strong as what we report here for UY Aur A. Since UY Aur has a weaker

X-ray luminosity than TW Hya (by a factor of ∼ 5, Güdel et al., 2010), it is not

surprising that UY Aur A has a somewhat weaker line strength than predicted by

the Nomura et al. (2007) model. High density UV fluorescence combined with X-rays

seems capable of generating much of the observed compact H2 emission.

2.3.5 Veiling

Veiling is the ratio of excess flux (Eλ) over photospheric flux (Pλ) at a given wave-

length:

r =
Eλ
Pλ
. (2.1)

Since we did not observe photospheric calibrators for UY Aur A and B, making

a quantitative measurement of the veiling toward each source is difficult. Without a

photospheric template for each source we cannot characterize internal instrumental

scattered light, which can artificially veil our spectra (see Eisner et al. (2010), for an

example of instrumental veiling with ARIES). However, we can make a qualitative

statement about the relative veiling between each source. In Figure 2.11 we show a

portion of the spectra of both UY Aur A (top panel) and UY Aur B (bottom panel)

in the vicinity of two strong Aluminum photospheric absorption lines. We also plot

synthetic PHOENIX photospheric spectra (Husser et al., 2013). The model spectra

represent stars with logg=4.5 and Teff=3900 K and Teff=3500 K for UY Aur A

and B, respectively. We veiled the synthetic spectra by r = 0, 1.4, 3, and 7. The

r = 1.4 value is that reported by Fischer et al. (2011) for UY Aur A. As shown

in the figure, r = 1.4 matches our observation for UY Aur A well, suggesting that

instrumental veiling is weak or absent. Our spectrum of UY Aur B shows significantly

weaker absorption lines than the ∼ 10%-depth lines observed in the R=250 spectrum

reported by Herbst et al. (1995). Thus we report that a large change in the K-band

veiling of UY Aur B has taken place since 1994.



44

2.4 Discussion

In the previous section we presented the second ever K-band spectrum of UY Aur B.

We observe a ∼ 0.9 magnitude increase in the flux of this source, together with

increased veiling and decreased emission line luminosity. An increased circumstellar

disk flux could explain both the increased K-band flux and the stronger veiling. Such

an increase could be due to an episodic increase in the mass accretion rate through

the disk. However, we must understand why the observed Brγ luminosity, a tracer

of accretion onto the star, has decreased even while accretion through the disk has

increased.

One explanation appeals to a nearly edge-on viewing geometry to explain the

increased luminosity of the disk and the decreased luminosity of the Brγ line. Several

observations of the system hint at an edge-on orientation, including the unusually

discrepant visual extinctions toward UY Aur A and B (Hartigan and Kenyon, 2003),

the extincted appearance of the 10-micron silicate feature (Skemer et al., 2010), and

the large amplitude optical and NIR variability (e.g. compare Joy and van Biesbrok,

1944; Herbst et al., 1995; Close et al., 1998; Brandeker et al., 2003; Hioki et al.,

2007). In this scenario, when the scale height of the disk responds to the increased

accretion rate and temperature —becoming larger— our view of the star becomes

more obscured by the inner disk rim. Thus, the intrinsic Brγ luminosity can increase

but be observed to decrease.

We estimate the level of increased K-band extinction necessary to produce the

observed change in the Brγ luminosity given an assumed factor for the increased disk

luminosity. Measuring the increase in disk luminosity requires a previous quantitative

measurement of the K-band veiling for UY Aur B, which does not exist. We can make

a ballpark estimate assuming that the previous veiling was rK . 1, a common value

for other classical T Tauri stars (Fischer et al., 2011), and qualitatively consistent

with the previous K-band spectrum (Herbst et al., 1995). For example, if the 0.86

magnitudes increase we observe in the K-band flux is driven by a factor of 3 increase in

the luminosity of the disk, and we assume a similar increase in the intrinsic accretion
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luminosity of material making it onto the star, then we expect a factor of 2.4 increase

in the intrinsic Brγ luminosity 1. However, the observed Brγ line strength has

decreased by a factor of 0.54. This implies that only 23% of the Brγ luminosity

is passing through the puffed up disk rim, an increase in AK of 1.6.

We convert such an increase in AK to a change in column density along the

observed line of sight using a value for the K-band dust opacity. We use κK = 10

cm2g−1, compatible with models of T Tauri disk dust grains (Miyake and Nakagawa,

1993), to derive the required column density increase: 0.15 g/cm2. The fractional

increase implied by such a change depends on the initial column density along our line

of sight. Small fractional changes are required along lines of sight initially transecting

optically thick portions of the inner rim while larger fractional changes are required

along sight lines through more tenuous material. For example, if our sight line

radially through the rim initially transected where τ = 1, then a 3% change in the

scale height of the disk is necessary. A 10% change in the scale height is required if

our initial line of sight was through the rim at a height where τ = 0.2. Using L∝T4,

and assuming a hydrostatic disk, h∝cs∝T0.5, we expect a 14% increase in the scale

height given our assumed increase in the luminosity of the disk.

Alternatively, if the observed decrease in the Brγ flux and the increased disk

luminosity implies an intrinsically lower accretion rate onto the central star, material

flowing through the disk must accumulate at some radius or be ejected in an outflow

before making its way onto the star. In a viscous accretion disk, mass is expected

to pile up in regions with relatively low viscosity. Gammie (1996) described an

accretion flow where the mid-plane of the disk at intermediate radii has very low

viscosity because the gas, which is neutral there, is decoupled from the magnetic field.

Mass is predicted to accumulate in these “deadzones”. Gammie (1996) pointed out

that such an accumulation of mass would lead to instability, resulting either in the

fragmentation of bound objects (e.g. planets) or in sufficient heating of the deadzone

to ionize enough of the gas to couple the material there to the magnetic field, causing

a sudden and dramatic increase in the accretion rate. If matter is indeed piling up

1Using the correlation between accretion luminosity and Brγ luminosity in Muzerolle et al. (1998)
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in a deadzone, then we would expect UY Aur B to undergo outbursts in the future.

One clue that can help us understand the intrinsic accretion properties of

UY Aur B is the observation of extended outflows. Mass-loss rates from young stars

are correlated with mass accretion rates (e.g. Hartigan et al., 1995), and outflows

can be used as a tracer of accretion. Recently, Pyo et al. (2014) reported the obser-

vation of extended outflows surrounding UY Aur. These extended outflows should

not be extincted by circumstellar disk material at small radii, and may give a clearer

perspective on the intrinsic accretion rate of UY Aur B. Thus, time monitoring of

outflow rates from UY Aur B will help to constrain the physics of the variability in

this source.

Additionally, both of the H2 excitation scenarios discussed above (shock or UV/X-

ray excitation) should produce H2 lines with intensity that correlates with the ac-

cretion rate. For shocks, a larger accretion rate should result in a larger outflow

rate (e.g. Hartigan et al., 1995), strengthening the H2 signal. An increased accre-

tion rate should also produce a stronger UV and X-ray accretion-shock spectrum and

strengthen the fluorescent excitation. Thus our observed decrease in H2 line strength

compared to the observations by Herbst et al. (1995) may indicate a decrease in the

intrinsic accretion rate.

If the highly inclined geometry explanation for the behavior of UY Aur B is cor-

rect, we predict that veiling, total flux, and outflow tracers of accretion should be

correlated, but that shock-tracers of accretion (such as H I lines like Brγ ) should be

anticorrelated. More frequent monitoring of this system will provide better knowl-

edge of the nature and timescale of the variability and will be important in disen-

tangling the physical state of UY Aur B.

Since the circumstellar disk around UY Aur A is not edge on (Akeson and Jensen,

2014), we predict that all tracers of accretion, veiling, and total flux should be

correlated. Three epochs of published spatially separated K-band spectroscopy exist

for UY Aur A. The accretion rate seems to be increasing ∼ 2×10−9 M�yr−1 per year.

UY Aur A now has the larger observed Brγ luminosity. In addition to the indicators

included in our Figure 2.7, further evidence that UY Aur A has been trending toward
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a more active state can be seen in the comparison of the He I line shapes of Edwards

et al. (2006) and Pyo et al. (2014). In 2014, Pyo et al. (2014) observed deeper red

and blue shifted absorption features than Edwards et al. (2006). This suggests more

vigorous infall and outflow from the source.

Additional evidence that UY Aur A is now in an intrinsically more active state

than UY Aur B comes from the relative outflow rates. Pyo et al. (2014) showed that

UY Aur A was driving an outflow at a larger rate than UY Aur B in 2007, consistent

with our Figure 2.7. However, if we assume the outflow is launched at the velocity

observed by Pyo et al. (2014) in the [FeII] lines, ∼ 150 km/s, then we expect ∼ 2

year delay between variations in accretion at the stellar surface and variations in the

observed outflow.

If UY Aur B is in fact accreting less than UY Aur A then we must understand why

the more vigorous accretor in UY Aur seems to alternate between the primary and

the secondary. Theory predicts that circumbinary disks should preferentially feed

either the primary, as shown by Ochi et al. (2005), or the secondary as predicted by

Bate and Bonnell (1997). One solution, which is consistent with the data, is that the

accretion onto both sources, as traced by Brγ, is episodic. In this way the average

accretion rate onto the primary or secondary could dominate over time. This scenario

has significant implications for planet formation because intense bursts of accretion

can alter the chemical make-up and particle distribution in the disk by dissociating

molecules and evaporating dust.

Another option is that the UY Aur binary system is substantially different from

modeled systems. For example, Bate and Bonnell (1997) and Ochi et al. (2005)

modeled systems with the implicit assumption that the binary seeds result from a

disk fragmentation process. The possibly mis-aligned inclinations of the circumstellar

disks in UY Aur is a clue that UY Aur may not have formed via disk fragmentation.

This more complicated scenario is not as easily compared to clear-cut theoretical

predictions.
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2.5 Conclusions

We have presented R=15,000 K-band spectroscopy of each star in the UY Aur binary

system. Our spectrum of UY Aur B is only the second ever published and enables

time domain studies at wavelengths probing both circumstellar material and accre-

tion. We highlight significant changes since 1994. Specifically, we see that UY Aur A

presents increased Brγ luminosity and now shows H2 emission while UY Aur B shows

a decrease in the strength of Brγ and H2 emission. In contrast to the state of the

system in 1994, UY Aur A now has the stronger observed Brγ line. Additionally,

UY Aur B now appears significantly brighter and more heavily veiled than it has in

the past.

We suggested two scenarios to explain the observed changes in the state of

UY Aur B. Both cases include increased viscous accretion through the circumstellar

disk to account for the increased luminosity and stronger veiling observed. In the

first scenario a similar increase in the intrinsic Brγ line strength is attenuated by

increased extinction due to a puffed-up edge-on disk. We showed that the change

in the scale height of the disk that is necessary to produce the reduced Brγ line

strength is compatible with the amount of change expected for a disk undergoing an

episode of increased viscous accretion. Alternatively, the observed reduction in the

Brγ line strength, and the accretion onto the star which it traces, is intrinsic. In this

case, mass flowing through the disk must pile up or be ejected before it reaches the

star. We predict, if the edge-on disk scenario is correct, that future higher cadence

time-monitoring of this system will reveal an anti-correlation in the variability of

shock-tracers of accretion (such as H I lines) and the observed disk luminosity and

veiling.
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interpolated over narrow telluric absorption lines (top panel). We then used a low-
pass Fourier filter to generate a model fringe. Since our calibrator is a fast rotator,
this method also corrected for photospheric absorption (middle panel). In the bottom
panel we show the spectrum of HR 1620 after subtracting the model fringe, which
corrected for both the instrumental fringing and the photospheric absorption. The
technique of interpolating over sharp features before generating a model fringe was
also applied to the orders of the UY Aur spectra which included narrow H2 lines.
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and noise. This is repeated 1000 times, generating a model fringe with a Fourier
filter each time. Bottom: The defringed spectrum, the width of the swath indicating
the range of allowed solutions given the precision of our defringing model
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a blue histogram the observed spectrum in the vicinity of Brγ . The dotted top
hat indicates the portion of the observed spectrum which we excised and replaced
with a noisy first-guess fringe. The smooth dashed fringes show 10 examples of the
1000 model fringes derived using this method. In the bottom panels we show the
defringed spectrum for each of the 10 models to illustrate the range of our defringing
confidence. This approach introduces ∼ 0.3 Å error into our EW measurement.
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Figure 2.7: The mass accretion rate versus time for each component of the binary.
Red symbols correspond to UY Aur A, and blue symbols correspond to UY Aur B.
The filled circles, which have been connected by either a dashed (for UY Aur A)
or dotted (for UY Aur B) line, represent measurements made using Brγ emission
not corrected for extinction (Brγ data are from Herbst et al. (1995), Fischer et al.
(2011), and this work). Errorbars include contributions from uncertainty in the
continuum flux and in the EW. The open triangles show the accretion rate derived
via a measurement of the optical veiling and are from Hartigan and Kenyon (2003).
The open squares show the accretion rate measured using Pfβ emission and are
modified from Salyk et al. (2013) (see text). Since large systematic error (& 1
dex) exists when comparing accretion rates from different indicators, we have not
connected the open symbols to the line connecting the Brγ derived points.
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measured for both sources. Accretion rate indicators are not corrected for extinction,
which can be variable. The accretion rate ratios derived using Brγ luminosity have
been connected by a dashed line. A dotted line indicates a ratio of unity. UY Aur A
now appears to be accreting at a faster rate than UY Aur B.
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Figure 2.9: Molecular Hydrogen lines in the spectra of both UY Aur A (top), and
UY Aur B (bottom). The v=1-0 S(1) and S(0) lines are detected in both sources,
while the v=2-1 S(1) line is detected in neither. However, a photospheric absorption
line in the spectrum of UY Aur A appears in the spectrum near where we would
expect the v=2-1 S(1) line. We note that each order was independently normalized
to make this figure.
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ratio and deduced temperature. The horizontal error bars indicate the range of ratios
allowed given our uncertainty in the EW ratio of the lines. The vertical errorbars
indicate the corresponding range of temperatures.
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Figure 2.11: Top: A region of the observed spectrum of UY Aur A showing two Alu-
minum photospheric absorption lines (black histogram). We overplot a PHOENIX
model photosphere (Teff=3900K, logg=4.5) veiled by r = 0 (dashed, red), 1.4 (dot
dashed, green), 3 (dotted, blue), and 7 (dashed, cyan). The r = 1.4 value was re-
ported by Fischer et al. (2011) for UY Aur A, and closely matches our observations.
Bottom: UY Aur B observed spectrum and veiled synthetic spectra (Teff=3900K,
logg=4.5). Photospheric lines in the spectrum are nearly absent, a significant change
from the observations reported by Herbst et al. (1995).
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CHAPTER 3

L-band Spectroscopy with Magellan-AO/Clio2: First Results on Young Low-Mass

Companions†

L-band spectroscopy is a powerful probe of cool low-gravity atmospheres: The

P, Q, and R branch fundamental transitions of methane near 3.3 µm provide a sen-

sitive probe of carbon chemistry; cloud thickness modifies the spectral slope across

the band; and H+
3 opacity can be used to detect aurorae. Here we describe commis-

sioning the L-band spectroscopic mode of Clio2, the 1-5 µm instrument behind the

Magellan adaptive-optics system. We use this system to measure L-band spectra of

young directly imaged gas-giant companions around nearby stars. Better constraints

on the composition of extrasolar planet atmospheres could help in identifying their

formation mechanism. Our spectra are generally consistent with the parameters de-

rived from previous near-infrared spectra for these late M to early L type objects.

The L-band spectrum of CD-35 2722 B is redder than field dwarfs with similar spec-

tral type, suggestive of some dust settling. An increase in flux from 2.9–3.4 µm in

the spectrum of AB Pic b may be the result of methane opacity.

†This chapter is based on a manuscript in preparation by Jordan M. Stone, J. A. Eisner, A.

Skemer, L. Close, K. Morzinski, J. Males, T. Rodigas, and P. Hinz. My roles included writing

the necessary telescope proposal, planning the observations, designing the calibration strategy,

executing the observations, developing the necessary computer software to perform calibrations,

quantitative analysis of the results and writing the paper. I benefited from helpful conversations

with the Co-authors, especially Josh Eisner and Andy Skemer. Other co-authors played a significant

role in the development and implementation of the instrument.
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3.1 Introduction

Low-gravity atmospheres, like those of young gas-giant planets, display distinct char-

acteristics compared to their higher-gravity counterparts, even at the same effective

temperatures (Marois et al., 2008; Bowler et al., 2010; Currie et al., 2011; Bar-

man et al., 2011b; Skemer et al., 2012; Marley et al., 2012). Both cloudiness and

dis-equilibrium chemistry are maintained as a result of the lower pressure: clouds be-

cause the photosphere is beneath the temperature-pressure location where refractory

elements begin to condense to liquid and solid phases; and dis-equilibrium chemistry

because the longer chemical timescales implied by the low pressure (and density) can-

not keep up with vertical mixing timescales that deliver warm material from deeper

layers (e.g., Hubeny and Burrows, 2007; Barman et al., 2011a; Marley et al., 2012).

As demonstrated in the cases of 2M 1207 b (Chauvin et al., 2004) and HR 8799 b,

c, and d (Marois et al., 2008), dis-equilibrium chemistry, vertical mixing, and cloudi-

ness are important factors in understanding the observed features of cool low-

gravity atmospheres (Skemer et al., 2011; Barman et al., 2011b,a). Clouds and

dis-equilibrium CH4/CO chemistry have a large effect on L-band spectra because the

P-,Q-,and R-branch methane bandheads trace the abundance of CH4, and cloudiness

affects the general slope of the spectrum (Skemer et al., 2014). L-band measure-

ments, augmenting near-IR spectra (throughout this work we will refer to Y, J, H,

and K bands as near-IR, longer wavebands such as L and M-band we refer to as

mid-IR), can also help to break degeneracies (e.g., between metalicity and gravity)

when performing fits to model atmospheres (Skemer et al., submitted).

Atmospheric properties are crucial for understanding the nature and origin of

directly imaged companions. The HR 8799 system contains four directly imaged

companions with a non-hierarchical orbital architecture that closely resembles a plan-

etary system, albeit much more massive then typical (Marois et al., 2008, 2010). Yet

with uncertain companion masses (∼ 10 MJup) it is possible (though unlikely) that

at least some of the companions exceed the ∼ 12 MJup minimum mass for deuterium

burning (the maximum mass for an extrasolar planet according to the current IAU
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definition). PSO J318.5-22, a ∼ 6 MJup isolated member of the β Pic moving group,

occupies the same locus of color-magnitude space as HR 8799 b, c, d, e, and 2M 1207

b, but this object is not a planet because it was likely born in isolation (Liu et al.,

2013).

PSO J318.5-22 and other low-mass brown dwarfs in the field appear to form

through an extension of the star-formation process to very low masses (Luhman,

2012). Similarly, 2M 1207 b likely formed as an extension of the binary-star forma-

tion process (Lodato et al., 2005). The orbital architecture of the HR 8799 system

suggests a distinct formation mechanism, such as core-accretion or gravitational-

instability in a circum-stellar disk. Thus it appears nature is capable of producing

fundamentally different objects, with distinct formation processes, that nevertheless

have overlapping “planetary mass” masses.

Spectroscopy constrains the formation mechanisms of directly imaged companions

by revealing their composition. If companion atmospheres gain a significant fraction

of their mass via the accretion of solids in a disk, then they should show increased

metalicity. The core-accretion process for gas-giant planet formation can produce

metal enhanced planetary atmospheres compared to the host star (Pollack et al.,

1996). Gravitational fragmentation of a massive protoplanetary disk can also result

in a metal enriched atmosphere, as long as the fragment remains with a low mass

ratio (Boss, 1997; Boley et al., 2011). Furthermore, because of the radial temperature

gradient in protoplanetary disks, certain chemical species will be removed from the

gas phase at radii corresponding to their freeze-out temperatures. This will result in

distinct elemental ratios in the planetary atmosphere which may be diagnostic of the

radial position at which a given planet formed in a disk (e.g., Öberg et al., 2011). On

the other hand, if a companion is produced via gravitational fragmentation of the

initial dense molecular cloud core, no large compositional differences are expected.

The Magellan adaptive-optics system (MagAO; Close et al., 2013), with its adap-

tive secondary mirror, is capable of providing low-background L-band images at the

diffraction limit of the 6.5 m Magellan Clay telescope (providing a point-spread func-

tion with a width of 121 milliarcseconds). The mid-infrared camera, Clio2 (like Clio,
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Sivanandam et al., 2006; Hinz et al., 2010, but with an upgraded HAWAII-1 array),

that operates behind the MagAO system is equipped with a prism that can provide

increasing spectral resolution from R ∼ 50–300 across the L-band. Given the sensi-

tive high-spatial resolution capabilities of MagAO, Clio2 spectroscopy is a powerful

tool for providing the L-band spectroscopic constraints necessary for a complete un-

derstanding of directly imaged low-mass companion atmospheres. MagAO/Clio2 is

an important complement to ongoing near-IR surveys for the detection and spectral

characterization of new companions, such as the Gemini Planet Imager Exoplanet

Survey (Macintosh et al., 2015), which are not sensitive in the L-band.

In this paper, we establish the L-band spectroscopic mode of MagAO/Clio2 and

report first results on low-mass directly imaged companions. In Section 3.2 we de-

scribe our sample of targets and summarize near-IR constraints on the nature of

their atmospheres. We also describe our data collection and reduction approach for

the new mode. In Section 4.5 we summarize our L-band spectroscopic results for the

sample. Finally, in Section 3.4 we discuss the implications of our findings.

3.2 Observations and Reduction

Data for this work were collected during two observing runs in 2014. The first was

from 2014 April 5–6, and the second was from 2014 November 13–15. A summary

of our observing logs is presented in Table 3.1. Our data collection and calibration

approach is described below.

3.2.1 Target Selection and Parameters from Literature

Our target list, summarized in Table 3.2, was selected to include nearby young

stars with low-mass companions visible from Las Campanas Observatory (declination

. 20◦). Given the sensitivity of the MagAO wavefront sensor and of Clio2, we also

selected targets to have guidestar I-band magnitudes . 13 and companion L-band

magnitudes . 14 to facilitate obtaining adequate signal to noise in less than one night

of observing. We focused on targets with well characterized near-IR spectra for direct
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Table 3.1. Observing log

Target Date Plate Scale Tot. Int. R a guidestar mag b Comments

[mas/pix] [s]

CD-35 2722 B 2014-04-07 15.9 280 50–200 mI =9

TWA 5 B 2014-04-07 15.9 2240 50–200 mI =9.1

HD 138575 2014-04-07 15.9 840 50–200 mV =7 A0V telluric calibrator

HD 32007 2014-11-14 25.7 540 150–300 mV =8.5 B9 telluric calibrator

AB Pic b 2014-11-14 25.7 3690 150–300 mR =9

η Tel B 2014-11-15 25.7 720 150–300 mR =5

2M 0103(AB) b 2014-11-15 25.7 1080 150–300 mI =12.9 guidestar is ∼ 0.2′′ binary

HD 10553 2014-11-15 25.7 360 150–300 mV =6.6 A3V telluric calibrator

aThe prism provides increasing spectral resolution with wavelength across the L-band. The realized resolution is a

function of the AO-performance when the PSF is smaller than the slit.

bFor our companion sources we used the primary stars as the AO-guidestar. The wavefront sensor uses a non-

standard filter covering thr R and I bands.

comparison to our results. One of our targets, 2MASS J01033563-5515561(AB)b

(hereafter 2M 0103(AB) b), which orbits a 0.2′′ M6-M6 binary-star system, does not

have near-IR spectra available in the literature. We added this target to bolster our

low-mass sample and to test the performance of MagAO while guiding on a close

nearly equal-magnitude binary.

3.2.2 Instrumental Setup

The MagAO system is built around a 585 actuator adaptive secondary mirror that

minimizes the number of optical elements necessary for correcting the blurring effects

of Earth’s atmosphere. Compared to alternative implementations that position an

adaptive element at a re-imaged pupil plane, adaptive-secondary systems provide

higher throughput and lower thermal background (Lloyd-Hart, 2000). The system

provides correction for up to 300 modes at up to 989 Hz. The pyramid wavefront

sensor used by MagAO facilitates easy adjustments both in the number of modes

corrected and the loop speed to help keep the AO-loop locked on faint guidestars or
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in periods of poor seeing.

The prism in Clio2 provides increasing spectral resolution with wavelength. At

J band the typical resolution is R∼ 8 and at M band it is R∼ 500. We used a 260

milliarcsecond slit to minimize the bright mid-infrared sky emission in our spectra.

For observations with the PSF smaller than the slit, the size of the PSF is the relevant

parameter for determining the spectral resolution (not the slit width). Thus, our

observed spectral resolution changes with AO performance and wavelength. During

the two runs reported here, we realized R=50–200 and R=150–300 across the L-band.

Due to the very different dispersions in the near- and mid-IR, there are different

timescales for detector saturation in each band. In order to reduce practical com-

plications related to saturation and cross-talk on the Clio2 detector, we observed

through a blocking filter that only passes light from ∼ 2.8µm – ∼ 4.2µm.

Two camera lenses provide Clio2 with two plate scales, a coarse mode with 27.5

milliarcseconds pixel−1, and a fine mode with 15.9 milliarcseconds pixel−1. As part

of our effort to define best practices for the use of the MagAO/Clio2 spectroscopy

mode, we used a different plate scale for each of our runs. This also accommodated

the observation of wider binaries. The optics used to set the plate scale also modify

the position of the spectral trace on the Clio2 detector. The fine mode situates the

trace on the left side of the detector, and the coarse mode positions the trace on the

right side, which has more high dark current pixels and produces noisier spectra as

a result.

3.2.3 Data Acquisition

We used the fine plate scale and observed both TWA 5 and CD-35 2722 during our

first run. For our second run, we used the coarse plate scale and observed η Tel B,

AB Pic b, and 2M 0103(AB) b. We saved frames differently for each run, saving

single images per nod position during the first run and multiple images per nod

during the second run. This difference slightly changes our reduction procedure for

each dataset, as discussed below.

For each object, we aligned the binary position angle of our targets to be parallel
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to the Clio2 slit so that we could collect spectra of both primary and companion

sources simultaneously. This orientation allows us to use the primary star as a telluric

calibrator for the companion. Because the slit position and angle are not repeatable,

and because Clio2 does not have a slit viewer, we developed the following alignment

procedure.

First, after acquiring our targets with the slit and prism out of the beam, we noted

the position of the primary star and the position angle of the companion. Next, we

introduced the slit and nudged the telescope horizontally until the primary star could

be seen in the center. We then measured the angle of the slit on the detector and

calculated the necessary slit rotation offset to align the target PA with the slit. The

calculated rotation offset was implemented in small steps, . 5◦, without opening the

AO loop. By keeping the AO-loop closed on the primary star while we offset the

rotator to align our targets, we ensured that the star remained on the rotation axis,

stationary in the slit.

Once both objects were aligned in the slit, we introduced the prism. In order

to track variable background sky emission, we nodded our targets every 1–3 mins.

When we could, we nodded along the slit so that we were always integrating on

the target. At some rotation angles, when the entire weight of the wavefront sensor

apparatus rested on just one motor, we had to nod off the slit because the motors

were insufficiently powered to provide the desired nod vector. Currently both the

previous weaker 1.6 Amp motors have been replaced by 3.0 Amp motors to hold the

full weight.

On 2014 November 15, we observed η Tel during twilight because the source

was setting. Since the sky was bright in the optical, we were unable to perform

the normal telescope collimation steps. We ran the AO-loop closed with only 10-

modes for five minutes in order to offload as much focus to the telescope as possible,

and then increased the number of modes to begin observing. Twilight background

light on the wavefront sensor still limited the accuracy of AO corrections and poor

AO-performance was realized for this source.
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3.2.4 Preliminary Reduction

Our data reduction process began by subtracting nod pairs. For the data from April

this was simply an A-B and a B-A subtraction, where A and B represent our two nod

positions. For the data from November, when we saved 6 images per nod position,

we did Ai−median(B) and Bi−median(A) , i=1–6. We then rotated each image to

produce horizontal spectral traces. For the November data, we also applied a vertical

shift to align each of the 6 images per nod, and co-added them. Typical rotations

were ∼ 1.3◦ and typical vertical offsets were . 0.1 pixels.

We created a master spectral trace for each object by combining the traces from

each nod sequence. For our April observations we combined the traces using a

simple mean. For our November observations, since we saved multiple images per

nod position, we were able to measure the image variance in each pixel in each nod, so

we derived a weight-image for each nod inversely proportional to the image variance

before combining. For all of our sources we also bootstrapped the stacking procedure

to produce stacks with randomly selected individual frames. This provides a variance

image for use in determining optimal weights for spectral extraction (see below), and

the raw data for bootstrapping the extraction, wavelength calibration, and telluric

correction steps necessary for generating errorbars for our spectra.

For close companions, spectra may be contaminated by the wings of the primary

if the primary flux at the position of the companion is larger than the background

noise. TWA 5 B and 2M 0103(AB) b are the closest in our sample, requiring attention

to this effect. To remove the light of the primary from the spectrum of the secondary,

we created a model of the primary star trace using a high signal-to-noise image of

a telluric calibrator spectrum observed just after observing the target. We rotated

and shifted the telluric trace to overlap the trace of the primary. We then scaled

each column of the telluric image so that the pixels in the core and first Airy ring

best-fit the corresponding pixels in the image of the primary. This provided us with

a model of the trace of the primary without the secondary. We smoothed this model

with a circular gaussian kernel with σ = 4 pixels, and then subtracted it from the

image before extracting the companion spectrum.
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For the 2M 0103 system, we achieved much lower signal-to-noise than for TWA 5.

Therefore our model trace was also noisy. Since the magnitude of the correction for

2M 0103(AB) b was much smaller than the noise, we decided not to subtract a noisy

model from the images before extraction.

3.2.5 Spectral Extraction

We used the wavelength dependent spatial profiles of primary stars and our bootstrap

generated variance maps to define optimal weights (Horne, 1986) for extraction. We

found that including the first Airy ring in the spatial profile was important to avoid

fringing in our spectra because spectral traces exhibit a fringe pattern where the core

and Airy rings oscillate out of phase. For 2M 0103(AB) b, the circumbinary source,

the primary spatial profile was corrupted by light from the nearby secondary. In this

case we used the spatial profile of the telluric calibrator star observed shortly after

we observed the target.

3.2.6 Wavelength Calibration

We derived our wavelength calibration based on the location of telluric absorption

features in our spectra. First, we verified that the wavelength solution does not

change—modulo horizontal offsets based on the variable slit position–with position

on the detector. Then, for each night, we shifted and stacked all the telluric calibrator

spectra using an inverse variance weighted mean to create a high signal-to-noise

template spectrum of the telluric absorption.

To identify telluric absorption features in our stacked telluric spectra, we used

a high-resolution ATRAN (Lord, 1992) synthetic transmission spectrum tuned for

Cerro Pachon and made available by the Gemini Observatory1. To make a proper

comparison we first smoothed the template atmospheric spectrum to match the in-

creasing spectral resolution in our data. We fit for the realized resolution each night,

using a model that linearly increased in resolution over 20 steps from 2.93 µm to

1http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/

ir-transmission-spectra

http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/ir-transmission-spectra
http://www.gemini.edu/sciops/telescopes-and-sites/observing-condition-constraints/ir-transmission-spectra
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Figure 3.1: Smoothed ATRAN synthetic transmission spectra, demonstrating our
spectral resolution during each run. The left side corresponds to our April run, and
the right side corresponds to our November run.

4.04 µm. The best fit for 2014 April 7 was R=50–200. The best fit for both 2014

November 14 and 15 was R=150–300. We show the best fit models for each run in

Figure 3.1. After compiling a set of pixel positions and reference wavelengths using

our stacked template spectrum and our smoothed synthetic spectrum, we found the

best fit second-order polynomial to convert pixel position to wavelength. The func-

tional forms of the wavelength solutions for each run, modulo any horizontal pixel

offsets, are

λ(x) = (−2.503× 10−6)x2 + (0.004801)x+ 2.822, (3.1)

for our April run, and

λ(x) = (−3.634× 10−6)x2 + (0.00548)x+ 2.786, (3.2)

for our November run. We wavelength calibrated the science target spectra by fitting

for the best horizontal offset between target and calibrator, using a cubic interpola-

tion scheme to perform the shift.

Two of our targets, CD-35 2722 B, and 2M 0103(AB) b, did not have high enough

signal-to-noise to provide an adequate fit for the best horizontal offset. For these

sources, we calculated the appropriate horizontal offset using the measured rotation

angle of the slit and the separation from the primary. We verified using our other

targets that this approach yields the correct offset to within 1–2 pixels.
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3.2.7 Telluric Calibration

Our telluric calibration strategy used primaries to correct companions, and A-stars

to correct primaries. We started by correcting primaries. We divided by the A-

star spectrum obtained closest in time to a target spectrum and then multiplied by

λ−4 to correct for the intrinsic black-body shape of the hot calibrator. Since most

primaries have a more complicated intrinsic spectrum, before correcting companion

spectra we fit for the best synthetic atmosphere spectrum from the grids of BT-

Settl atmospheres (solar metallicity models from both the 2012 and 2015 grids were

used; Allard et al., 2012; Baraffe et al., 2015). We smoothed the synthetic spectra

using the same linearly increasing resolution parameters that we derived during our

wavelength calibration process. We calibrated companions by dividing by primary

spectra and then multiplying by the best-fit model for the primary. In two cases,

η Tel (primary spectral type A0V; Torres et al., 2006) and CD-35 2722 (primary

spectral type M1V; Torres et al., 2006), we did not obtain an adequate telluric

calibrator spectrum. In these cases we used spectral types from the literature to

select the appropriate model for the intrinsic shape of the primary spectrum, using

the spectral-type–Teff relationship of Pecaut and Mamajek (2013).

3.3 Results

3.3.1 Model Atmosphere Fits

Our reduced spectra are shown in Figure 3.2. For each object we determined the

best fit model atmosphere from the latest BT-Settl grid (Baraffe et al., 2015). Many

of our companions have had BT-Settl 2012 models (Allard et al., 2012) fit to their

near-IR spectra, so we also fit to that grid to facilitate a direct comparison. We

restricted ourselves to models with solar metallicity and with surface gravity between

log(g)=3.0 and log(g)=5.0. Figure 3.3 illustrates why we chose the range of gravities

that we did. At ages greater than 1 Myr, even 2 MJup objects should have surface

gravity greater than log(g)=3.0. Likewise, even 100 Myr old brown dwarfs at 80 MJup

should have surface gravity less than log(g)=5.0. These restrictions effectively serve
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Figure 3.2: L-band spectra of young low-mass companions and their primary stars.
Black points indicate measurements and the gray swath shows the 1− σ confidence
region derived via the bootstrap method and scaled up. Scale factors were determined
for each run to provide χ2

r ∼ 1 for TWA 5 B, and η Tel B (see Section 3.3.1). We
also show model atmosphere fits to our spectra. In blue, we show the best fit from
the BT-Settl 2015 grid, and in red we show the best fit from the BT-Settl 2012 grid.
For our primaries, there were no differences in appearance of best-fit models from
either grid. Hatched regions near 3.2 and 3.3 µm indicate the location of strong
telluric absorption features in our data. These regions were not considered during
our model fitting. For two of our primaries, we did not collect appropriate telluric
calibrator spectra, so we do not show their uncorrected spectra. We are still able to
correct their secondaries because we assumed previously reported spectral types to
determine their intrinsic spectral shape.
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Figure 3.3: Predicted surface gravity as a function of mass from the BT-Settl 2015
models. Each curve represents a different snapshot in age, with the lowest surface
gravities corresponding to 1 Myr, and the highest gravities corresponding to 100 My.
Substellar objects with masses ≥ 2 MJup and ages older than 1 Myr should have
log(g)> 3. Likewise objects less massive than 80 MJup and younger than 100 Myr
should have log(g)< 5.
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to fold in our prior knowledge on the age of our targets into the fitting process.

After smoothing model spectra to the resolution of Clio2, fitting was done via χ2

minimization using the inverse of our bootstrap errorbars as weights. Our fits ignored

the spectral regions between 3.17–3.26 µm and 3.29–3.35 µm because these regions

are affected by strong telluric absorption and are most susceptible to calibration

errors. The best fits for each object are shown in Figure 3.2.

To identify the set of allowed model atmosphere parameters consistent with our

measurements, we scaled up our bootstrap-derived errorbars for each source by a

scale factor empirically determined for each run. We derived the correction factor by

scaling the errorbars of our highest signal-to-noise spectra until the best-fit model

atmosphere provided a reduced χ2 ∼ 1. For the first run, we used TWA 5 B, and

found a scale factor of 1.9. For the second run, we used η Tel, and we found a

scale factor of 2.6. These scale factors are necessary to account for fixed-pattern

noise—from flat field effects and bad pixels—that is not captured by our bootstrap-

ping algorithm. The upgraded 3.0 Amp motors will provide greater access to more

varied nod positions for future observations, allowing bootstrap algorithms to more

effectively capture these errors.

Table 3.3 lists the best fit model parameters and uncertainty for each of the

companions. The 1-σ uncertainties on each fit parameter were determined by finding

all atmosphere models with scaled χ2 values within 2.3 of the minimum and adding

one grid-step. For example, if the best-fit model has Teff=2800 K and a model with

Teff=2700 K is also allowed, then we report 2800+100
−200 K.

The 2015 and 2012 grids provide mostly similar fits to our spectra, and these

fits reveal atmospheric parameters consistent with those deduced by fits to 1–2.5 µm

spectra. Two of our sources, however, are fit by significantly different parameters

when using the 2015 and 2012 grids. These sources are AB Pic b and 2M 0103(AB) b.

Both exhibit a jump in the observed flux level near 3.4 µm that persists to the blue-

end of the spectrum. This feature gives an overall blue shape to the spectrum and

pushes the fit toward higher temperatures when using the 2012 grid. We discuss this

peculiar feature in more depth in Section 3.4.
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Table 3.3. BT-Settl Model Atmosphere Fits to L-band Spectra

BT-Settl 2015 BT-Settl 2012 Fits to NIR spectra a

Target Teff log(g) Teff log(g) Teff log(g)

η Tel B 2900+100
−200 3.5±0.5 2900+100

−200 3.5±0.5 2600±100 4±0.5

TWA 5 B 2400±100 3.0±0.5 2400±100 3.0±0.5 2500±100 4±0.5

CD-35 2722 B 1500±100 5.0±0.5 1500±100 4.5±0.5 1700-1900 4.5±0.5

AB Pic b 1500±100 3.5±0.5 2800+200
−100 3.0±0.5 1800+100

−200 4.5±0.5

2M 0103(AB) b 1500±100 3.5±0.5 2900±200 3.0±1.0 — —

aSame as in Table 3.2, included here for convenience.

Some of our best fits have surface gravities at the edge of our restricted model

grid: the 2015 and 2012 grid fits of TWA 5 B, the 2015 grid fit to CD-35 2722 B , and

the 2012 grid fits to AB Pic b and 2M 0103(AB) b. As discussed above the 2012 grid

fits to AB Pic b and 2M 0103(AB) b are inaccurate due to an increased flux feature

seen in both spectra. The best fits for TWA 5 B from both grids for have log(g)=3,

a slightly bluer model than the log(g)=4 version at the same effective temperature.

The best fit model from the 2015 grid to CD-35 2722 B has log(g)=5. The 3–4 µm

spectrum of CD-35 2722 B is redder than field dwarfs with similar spectral type (see

Section 3.3.2), thus our fit is pushed to the redder higher-gravity models.

3.3.2 Comparison to Field Dwarf Spectra

The L-band SEDs of directly imaged extrasolar planets appear distinct from the

SEDs of older field dwarfs at the same effective temperatures (Skemer et al., 2014).

The discrepancy needs better characterization to provide insight into the physical

processes affecting their atmospheres. Comparison to model atmospheres can be

helpful in identifying important spectral features, but models are challenged to cap-

ture the processes at play in cool atmospheres, particularly in providing accurate

representation of clouds (e.g., Marley and Robinson, 2014). Here we compare our
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Figure 3.4: The same companion spectra as in Figure 3.2, now compared to empirical
spectra of field dwarfs from Cushing et al. (2005). With a solid cyan line we show
the best fit field dwarf spectrum. We show the spectrum corresponding to the opti-
cal/NIR spectral type of each of our targets (Table 3.2) with a red dashed line. The
spectra for each spectral type correspond to the following targets: M7, GJ 644 C;
M9, LP 944-20; L1, 2MASS J14392836+1929149; L3, 2MASS J15065441+1321060;
L4.5, 2MASS J22244381-0158521; L5, 2MASS J15074769-1627386.
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spectra of young directly imaged companions to the spectra of field dwarfs from the

literature. We use the set of spectra, including spectral types M7 through T5, pre-

sented in Cushing et al. (2005). Figure 3.4 shows the best fitting field dwarf spectrum

for each of our companion sources. We also overplot the field dwarf spectrum corre-

sponding to the optical/NIR spectral type reported for each of our sources, except

2M 0103(AB) b, which does not have a NIR spectral type reported in the literature.

In general, the best-fit spectrum and the spectrum selected to match the opti-

cal/NIR spectral type are similar. Even though they often differ by a few spectral

types, these generally provide an adequate match to our observations. Our data show

that for late-M and early L type spectra, the L-band is not particularly diagnostic of

spectral type. For example, the M9 and L3 type dwarf spectra both exhibit similar

slopes and both track the spectrum of TWA 5 B. Previous authors have also noted

that L-band spectra alone are not particularly powerful for deducing spectral types

in this range (e.g., Cushing et al., 2008).

At later spectral types 3–4 µm spectra do exhibit distinct features compared

to late M-dwarfs and early L-dwarfs because of increased methane opacity and de-

creased cloud opacity at cooler temperatures. The latest spectral type source in

our sample, CD-35 2722 B , which is classified as L4 based on NIR spectra (Wahhaj

et al., 2011), appears redder than the best fit L5 field dwarf spectrum, with most

of our measurements below the dwarf spectrum at the blue end of the band, and

most of our measurements above the dwarf spectrum at the red end. This example

underscores the importance of L-band spectroscopy for objects with later spectral

type than mid-L.

3.4 Discussion

3.4.1 Comparison to Directly Imaged Planets

Directly imaged extrasolar planets have L-band SEDs that are inconsistent with

field brown dwarfs and the models that fit them. The low surface gravity prevalent

in young planetary mass atmospheres is responsible for the presence of clouds and
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dis-equilibrium chemistry at effective temperatures where more massive T-dwarfs ap-

pear cloud free and methane rich (Barman et al., 2011a; Skemer et al., 2012; Marley

et al., 2012). Here we observe a warmer more-massive population of young com-

panions. Most of our atmospheric fits are consistent with the fits found by previous

authors using NIR spectra. The similarity of our L-band derived atmospheric param-

eters compared to near-IR results underscores the functionality of the MagAO/Clio2

spectroscopic mode and the general success of model atmospheres to capture the

most important physics responsible for the appearance of spectra at these effective

temperatures, where clouds are expected and CH4 absorption is not.

Comparing our data to HR 8799 b, c, d and 2M 1207 b, we can constrain the

discrepancy in L-band spectra to arise between ∼ 1000 K, the best fit effective

temperature for 2M 1207 b in Barman et al. (2011b), and ∼ 1500 K, the best fit

temperature for AB Pic b and 2M 0103(AB) B reported here. This range brackets

the L-T transition for field brown dwarfs, emphasizing that the discrepancies in 3–

4 µm spectra are related to the cloud clearing and chemical processes responsible for

the evolution from L-dwarf to T-dwarf.

3.4.2 The Red Slope of CD-35 2722 B

CD-35 2722 B was classified as an L4 by Wahhaj et al. (2011) based on the simi-

larity of its J, H, and K-band spectra to 2MASS J2224438-015852, an object whose

very red color is distinct from other field dwarfs and implies large amounts of at-

mospheric dust (Cushing et al., 2005; Stephens et al., 2009). CD-35 2722 B has a

bluer NIR color than 2MASS J2224438-015852 (Wahhaj et al., 2011), suggesting

somewhat different cloud structure. Figure 3.4 shows that our L-band spectrum of

CD-35 2722 B appears redder than the corresponding spectrum of 2MASS J2224438-

015852. Cushing et al. (2008) vary the cloud sedimentation parameter for a model

atmosphere with Teff = 1800 and log(g)=5 (similar to the atmospheric parameters of

CD-35 2722 B deduced from NIR spectra by Wahhaj et al. (2011) and from L-band

spectroscopy presented here) and show that a larger sedimentation paramter (result-

ing in less cloud opacity) results in a redder L-band spectrum because CH4 absorption
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is exposed. Thus the NIR colors and L-band spectral slope are consistent indicators

that CD-35 2722 B exhibits somewhat less opaque clouds than 2MASS J2224438-

01582. In Figure 3.4, we show our L-band spectrum of CD-35 2722 B and the spec-

trum of the L5-type 2MASS J15074769-1627386. CD-35 2722 B appears to be more

red then the field dwarf. Thus, CD-35 2722 B may have less cloud opacity than some

field dwarfs.

CD-35 2722 B is the oldest target in our young sample (∼ 50 Myr, Zuckerman

et al., 2004), and has the highest surface-gravity. If its red 3–4 µm spectral slope does

indicate thinning clouds, our observations suggest some early atmospheric evolution

including some cloud settling or dispersion on timescales . 50 Myr.

3.4.3 A Blue Feature in AB Pic b and 2M 0103(AB) b

The BT-Settl 2012 and 2015 grids provide significantly different best-fit effective

temperatures for two of our sources: AB Pic b, and 2M 0103(AB) b. In each case,

the best-fit temperature from one grid is outside the 3-σ estimate for the temperature

in the other. This discrepancy highlights significantly different behavior of the 2015

grid for low-gravity atmospheres near 1500 K, compared to the 2012 grid. Both

AB Pic b and 2M 0103(AB) b exhibit an increase in flux in the spectral region

between ∼ 2.9–3.4 µm. None of the atmospheric models predict such a feature and

the high effective temperatures suggested by the BT-Settl 2012 fits are probably

incorrect, caused by the average blue slope of the spectra due to the anomalous blue

feature.

For 2M 0103(AB) b, the feature may be due to a combination of lower signal-

to-noise and difficulties in observing and calibrating associated with orbiting a close

binary (e.g., reduced AO performance). However, for AB Pic b, we achieved higher

signal-to noise across the spectrum. The spectrum of AB Pic b was corrected for

telluric emission using the spectrum of AB Pic A, which was positioned within the

slit with AB Pic b and observed simultaneously; any atmospheric changes during

the course of the observation should have been tracked perfectly by the primary.

Furthermore, our model atmosphere fit for AB Pic A is exactly as expected for the
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spectral type (K1V; Torres et al., 2006; Pecaut and Mamajek, 2013), suggesting we

have properly calibrated AB Pic A and identified the correct model for its intrinsic

spectral shape when correcting AB Pic b. Given the quality of the telluric correction

of AB Pic A, we also checked whether correcting AB Pic b with the same A-star

calibrator provided a different result. Regardless of whether HD 32007 or AB Pic A

is used for telluric calibration, the increased flux short of 3.4 µm persists. We also

verified that the feature is present in both A-nods and B-nods independently and in

the first half of our integrations as well as in the second half.

If the increase in our spectrum is physical, the larger-than-expected flux in the

spectral region corresponding to methane opacity could indicate an atmospheric in-

version or possibly an aurora (e.g.; Hallinan et al., 2015). However, strong H+
3 emis-

sion, often associated with aurorae (e.g., Brown et al., 2003), is not present at 3.5 and

3.7 µm. Additional follow up observations of AB Pic b in the L-band are warranted

to better understand the blue feature seen in our data.

Polycyclic aromatic hydrocarbon molecules (PAHs) are known to have broad

emission bands centered at 3.3 and 3.4 microns. However, fluorescent PAHs in the

vicinity of AB Pic b and 2M 0103(AB) b are unlikely given the system ages and the

absence of strong UV-emitting sources.

3.5 Conclusions

We commissioned the L-band spectroscopic mode of Clio2 behind the MagAO sys-

tem. We observed five young directly imaged companions orbiting nearby stars. The

spectra of these companions are consistent with expectations based on fits to shorter

wavelength data. This result constrains the temperature range where the L-band

SEDs of young directly imaged planets begin to diverge from older field dwarfs to

the range 1000 < Teff . 1500 K. This range brackets the onset of the L-T transi-

tion for field dwarfs, providing further evidence that observed discrepancies are due

to clouds and non-equilibrium CO/CH4 chemistry due to vertical mixing. The L-

band spectrum of CD-35 2722 B is redder than field dwarfs and suggests some cloud

settling in this ∼ 50 Myr old object. We also see an increased flux feature from
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2.95–3.4 µm in the spectra of 2M 0103(AB) b and AB Pic b. The feature coincides

with significant methane opacity, and if physical, could indicate a thermal inversion.

L-band spectroscopy with Clio2 will be an important complement to ongoing surveys

for directly imaged extrasolar planets that are conducting their searches at shorter

wavelengths.
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CHAPTER 4

Disentangling Confused Stars at the Galactic Center with Long Baseline Infrared

Interferometry†

We present simulations of Keck Interferometer ASTRA and VLTI GRAVITY

observations of mock star fields in orbit within ∼ 50 milliarcseconds of Sgr A*.

Dual-field phase referencing techniques, as implemented on ASTRA and planned for

GRAVITY, will provide the sensitivity to observe Sgr A* with long-baseline infrared

interferometers. Our results show an improvement in the confusion noise limit over

current astrometric surveys, opening a window to study stellar sources in the region.

Since the Keck Interferometer has only a single baseline, the improvement in the

confusion limit depends on source position angles. The GRAVITY instrument will

yield a more compact and symmetric PSF, providing an improvement in confusion

noise which will not depend as strongly on position angle. Our Keck results show the

ability to characterize the star field as containing zero, few, or many bright stellar

sources. We are also able to detect and track a source down to mK ∼ 18 through the

least confused regions of our field of view at a precision of∼ 200 µas along the baseline

direction. This level of precision improves with source brightness. Our GRAVITY

results show the potential to detect and track multiple sources in the field. GRAVITY

will perform ∼ 10 µas astrometry on a mK = 16.3 source and ∼ 200 µas astrometry

on a mK = 18.8 source in six hours of monitoring a crowded field. Monitoring

the orbits of several stars will provide the ability to distinguish between multiple

†This chapter has been previously published as Stone et al. (2012). My roles included developing

the necessary simulators, mock star fields, mock observing strategies, synthetic data, and data

analysis tools. I performed the quantitative analysis and wrote the paper. I benefited from helpful

conversations with Josh Eisner. Other co-authors are members of the Keck-Interferometer ASTRA

team
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post-Newtonian orbital effects, including those due to an extended mass distribution

around Sgr A* and to low-order General Relativistic effects. ASTRA and GRAVITY

both have the potential to detect and monitor sources very close to Sgr A*. Early

characterizations of the field by ASTRA including the possibility of a precise source

detection, could provide valuable information for future GRAVITY implementation

and observation.

4.1 Introduction

Over the last 20 years, high resolution infrared imaging techniques have provided

precise astrometric measurements of stellar sources at the Galactic Center. Focused

astrometric monitoring campaigns have revealed a population of mostly young early-

type stars (the S-cluster) in orbit about the location of the radio and infrared source

dubbed Sagittarius A* (Sgr A*). In fact, Ghez et al. (2008) and Gillessen et al.

(2009a) both analyze their own distinct data sets to deduce a mass of 4.5±0.4×106M�

located coincident with Sgr A*. This mass must all be within the periapsis of the

star S16/S0-161, which is only 40 AU. The implied mass density provides compelling

proof that Sgr A* is the luminous manifestation of an accreting black hole. In

addition to providing a measurement of the mass of Sgr A*, the orbits of the stars

also provide a direct measurement of the distance to the black hole, 8.36± 0.44 kpc

(Ghez et al., 2008).

If Sgr A* actually resides at the dynamic center of the Milky Way, then measuring

its distance also represents a measurement of the solar distance from the Galactic

Center (R0). Monitoring stellar orbits about Sgr A* also provides a measurement

of the sun’s peculiar motion in the direction of the Galactic Center (Θ0). As dis-

cussed by Olling and Merrifield (2000), R0 and Θ0 are ubiquitous parameters in the

description of the structure and dynamics of the Milky Way (see also Reid et al.,

2009). Uncertainty in the values of R0 and Θ0 are the largest sources of error in

the determination of the ratio of the galactic halo’s long and short axes (q, Olling

1The UCLA and the MPE groups have adopted different naming conventions for the S-cluster
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and Merrifield, 2000). The parameter q is sensitive to different galaxy formation

scenarios and dark matter candidates, and if R0 and Θ0 were known at the 1% level,

the constraints on q would help to differentiate theories of galaxy formation and

dark matter (Olling and Merrifield, 2000). In addition, a very precise knowledge of

R0 could affect our calibration of the lowest rungs of the cosmic distance ladder by

improving our distance measurements to galactic sources such as Cepheids and RR

Lyrae variables(Ghez et al., 2008).

The existence of the S-cluster is intriguing because it is rich with young stars

and because forming these stars in situ represents a theoretical problem given the

strong tidal forces in the region. The alternative of formation at larger radii and

subsequent migration is strongly constrained by the deduced young age of the stars.

However, because the S-stars are known to be younger than the relaxation time in

the environment (a B star’s main-sequence lifetime is ∼ 107 years compared to the

relaxation time of ∼ 2× 108 years; Weinberg et al., 2005) their orbits should encode

some information about the kinematics of the cluster at the time it formed. Thus,

perhaps as a bonus, astrometric monitoring of the stars in our Galaxy’s nuclear

cluster has the potential to inform the community not only on matters of General

Relativity and galaxy formation, but also on star formation in extreme environments.

The deduced mass and distance of Sgr A* make it the largest black hole on the

sky, in terms of angular diameter, and an excellent candidate for study. Improv-

ing astrometric measurements and discovering stars on even shorter period orbits

will improve our understanding of the gravitational potential that binds the stars,

possibly exposing a dark matter cusp at the center of our galaxy, and should in-

form our understanding of gravity on scales not yet explored by precise experiments.

For example, Weinberg et al. (2005) modeled a distribution of stars on very short

period orbits about Sgr A* and showed that post-Newtonian effects on the orbital

paths could be detected with the astrometric precision and sensitivity of a future

thirty-meter telescope. Existing and upcoming near-IR interferometers can provide

even better resolution, and enable some of the same science. In their treatment Wein-

berg et al. (2005) assumed Gaussian point spread functions, which tend to zero in the
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wings faster than the more realistic Airy pattern which distributes light in rings away

from the central core. These rings present a contrast barrier in conventional imag-

ing. Likewise, the even more complicated point spread functions (PSFs) provided

by interferometers result in contrast and detection limits and can bias astrometric

measurements.

Fritz et al. (2010) showed that halo noise and source confusion are the factors

limiting astrometric accuracy. These effects, which are both related to the angular

resolution of the telescope and the luminosity function of the sources in the region

(i.e. the dynamic range), present a fundamental astrometric hurdle that cannot

be overcome with even the largest single aperture telescopes of today (Ghez et al.,

2008; Gillessen et al., 2009a). In fact, simulations by Ghez et al. (2008) and Gillessen

et al. (2009a) showed that astrometric errors could be as large as 3 milliarcseconds

due to confusion with undetected sources. This level of astrometric uncertainty,

present close to Sgr A* where stars experience the deepest part of the potential, has

precluded the detection of any post-Newtonian effects on stellar orbits to this point

and has limited the precision with which the distance to the Galactic Center can be

measured.

The limiting magnitude and astrometric precision of Galactic Center observations

has improved as early speckle observations (e.g. Eckart et al., 1992) were supple-

mented by adaptive optics (AO) and laser guide star AO (e.g. Ghez et al., 2005).

The current state of the art is a limiting magnitude of ∼19 at K and an astrometric

precision of ∼ 100µas. However, these limits are only achieved far from the crowded

central region immediately surrounding Sgr A*. In this paper we investigate whether,

with the increased resolution of infrared interferometers and the concomitant reduc-

tion in confusion, we can detect heretofore undetected or unnoticed stars on orbits

with very short periods within 50 mas of Sgr A*. We also explore the astrometric

precision with which such sources could be monitored with an IR interferometer.

According to Ghez (2010) a factor of ∼ 3 more stars with periods less than 20 yrs

is expected to be orbiting Sgr A*. These stars, if they can be detected and moni-

tored, will provide a detailed description of the central potential (a minimum of three
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short-period orbits is required for a complete characterization; Rubilar and Eckart,

2001). Additionally, such stars will provide the best targets for observing General

Relativistic effects since they are deepest in the potential well of Sgr A*.

Although the higher resolution provided by interferometry is beneficial for in-

creasing the detectability of sources in the crowded region and for increasing the

astrometric precision attainable, there are many potential complicating factors that

do not apply to conventional full aperture imaging. For example, in full aperture

imaging, collecting area increases as the square of the resolution. In interferometers,

however, the collecting area is independent of the effective spatial resolution. This

means that although the confusion limit is somewhat alleviated by the higher an-

gular resolution available, photon noise quickly becomes a problem in the detection

of faint sources. This fact is further exacerbated by the low typical throughput of

interferometers (e.g., ∼ 2% for the Keck Interferometer). Additionally, the sparse

nature of an interferometer’s collecting area results in an incomplete sampling of

the Fourier components of the source distribution on the sky. This causes an in-

complete knowledge of the sky-plane light distribution resulting in PSFs with large

sidelobes. Finally, Michelson interferometers like the Keck Interferometer and the

VLT Interferometer (VLTI) have small fields of view, ∼ 50 mas, which typically only

include a single object; clearly this presents difficulty for astrometry. We attempt to

understand the scale of these effects by simulating data and inferring results.

The outline of the paper is as follows. In Section 2 we discuss the construction

of mock star fields within 50 mas of the Galactic Center. In Section 3 we discuss

our observation simulator and all included sources of noise and uncertainty. Section

4 covers our algorithm for making relative astrometric measurements by fitting to

the visibility curves. Section 5 includes a presentation of our results. Section 6

provides a discussion of the potential advances and difficulties. Although we try to

keep the discussion general, we focus on ASTRA at the Keck Interferometer as we

are most familiar with that instrument and it is currently capable of making these

observations. We also provide a discussion of VLTI GRAVITY (Eisenhauer et al.,

2008) simulations.
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4.2 Simulating a Star Field within 50 Milliarcseconds of Sgr A*

Interferometric observations of the Galactic Center will be conducted through the K

band. We construct mock star fields in orbit about the black hole at the Galactic

Center using as much information about the number of sources and the distribution of

K band magnitudes as is available. Previous observations, while limited by confusion

noise, have provided a wealth of information regarding the stellar population and K-

band luminosity function (KLF) of the central cluster. Genzel et al. (2003) showed

that the KLF of the inner 1.5” around Sgr A* is well fit by a power law with a slope

of β = dlogN
dK

= 0.21± 0.03. Weinberg et al. (2005), for example, used this luminosity

function normalized to the photometry of Schödel et al. (2002) of the stars within

0.8” of Sgr A* to extrapolate the population of stars even closer to the Galactic

Center.

Additionally, some clues about the content of the confused region can be gleaned

from observations of well-monitored stars— stars on orbits that spend most of their

time outside of the confused region— when they pass through the confused region

during their orbital periapsis. For example, when the star S0-2 passed through

periapsis in 2002 its centroid was offset from its fitted orbital path. This offset

strongly suggests a confusion event with an undetected source (or multiple undetected

objects). By measuring the offset and the ellipticity, or lack thereof, of the S0-2 PSF

during 2002, some constraints on the unseen source(s) can be derived (e.g. Gillessen

et al., 2009a).

Further, both Do et al. (2009b) and Dodds-Eden et al. (2011) provide analyses of

Sgr A* light curves and show a median magnitude in K-band of & 16 and a minimum

magnitude of & 17. While absolute photometry in the region is complicated by

confusion noise, we use the analyses of Sgr A* lightcurves to normalize two separate

star fields for use in our study. In our first star field, Field1, we set the flux from Sgr

A* equal to its median observed value, the flux from the brightest star in the field we

set to be consistent with the minimum observed flux from the region as reported in

Do et al. (2009b) and Dodds-Eden et al. (2011), and we include three fainter stellar
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Table 4.1. Model star field parameters for our simulated fields.

Source Field1 [mK ] Field2 [mK ] spectral slope Period [yrs] e τ [yrs] Ω[rad] i[rad] ω[rad]

Sgr A* 16.3 17.3 4.5 – – – – – –

Star 1 16.9 17.9 2.28 1.75 0.44 0.93 5.32 0.68 4.19

Star 2 18.8 19.8 2.34 2.65 0.12 0.60 2.61 1.36 4.89

Star 3 20.3 21.3 2.31 0.24 0.90 0.20 4.64 -0.61 2.95

Star 4 20.6 21.6 2.14 2.31 0.74 1.53 1.16 1.07 0.91

Note. — We assumed random Keplerian orbits for our modeled sources. τ is the time of periapsis passage in years

since January 1, Ω is the longitude of the ascending node, i is the inclination, and ω is the argument of periapsis.

sources consistent with an extrapolation of the KLF reported in Genzel et al. (2003)

(see their Table 2). To be cautious, we also model a second star field in which we

have decreased the flux of each source by one magnitude. This fainter star field we

call Field2. We believe that these two fields should encompass a fair representation

of the true source distribution very close to Sgr A*.

While we took care that our star fields are consistent with available observations,

the true source content within 50 milliarcseconds is unknown. The potential to

further constrain the stellar content within the region is one the scientific motivations

for observing the Galactic Center with long-baseline infrared interferometers.

We assigned spectral slopes to our sources to be consistent with the observed

slopes of sources near the Galactic Center, namely α = 2.3 ± 0.1 for Fλ ∝ λα. The

spectral slope of Sgr A* was taken to be α = 4.5 (Tuan Do, private communication;

see also Do et al. (2009a) and Paumard et al. (2006)).

While we modeled Sgr A* as stationary, the stellar sources were assigned random

Keplerian orbits with semi-major axes in the range of 0.1-400 AU. We chose this

range of semi-major axes to coincide with the confused region around Sgr A*. Any

source with a larger semi-major axis should leave this region, and would likely have

been detected in previous AO observations. Table 4.1 shows the modeled parameters

for our star fields.
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4.3 Synthesizing Visibility Data

4.3.1 Basic Concepts

Interferometers combine light from a source collected at more than one aperture,

forming an interference pattern. This interference pattern encodes high spatial fre-

quency information of the light distribution under observation. The maximum spatial

frequency which can be detected by an interferometer can be expressed succinctly as
Bproj

λ
, where λ is the wavelength of the observation and Bproj is defined as the pro-

jection of the vector connecting the two apertures onto the plane of the sky in the

direction of observation. The interference pattern of light created by a monochro-

matic source can be described as

P (δ) = P1 + P2 + 2
√
P1P2Re{V eikδ}) (4.1)

or

P (δ) = P1 + P2 + 2
√
P1P2|V | cos(k(arg(V ) + δ))) (4.2)

where P1 and P2 are the incident power from each aperture, k is the wave number,

δ is the relative path-length delay between the two apertures, and V is the complex

visibility (see e.g. Lawson, 2000).

The polychromatic case is slightly more complicated, and a brief discussion of

the effects of a finite bandwidth on interference fringes will help elucidate some of

the challenges of practical interferometry. In general, astronomical sources radiate

polychromatic light such that each wavelength of light is mutually incoherent with

every other wavelength. The result of this mutual incoherence is that polychromatic

fringes are a sum of fringes produced by each individual wavelength of light. Since

a fixed δ will result in a different phase offset between the two apertures for each

wavelength of light (i.e. φ = kδ), it is impossible to keep fringes arising from different

wavelengths of light in phase everywhere. Polychromatic fringes are only present

in the neighborhood of zero delay and are attenuated as δ increases. In fact, the

fringes are attenuated by an envelope function which takes the shape of the Fourier

transform of the spectral bandpass. For the case of a top-hat bandpass centered at
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λ0 and with a width of ∆λ, the envelope takes the shape of a sinc function, and

fringes are detected inside the coherence length

Λ ≡ λ2
0

∆λ
. (4.3)

For a typical case of five spectral channels in the K band, Λ ∼ 25λ (see Table

4.2). This imposes a strict requirement on the implementation of interferometric

measurements. In general, the path lengths of light incident on different telescopes

must be similar to within Λ before being combined if fringes are to be observed at

all. Even more strictly, δ must be less than λ
Bproj

if the central unattenuated “white-

light” fringe is to be observed. This necessitates delay lines to precisely correct for the

optical path length difference between the two apertures. Further, the existence of

a coherence envelope also imposes a restriction on our field of view. For a Michelson

Interferometer the field of view can be calculated according to

FOV =
Λ

Bproj

. (4.4)

Table 4.2 lists Λ and the corresponding field of view for each of the modeled spectral

channels using the Keck Interferometer.

Atmospheric turbulence induces a differential delay between the two telescopes,

δatmosphere, which is variable on timescales of tturb ∼ D
vwind

, with D the diameter of

each aperture and vwind the wind velocity. If an exposure time of longer than ∼ tturb

is required, the delay lines at the interferometer, which are responsible for keeping

δ ≈ 0, cannot only compensate for sidereal motion or else fringes will be smeared;

atmospheric delay must be detected and corrected for dynamically.

Because the Galactic Center is faint, a dual field system is required to incorporate

a bright reference star for fringe tracking. In dual field phase referencing (DFPR) a

field separator is used to create two beam trains, one with a bright reference source

and one with a fainter science target. Similar to natural guide star adaptive optics,

light from the bright reference star is used to detect and measure the differential

atmospheric delay. These measurements are enabled by the high flux of the reference

source, which allows for short exposures of less than tturb.
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Table 4.2. Coherence Length

λ0 [microns] ∆λ [microns] Λ [microns] Field of View [mas]

2.0 0.087 45.97 141.99

2.09 0.091 48.00 148.25

2.18 0.095 50.02 154.49

2.28 0.099 52.50 162.15

2.38 0.104 54.46 168.21

Note. — The central wavelength and width of the spectral channels

for our observations. Also shown are the corresponding coherence

length and implied field of view. As we will see in Section 4.3.2, the

true limiting factor for our field of view will be the fiber response

function which is modeled to have a full width at half maximum of 55

mas.

Precise metrology is required for the application of a dual field system. Delay

line commands need to be precise on the order of a fraction of the fringe spacing,

which is typically ∼ 0.03 microns for our scenarios observing in the K band. Also

important, a precise baseline measurement is needed to perform the conversion from

delay offset of the reference fringes to a delay line command in the science beam.

The situation is complicated since there are two beamtrains, each with distinct path

lengths which must be measured continuously to monitor fluctuations due to thermal

drifts and other effects.

4.3.2 Sources of Uncertainty for Phase Referenced Interferometric Imaging

Visibility measurements entail measuring the amplitude and phase of interference

fringes using a light detector. Any corruption of fringe amplitude, fringe phase, or

flux levels on the detector must be taken into account. Below we describe all such

influences considered.

A fringe-tracker measures the phase of the fringes in the reference beam and sends

corrections to delay lines. The finite servo bandwidth in the fringe-tracker will cause

the observed fringes to be smeared, and lowering the observed amplitude by a factor
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which we take to be:

Cservo = 0.75, (4.5)

consistent with the performance of phase referencing at the Palomar Testbed Inter-

ferometer (Lane and Colavita, 2003).

In DFPR the reference source and the science target are observed through dif-

ferent portions of the atmosphere, each with slightly different piston aberrations

(anisopistonism, Esposito et al., 2000; Colavita, 2009). Thus the assumption that

light from the science target can be held in phase by monitoring the phase of the

brighter reference source will introduce an error. This error will smear the fringes and

reduce the modulus of the visibility. The size of this effect is discussed in Esposito

et al. (2000) and Colavita (2009) and is given as

Caniso = exp(−0.44(
θ

θp
)2) (4.6)

where θp is the isopistonic angle given by Esposito et al. (2000), and θ is the angle

to the reference star.

After the cophased beams are combined, the light passes through single-mode

fiber optic cables and then to the camera. Fibers respond best to on-axis sources and

transmit only a fraction of the light from off-axis sources. This reduces the observed

flux of each source by a factor of F (α, β), where F is the fiber function defined below

and α and β are the position of each source relative to the phase center. We model

the fiber response function as achromatic with a Gaussian function having a full

width at half maximum of 55 milliarcseconds:

F (α, β) = exp(−4 log(2)
α2 + β2

(55mas)2
). (4.7)

Pointing errors also affect our astrometric precision. In interferometry, pointing

errors are manifest as phase errors in the complex visibilities. We account for phase

errors arising from a handful of instrumental effects primarily related to measuring

and monitoring the baseline and internal paths. We label the combined contribution

of these effects σmetrology. Another phase error that affects our ability to point arises

due to the different paths light from separate sources take through the atmosphere.



89

As discussed by Shao and Colavita (1992), the uncertainty in the observed phase of

interferometric fringes can be written as

σatmosphere ≈ 300B
−2
3 θt

−1
2 arcseconds, (4.8)

where B is the projected baseline in meters, θ is the angular separation between

the science target and a reference source in radians, and t is the integration time

in seconds. This relationship is calibrated using models of the atmosphere above

Mauna Kea. We combine the two sources of phase error to produce a total pointing

error:

σ2
point = σ2

metrology + σ2
atmosphere. (4.9)

We measure the visibility amplitude and phase using the four-bin ABCD algo-

rithm (Colavita, 1999). In the ABCD algorithm the average intensity in each quarter

fringe (A,B,C,and D) is measured and used to deduce the complex visibility. The

real and imaginary parts of the visibility can be calculated according to:

Re{V } = A− C, (4.10)

and

Imag{V } = B −D. (4.11)

Since each measurement A through D is a flux measurement, each is susceptible

to normal photometric uncertainties including Strehl fluctuations, photon noise, and

readout noise. We assume σStrehl = 10% injection fluctuations, which account for

Strehl variations and for the variable coupling of speckles from bright sources be-

yond our field of view into the fiber (speckle coupling). We assume an average Strehl

in the K band of 35%. While this value of the Strehl is consistent with typical values

in previous laser guide star AO observations (e.g Ghez et al., 2005), it may repre-

sent an optimistic estimate for performance with ASTRA. This is because reported

Strehl ratios in the literature are likely to be biased high by frame selection. In our

simulations, a reduced Strehl ratio will result in a lower level of flux in the fringes.

In our results section below, we demonstrate how our performance scales with flux
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by modeling two starfields which are identical except that in one all source fluxes

have been scaled by one magnitude.

Bright stars on the periphery of our field of view also have the potential to affect

our simulated visibilities. This is because, as shown in Table 4.2, the interferometric

coherence envelope extends out to a radius ∼ 70 mas and because the fiber will have

at least some response there. We assume that such bright sources at large radii have

already been detected with laser guide star AO observations and that their effect on

our visibilities could be modeled out accordingly.

We report our modeled background flux levels in each spectral channel in Table

4.3. They are based on observed background performance using the Keck Interfer-

ometer fringe tracker (e.g. Woillez et al., 2012). The read noise, σrdnz, is taken to be

10 counts, consistent with the performance of the Hawaii arrays at Keck. Thus we

take the uncertainty in each read in each spectral channel to be

σ2
detect = tint(

∑
j

(F (αj, βj)(0.35 + η1 + 0.35 + η2)(Pj)) + Pbg + σ2
rdnz (4.12)

where j indexes each source in the field, αj and βj are the position of each source

on the fiber, Pj is the flux on each aperture emanating from each source, and Pbg

is the background flux. The exposure time tint is the time spent on each read, and

η1 and η2 are sampled values of the injection fluctuations drawn from a Gaussian

distribution of standard deviation σStrehl.

Our modeled observational setup uses 60 five-second subreads per 300-second

block. Each subread includes one second of integration on each fringe quadrature

and one second on a bias frame. A summary of our simulator parameters can be

found in Table 4.3.

4.3.3 Producing Mock Fringes

In the previous section, we described the magnitude of several corrupting influences

including several random noise sources. Actual values for each of these random

sources of noise must be realized before we can produce our simulated fringes. We

assign to the variable φerr a sampled value of the random pointing error drawn from
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a Gaussian distribution of width σpoint. For each aperture we draw a value for the

random injection fluctuation from a Gaussian of width σStrehl; we assign these values

to the variable ηi, where i indexes the aperture. Finally, we generate a value, ndetect,

for the detection noise by drawing from a Gaussian distribution of width σdetect.

Next, we combine the random noise sources with calculated values for Caniso, the

fiber attenuation function, and the visibility of each individual point source to model

and measure the fringes as follows

Ê(δ) = tint((0.5+η1)P+(0.5+η2)P+2
√

(0.5 + η1)(0.5 + η2)P 2|V̂ | cos(k(arg(V̂ )+δ)))

(4.13)

where the amplitude and phase of the fringes are specified by the complex visibility

given by

V̂ =

∑
j F (αj, βj)PjCservoCanisoVpoint(αj, βj, u, v)e2πiφerr∑

j F (αj, βj)Pj
. (4.14)

Here Vpoint(α, β, u, v) is the complex visibility of a point source (see e.g. Lawson,

2000), tint is the exposure time (1 second in our model). The quadratures are then

determined using

Â =

∫ π
2

0
ÊA(δ) dδ
π
2

+ ndetectA (4.15)

B̂ =

∫ π
π
2
ÊB(δ) dδ

π
2

+ ndetectB (4.16)

Ĉ =

∫ 3π
2

π
ÊC(δ) dδ
π
2

+ ndetectC (4.17)

D̂ =

∫ 2π
3π
2
ÊD(δ) dδ

π
2

+ ndetectD (4.18)

For each hour angle and wavelength observed, the real and imaginary parts of the

visibility are then reported as Â− Ĉ and B̂− D̂ respectively. It is important to note

that a new realization of Ê is made for each quadrature, exposing each quadrature

to independent injection fluctuations. This inter-ABCD fluctuation affects both the

deduced amplitude and phase of the complex visibility, and is often the dominant

noise source.
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Table 4.3. Parameters

Parameter Keck VLTI Shared

Number of baselines 1 6 —

Time on source each observing night 3 hours 6 hours —

Blocktime — — 300 seconds

Transmission a 1.7% 0.9% —

Fiber full width half maximum — — 55 milliarcseconds

Strehl — — 35% b

Injection Fluctuations (η) — — 10%

Background flux rate in each channel — — 60, 167, 430, 1112, and 2677 photons/second c

σreadnoise — — 10 counts d

Decoherence Due to the servo (Cservo) — — 0.75 e

Isopistonic angle (θp) f 13.5 arcseconds 16.1 arcseconds —

Distance to fringe tracking star (θ) g 7 arcseconds 1.2 arcseconds —

Decoherence due to anisopistonism (Caniso) 0.90 0.998 —

σatmosphere
h 32− 42µas 4− 7µas —

σmetrology 20 µas i 14.5 µas j —

aDemonstrated at Keck Woillez et al. (2012); GRAVITY reference: Vincent et al. (2011)

bConsistent with AO performancd at Keck (e.g. Ghez et al., 2005), and the expected performance for the GRAVITY instrument

(Gillessen et al., 2006b)

cBackground flux rates refer to the flux in the spectral channels centered at 2.0, 2.09, 2.18, 2.28, and 2.38 microns respectively and

are consistent with the observed performance on the Keck Interferometer (Woillez et al., 2012)

dconsistent with the performance of the HAWAII IIRG arrays (e.g. Woillez et al., 2012)

eFrom Lane and Colavita (2003)

fFrom Esposito et al. (2000)

gIRS 7 at Keck, and IRS 16C at the VLTI

hσatmosphere is defined by Equation 4.8 and depends on the projected baseline length and guide star distance. We report the range

of values for our 300-second blocks over one night of observing.

iWoillez et al. (2010)

jDerived using values from Table 3 of Gillessen et al. (2006b) and includes contributions from the narrow angle baseline determi-

nation, the beam combiner phase measurements, metrology, dispersion, and relativity.

Note. — Our error values are reported for 300 second blocks. Where applicable they will average down. For example, in three

hours, σatmosphere for Keck Interferometer is ∼ 7.2µas. For the VLTI in six hours, σatmosphere ∼ 1µas and is a function of baseline

(Equation 4.8). For the VLTI we report the mean value for the six baselines.
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4.3.4 Observing Routine, UV-coverage, and PSFs

We simulate observations for two instruments: ASTRA at the Keck Interferometer

and GRAVITY at the VLTI. For the Keck Interferometer/ASTRA our adopted ob-

serving routine assumes 10 visits to Sgr A* per night at even intervals between the

hour angles of -1.5 and 1.5. This is the maximum hour angle range for which Sgr A*

is above ∼ 50◦ Zenith Angle. For the VLTI, we modeled 20 visits to Sgr A* per night

between the hour angles of -3 and 3. This reflects the higher transit of Sgr A* at

the location of Cerro Paranal and assumes a similar observational cadence is attain-

able at both the Keck Interferometer and VLTI. Individual observations are assumed

to last 10 minutes with 5 minutes of on-source integration. We model fringes in 5

spectral channels dispersed across the K-band (see Table 4.2). Ten observations in

five spectral channels per night provide 50 visibilities from the Keck interferometer.

20 observations in five spectral channels over 6 baselines provide 600 visibilities per

night at the VLTI.

The resulting uv-coverage and PSF for the Keck Interferometer is shown in Figure

4.1. The PSF is narrow, ∼ 5 mas at half maximum, along the direction of the

interferometer baseline, but extended in the perpendicular direction. Because of the

distinct shape of the Keck Interferometer PSF, we will measure astrometry much

more precisely along the baseline than in the orthogonal direction. The extended

wings or sidelobes of the PSF will have the tendency to overlap when the separation

between sources has only a very small component along the baseline direction. Such

overlapping sidelobes bias astrometric measurements (see below). However, within

∼ 50 mas of the Galactic Center, where stars are expected to be orbiting with periods

∼ 1 year and 1−2 bright sources are expected in the field, multi-epoch observations

with the Keck Interferometer stand a good chance of observing the sources with

significant separation along the baseline angle (see Section 4.5.1 below).

The extended wings of the Keck Interferometer PSF shown in Figure 4.1 will

result in a restricted contrast limit. This is because flux from a bright source is

distributed throughout the field in the wings of the PSF. To be detectable in the

vicinity of a bright source, a faint source must be brighter than the noise in the
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wings.
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Figure 4.1: The uv-coverage (left), and the 10% and 50% contours of the resulting
PSF (right) produced by our adopted observing routine at the Keck Interferometer.

Our adopted VLTI observing routine provides the uv-coverage shown in the left

panel of Figure 4.2. The increased uv-coverage provided should have an easier time

distinguishing sources in a crowded field.
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Figure 4.2: Left: The uv coverage provided by the VLTI in six hours of observing the
Galactic Center. Right: The 10% and the 50% contours of the synthesized beam.
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4.4 Fitting Stellar Positions to Visibility Data

There are four free parameters for each source in the field: position (x,y), flux, and

spectral slope. For real data, the number of sources in the field will not be known

a priori. In order to efficiently search the large parameter space for a best fit to the

synthesized data, we implement a hybrid grid fit and Levenberg Marquardt (LM)

minimization algorithm to minimize the χ2 function of the parameters given the

synthesized data.

The interferometric visibility produced by a distribution of point sources is ex-

pected to be undulating versus baseline (Figure 4.4) and thus the χ2 surface in the

xk, yk plane is expected to be similarly undulating (see Figure 4.3 for a slice through

the range of the χ2 function in the xk, yk plane). Since the Levenberg Marquardt

algorithm is a gradient fitting algorithm which always proceeds “downhill” from an

initial starting point— which must be supplied by the user— the undulating nature

of the χ2 surface can present a problem because the LM algorithm will converge on

a local minimum if the initial parameters are not in the neighborhood of the global

minimum. We have therefore adopted a grid-based approach to ensure that starting

values supplied to the LM fitter sample the χ2 surface well enough to ensure at least

one seed begins in the neighborhood of the global minimum. Since local minima on

the χ2 surface mirror local maxima in the PSF, local minima will be separated by

about the interferometer fringe spacing. Thus, we used a grid spacing of λmin

Bmax
, where

λmin is the shortest wavelength observed and Bmax is the longest projected baseline

used. Figure 4.3 shows our grid of seed parameters.

To begin, we start with a model consisting of two point sources. For the fit, we

seed an LM fitter with a grid of starting locations (shown in Figure 4.3) and a guess

of the flux and spectral slope of each source. We then use the best-fit values of this

fit together with an additional grid of starting locations to seed a 3-source model fit.

This process can then be repeated to fit for any number of sources. We do not know

how many sources will be present in real data, so we are guided by the significance of

the fits and the deduced flux of the fitted sources. Highly significant fits and sources
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with large fitted fluxes are taken to be real, and less significant fits are disregarded.
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Figure 4.3: A slice through the reduced χ2 surface for a fit of a two-source model to
Keck Interferometer data. The undulations present a hurdle to the naive application
of a gradient fitting algorithm since there is the potential to converge on a local
minimum. Over plotted on the χ2 surface is the grid of seed positions provided to
the gradient fitting algorithm. The grid spacing ensures that the global minimum is
sampled.
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Figure 4.4: The triangular points mark synthesized visibility data with measurement
uncertainties for one night of observing with ASTRA at the Keck Interferometer.
We generate 50 complex visibility measurements over 3 hours of observation. Each
measurement is made with 300 seconds of on-source integration. The average mea-
surement uncertainty in both the amplitude and phase is ∼ 15%. The solid curve
shows the visibility vs. baseline expected for our star field ignoring instrumental
effects. The dashed curve shows the visibility vs. baseline for the star field with the
source fluxes scaled by the Gaussian fiber response function.

4.5 Results

4.5.1 Star Fields Observed with ASTRA at the Keck Interferometer

For our simulated Keck Interferometer observations of the orbiting star field Field1,

we adopt a two-year observing routine that includes two three-night observing runs

per year, one in the spring and one in the late summer. In Figure 4.5 we show

our fitted source positions as well as the input positions for one of the nights. The

positions of Sgr A* at mK = 16.3 and of Star 1 at mK = 16.9 are recovered (small

error ellipses), but the positions of the fainter stars are not recovered (very large

error ellipses) and are hereafter disregarded.

Figure 4.6 shows the fitted position for Sgr A* and Star 1 for all 12 nights of

observing Field1. The fainter stars have not been plotted because their positions are

not recovered by the fitter. The astrometric residuals for Sgr A* and Star 1 are shown

in the right panel of Figure 4.6. The astrometric precision in our fits can be estimated
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Figure 4.5: One epoch of the orbiting star field Field1 (white star symbols). Our
recovered positions and astrometric error ellipses are also plotted (orange symbols).
Only the positions of Sgr A* and Star 1 are accurately recovered. The positions
of the fainter sources are not recovered. We have plotted the error ellipses of these
sources using a dashed line. Note that these dashed curves are error ellipses, and not
orbits.

in three ways. First, we are able to characterize the quality of fits by computing

the true residuals (right panel of Figure 4.6). Second, by assuming no significant

orbital motion over the three-day time period, the dispersion in fitted positions over

consecutive nights provides a rough measure of the astrometric precision for each

observing run. Lastly, in Figure 4.7 we show calculated error ellipses generated

using a standard bootstrapping algorithm.

Bootstrapping randomly re-samples the data, with replacement, several times and
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Figure 4.6: Left: We show the recovered positions of Sgr A* (yellow symbols) and
Star 1 (black symbols) for four three-night runs of simulated Keck Interferometer
data. The fits from each run are plotted with a unique symbol shape. The input
orbit of Star 1 is also plotted (red dashed line) together with the expected location of
Star 1 for each epoch (larger white symbols). Right: The astrometric residuals along
the average baseline direction (top row) and the perpendicular direction (bottom
row). Note the change from microarcseconds in the top row, to milliarcseconds in
the bottom row.

re-runs the fitter on each new sample. The process of drawing and replacing ensures

that for most resampled data sets some of the data is redundant and some of the

original data is missing. When our source fitter is run on the re-sampled data sets, a

range of fitted parameter values is returned. The spread in the returned parameter

values defines the shape of the uncertainty ellipses.

In Figure 4.7 we split the recovered positions shown in the left panel of Figure

4.6 into two plots, the left showing the results from the first year and the right

plot showing the results from the second year of observation. We also show the

astrometric error ellipses derived via our bootstrapping routine. As expected based

on the shape of the Keck Interferometer PSF (Figure 4.1), our ability to accurately

recover the position of the star depends on the position angle between the star and

Sgr A*. During the first year (left panel of Figure 4.7), Star 1 is well separated in

the direction of the baseline from Sgr A* and the astrometric residuals are ∼ 100µas

along the baseline direction and ∼ 4mas in the perpendicular direction. In the second

year (right panel) when Star 1 and Sgr A* are not well separated in the direction of
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the interferometer baseline, our astrometry is poor as indicated by the larger spread

in fitted positions over the three-night runs, the larger residuals, and the significantly

larger error ellipses derived for the epochs shown in 4.7. This is due, as discussed

above, to overlapping sidelobes. The distinct shape of the bootstrap error ellipses

which are much narrower in the direction of the interferometer baseline than in the

direction perpendicular, reflects the shape of the Keck Interferometer PSF which has

similar features.
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Figure 4.7: We have split the left panel of Figure 4.6 into two parts showing the
recovered positions from the first year of data in the left panel, and the recovered
positions for the second year of data in the right panel. Astrometric uncertainties
for each fitted point are indicated with a solid line. Due to the large sidelobes in
the Keck Interferometer PSF (Figure 4.1) our recovered positions are most precise
when Star 1 and Sgr A* are well separated along the direction of the interferometer
baseline.

We adopt the same observing program as for Field1, namely four three-night runs

over two years for our simulated observations of Field2. Our fit to one night’s data

is shown in Figure 4.8. We recover the position of Sgr A* and Star 1 but we are

unable to recover the positions of the fainter stars.

Figure 4.9 shows our fitted positions for Sgr A* and Star 1 for each of the 12

nights of observing Field2. As is the case for Field1, our ability to recover the

positions of Sgr A* and Star 1 is hindered when the sidelobes of each source overlap
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Figure 4.8: This plot is the same as Figure 4.5 but for Field2. We are unable
to recover the positions of the fainter stars. The astrometric error ellipses for the
unrecovered sources are plotted as dashed lines; note that these are not orbits.

in the Spring and Summer of the second year. In Figure 4.10 we split the left panel

of Figure 4.9 into two panels, showing the data from each year separately. For the

observations during the first year our astrometric residuals on Sgr A* (mK = 17.3)

and Star 1 (mK = 17.9) are ∼ 200 µas along the baseline direction and ∼ 4 mas in

the perpendicular direction (first two columns in the right panel of Figure 4.9).

To generate a complete picture of why we are unable to recover the fainter sources,

we investigate: 1) the signal-to-noise ratio of each source; and 2) source confusion,

which incorporates source density and source contrast.

In Table 4.4 we show an upper limit to the signal-to-noise ratio for each source in



102

-40-2002040
Milliarcseconds East

-40

-20

0

20

40

M
ill

ia
rc

se
co

nd
s N

or
th

Sgr A* mk =17.3

Star 1 mk =17.9

Input locations
Modeled orbit

-400

-200

0

200

400

∥ 
Re

sid
ua

l [
µ
as
]

Spring 1

-4

-2

0

2

4

⊥ 
Re

sid
ua

l [
m
as
]

Summer 1 Spring 2 Summer 2

Figure 4.9: Left: Our recovered astrometric positions for each night of observing
Field2. Black symbols represent Star 1 recovered positions, and yellow symbols refer
to Sgr A* recovered positions. Symbol shapes are unique to each of the four three-
day observing runs. Right: The astrometric residuals for each night are shown.
Along the baseline direction the residuals are plotted in microarcseconds, while in
the perpendicular direction they are plotted in milliarcseconds.
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Figure 4.10: In this plot we split the left panel of Figure 4.9 showing the data from
the first year in the left plot, and the data from the second year in the right plot.
Black symbols still refer to Star 1 recovered positions, and yellow symbols refer to
Sgr A* recovered positions. The symbol shapes designate the observing run in the
same way as in Figure 4.9. Solid curves indicate the astrometric uncertainty. As
discussed, our astrometry is worse in the second year due to overlapping sidelobes.

Field1. To compute the values in Table 4.4 we made some simplifying assumptions
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to help elucidate some of the issues without the application of a more opaque formal

treatment. Namely, we assume that there is no flux attenuation from the optical fiber

and that each source is the only source present in the field. These two assumptions

imply that our signal-to-noise ratios are strict upper limits. For example, a source

with a reported upper limit to the signal-to-noise ratio of 10 or greater may provide

no detectable signal in the presence of photon noise from brighter nearby sources

or if the signal of an off-axis source is attenuated by the optical fiber response.

Additionally, including only one source in the field assumes a maximum visibility

amplitude. With multiple sources in the field the fringe signal is diminished and the

signal-to-noise ratio of the fringes of the more complex star field will be similarly

reduced. In the limit of a crowded and complex star field, even large values in Table

4.4 do not necessarily imply a high signal-to-noise in simulated data. However, small

values do ensure non-detections.

We list signal-to-noise values for each source with and without injection fluctua-

tions. The large change in the upper limit to the signal-to-noise ratio when injection

fluctuations are included indicate that they introduce a large source of noise. Since

even the upper limits indicate a marginal signal-to-noise ratio for Stars 3 and 4, these

sources are likely undetectable in the presence of the brighter sources included in our

actual simulated data.

Table 4.5, like Table 4.4 for Field1, illustrates our upper limits to the signal-

to-noise ratio simulated for each source in Field2. Even the upper limits on the

signal-to-noise ratio indicate that no real signal is detected for Stars 3 and 4.

As we discussed in Section 4.3.4 the sidelobes of the Keck Interferometer PSF

will impose a confusion limit in the Keck Interferometer data both because the lobes

will set a contrast limit and because they will tend to overlap when sources are not

well separated. In Figure 4.11 we show the 1% (red), 10% (green), and 50% (blue)

contours of the Keck Interferometer PSF. We also plot the fiber response function

and the orbital path of one of our stars. This plot shows that detecting a faint source

will be easiest when the star enters a region where the sidelobe flux from Sgr A* is

lowest. However, there is the competing factor of the fiber response function which
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Table 4.5. Keck simulated data signal to noise for each spectral channel for Field2

Spectral Channel Sgr A* (k=17.3) Star 1 (k=17.9) Star 2 (k=19.8) Star 3 (k=21.3) Star 4 (k=21.6)

Without injection fluctuations

2.00 microns 108 70 12 3 2

2.09 microns 103 61 10 3 2

2.18 microns 91 48 9 2 2

2.28 microns 82 39 7 2 1

2.38 microns 102 73 13 3 2

With injection fluctuations

2.00 microns 68 55 12 3 2

2.09 microns 67 49 11 3 2

2.18 microns 64 42 9 2 2

2.28 microns 60 36 7 2 1

2.38 microns 67 56 13 3 3

Note. — Simulated upper limits to the signal-to-noise ratio for each source in Field2.

tends to attenuate the flux from sources which are located far from the center of the

field. Thus while there are some regions in the field beyond the 1% contours of the

PSF, detecting a source there is made difficult by the low transmission of the fiber.

An independent limit distinct from contrast but prominent in confusion noise

is source crowding. In an attempt to isolate the effects of crowding and provide

evidence of whether crowding is limiting all the previous fits, we also simulate data

for four star fields, each with a different number of mK = 17 stars. These simulations

also provide some insight into the potential performance of the Keck Interferometer

if the KLF at the Galactic Center is significantly flatter than Field1 or Field2. The

four panels of Figure 4.12 show our fits to these star fields. The star fields were

constructed as follows: First, one source with mK = 16.3 is placed at the origin and

another with mK = 17.0 is placed randomly within a 100 x 100 milliarcsecond field

(panel one). To this star field, an additional mK = 17.0 source is placed randomly in

the field (panel two), and so on until a total of four mK = 17.0 sources are present
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Figure 4.11: In order to illustrate some of the difficulties in detecting a stellar source
in orbit about Sgr A* we overplot one of our adopted stellar orbits (cyan dashed
curve) on top of the Keck Interferometer PSF (solid red, green, and blue contours at
1%, 10%, and 50% power respectively). We also show the optical fiber response in
grayscale.

in addition to the central mK = 16.3 magnitude source (panels 3 and 4).

In panel one of Figure 4.12, our fits to the simulated visibility data recover the

input positions of both sources. Our confidence in these fits is implied by the small

error ellipses generated by our bootstrapping routine. In panel two, a second mK =

17 magnitude source has been added to the star field beyond the half-maximum

radius of the optical fiber attenuation function. Note that due to the fiber function,

the flux of the unrecovered star is attenuated by ∼ 1 magnitude. We are still able to
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recover the positions of the first two sources but we cannot recover the position of

this third source due mostly to the increased contrast caused by the fiber-function-

attenuated flux. In the third panel, a third mK = 17 magnitude source is added to

the field, this time very near the origin. Our fits to this field do recover the positions

of the three sources within the half-maximum radius of the fiber function with some

confidence; the star placed outside this radius is still not recovered.

The accuracy and the precision of the recovered source positions in panel 3 are

somewhat degraded compared to the recovered positions in panels 1 and 2. This

degradation in precision is due to the increased crowding of the field with relatively

bright sources and the effects of overlapping sidelobes. In the fourth panel of Figure

4.12, with 5 bright sources in the field, the effects of overlapping sidelobes are so

severe that we cannot recover the position of any source.

4.5.2 Star Fields Observed with GRAVITY

Figure 4.13 shows the recovered positions for Sgr A*, Star 1, and Star 2 for four

three-night observing runs following the same schedule that was used for the Keck

simulations. The astrometric residuals (shown in the right panel of Figure 4.13) are

∼ 10 µas, ∼ 100 µas, and ∼ 200 µas for Sgr A*, Star 1, and Star 2 respectively.

In Figure 4.14 we also show the bootstrap error ellipses associated with our fitted

positions; where none are seen they are smaller than the plotting symbols. Stars 3

and 4 are not plotted because their positions are not well recovered.

For one run, when Star 2 is farthest from the center of the field, we are unable to

recover its position on any of the three nights. The optical fiber transmission function

attenuates the flux most during this run. We investigate some of the limiting factors

to recovering source positions in GRAVITY data below.

Figure 4.15 shows our results fitting to simulated GRAVITY data of Field2. We

plot only the fitted positions for Sgr A* and Star 1 because no other sources were

confidently recovered. At input magnitudes of mK = 17.3 and mK = 17.9, our

astrometric residuals for Sgr A* and Star 1 are ∼ 50µas and ∼ 150µas respectively.
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Figure 4.12: In these panels our recovered positions (orange symbols) and error
ellipses are plotted showing our performance recovering source positions from Keck
Interferometer data when more and more sources are present. The input star field for
each panel includes Sgr A* at the origin with mK = 16.3 (star symbol). In addition
to Sgr A* each star field also includes from 1 to 4 mK = 17 stars (isosceles triangles
with vertices pointing up, right, left, and down corresponding to the first, second,
third and fourth added star respectively). Also plotted is the Gaussian fiber response
function (grayscale) and the 50% contour of this function (blue dashed line). Source
fluxes are attenuated by this function before detection.

To evaluate the limiting factors in our GRAVITY observations, we run diagnostic

tests similar to those we perform for our ASTRA simulations. We start by calculating

upper limits to the signal-to-noise ratio of each source. Each fringe generated by

GRAVITY will have less photons than the corresponding observation with ASTRA
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Figure 4.13: This plot is similar to Figure 4.6 but shows the results for our GRAVITY
simulations. Left: The recovered positions of Sgr A* (yellow star symbols), Star 1
(red circle symbols), and Star 2 (green triangle symbols) for 12 nights of simulated
GRAVITY data. The input orbits of Star 1 and Star 2 are also plotted (red and green
dashed lines respectively). White symbols show the input location for each source.
Note that in our GRAVITY plots, symbol shape is used to identify sources, not
observing epoch. Right: The astrometric residuals in the North and East directions
are plotted for both Sgr A*, Star 1, and Star 2.

at the Keck Interferometer. First, because GRAVITY combines the light from four

telescopes between six baselines, only 2
3

of the flux incident on each aperture is

available for combination. Second, the individual apertures at the VLTI are smaller

than the apertures at Keck. Finally, the transmission of the GRAVITY instrument

is expected to be less than the transmission of ASTRA at Keck.

Table 4.6 shows upper limits to the signal-to-noise ratio in our GRAVITY simula-

tions calculated for each source in Field1. We see that for the brightest sources, where

injection fluctuations dominate the noise at Keck, GRAVITY will provide a higher

signal-to-noise ratio because with 6 baselines, the effect of injection fluctuations av-

erages down. For fainter sources, GRAVITY will provide a lower signal-to-noise

because, as mentioned above, the light is split more ways and the transmission is

lower. Table 4.6 indicates, even with upper limits to the signal to noise, that Stars

3 and 4 will not be detectable in our simulations.

Table 4.7 shows upper limits to the signal-to-noise ratios for the sources in Field2.

These ratios indicate that no detectable signal is present from Stars 2, 3, and 4 in



110

-40-2002040
Milliarcseconds East

-40

-20

0

20

40
M
ill
ia
rc
se
co
nd

s N
or
th

Sgr A* mK=16.3

Star 1 mK =16.9

Star 2 mK =18.8

Error ellipses

Figure 4.14: The left panel of Figure 4.13 but here we include the bootstrap error
ellipses. Where ellipses cannot be seen they are smaller than the plotting symbols.
White symbols indicate input locations.

Field2.

In Figure 4.16, we see that our ability to accurately detect and track stars in

the vicinity of Sgr A* will depend on the exact location of the star. For example,

within 25 mas of Sgr A*, where the optical fiber transmits light most strongly, the

PSF is at or above the 1% level. Thus, as in the Keck case discussed above, there is

a tug-of-war of considerations affecting the detectability of a source in the vicinity

of Sgr A*. Faint sources are more easily detected outside of the 1% contours of the

PSF. Because of the fiber attenuation function, when sources are far from the center

of the field their flux level is likely to drop below the detection limit (mK ∼ 19 in six
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Table 4.6. VLTI simulated signal-to-noise ratios for each spectral channel for

Field1

Spectral Channel Sgr A* (k=16.3) Star 1 (k=16.9) Star 2 (k=18.8) Star 3 (k=20.3) Star 4 (k=20.6)

With injection fluctuations

2.00 microns 101 74 12 3 2

2.09 microns 109 69 10 3 1

2.18 microns 102 58 9 4 3

2.28 microns 92 50 9 3 1

2.38 microns 82 40 6 1 1

Note. — This table shows upper limits to the simulated signal-to-noise ratio of each source in Field1 provided by our

model of the VLTI GRAVITY instrument.

Table 4.7. VLTI simulated signal-to-noise ratios for each spectral channel for

Field2

Spectral Channel Sgr A* (k=17.3) Star 1 (k=17.9) Star 2 (k=19.8) Star 3 (k=21.3) Star 4 (k=21.6)

With injection fluctuations

2.00 microns 43 30 4 2 0

2.09 microns 43 30 4 1 0

2.18 microns 42 26 3 0 0

2.28 microns 36 18 1 1 1

2.38 microns 33 16 1 0 1

Note. — This table shows simulated upper limits to the signal-to-noise ratio of each source in Field2 provided by our

model of the VLTI GRAVITY instrument.
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Figure 4.15: This plot is the same as Figure 4.13 but for Field2. In this case only
the positions of Sgr A* and Star 1 are recovered. Error ellipses are plotted for each
point. White symbols indicate input locations.

hours).

While more beam splits reduce the number of photons combined between each

pair of telescopes at VLTI, the trade off is significantly increased uv-coverage. In

fact, the confusion limit for GRAVITY will be better than for ASTRA at Keck. In

Figure 4.17, as in Figure 4.12 for the ASTRA, we attempt to isolate the contribution

of source crowding to the confusion noise by observing star fields with more and more

equal magnitude stars. As in Figure 4.12, we start with Sgr A* at mK = 16.3 and

one star with mK = 17. We then add one mK = 17 star at a time until a total of

four stars are in the field. Since the VLTI provides good uv-coverage of the Galactic

Center, precise astrometry on even five bright sources within ∼ 50 mas of Sgr A* is

possible.

Since Table 4.6 indicates that GRAVITY will be unable to recover Stars 3 and 4

due to inadequate signal-to-noise, we also tested the performance on a brighter star

field labeled Field0. Field0 is identical to Field1 but with the flux of each source

increased by one magnitude. Our fits are plotted in Figure 4.18. We are again

able to recover the positions Sgr A*, Star 1 and Star 2 for three out of four runs.

During the run when Star 2 is farthest off axis we again run into some difficulty,

because our fitter interchanges Star 2 and Star 3. This is due to the effects of the
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Figure 4.16: This figure is the same as Figure 4.11 but shows the GRAVITY PSF
(red, green, and blue contours at 1%, 10%, and 50% respectively). In addition, the
fiber response function (grayscale) and an example stellar orbit (cyan dashed line)
are also plotted.

fiber response function which attenuates the flux from Star 2 most during this run

while Star 3 remains at a nearly constant brightness near the center of the field.

The interchange is a result of our iterative fitting algorithm. This interchange does

not affect the results of multi-epoch observations which can track the sources and

identify the switch.

Star 3 in Field0 is recovered only less than half of the time, indicating that the star

is only marginally detectable in the data and suggesting a sensitivity limit around

mK ∼ 19. Even so, these results imply the potential to detect and monitor several
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Figure 4.17: Our recovered positions (orange symbols) are plotted showing our per-
formance recovering source positions from GRAVITY data when more and more
sources are present. The input star field for each panel includes Sgr A* at the origin
withmK = 16.3 (star symbol). In addition to Sgr A* each star field also includes from
1 to 4 mK = 17 stars (isosceles triangles with vertices pointing up, right, left, and
down corresponding to the first, second, third and fourth added star respectively).
Bootstrap error ellipses are smaller than the plotting symbols. Also plotted is the
Gaussian fiber response function (grayscale) and the 50% contour of this function
(blue dashed line). Source fluxes are attenuated by this function before detection.

moderately bright sources within ∼ 50 mas of Sgr A* should they exist.
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Figure 4.18: Here we show our fits to 12 nights of simulated GRAVITY data for
Field0. Some difficulty in deducing the position of Star 2 occurs when it is farthest
off axis. During these nights, the flux of Star 2 is most attenuated by the fiber
response. Since Star 3 is located close to on-axis for all epochs, it appears as similarly
bright to Star 2 during these nights. For two nights during this run, our fitter has
interchanged Star 2 and Star 3.

4.6 Discussion

In Section 4.5, our Keck Interferometer ASTRA simulations show the ability to

detect and track a stellar source on an orbit within ∼ 50 mas of Sgr A* with a

single baseline interferometer. This performance depends on the source contrast and

position angle with respect to Sgr A*. However, we demonstrate the potential to

detect and track an mK ∼ 18 star when Sgr A* is at mK = 17.3 and the star and
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Sgr A* are well separated along the baseline direction (left panel of Figure 4.10).

We show that ∼ 150 µas astrometry is possible along the baseline direction and ∼ 3

mas precision is possible in the transverse direction during unconfused epochs. Our

precision improves if the sources are brighter. Since a single baseline interferometer

produces an extended PSF, confusion still affects our ability to accurately detect and

track sources when their sidelobes overlap.

While at first glance ASTRA seems quite limited compared to GRAVITY in its

ability to detect and track stars within ∼ 50 mas of Sgr A*, we show that the single

baseline instrument could significantly contribute to the Galactic Center science case.

Specifically, we show that multi-epoch observations have the ability to distinguish

whether the region contains no bright sources, one or two bright sources, or several

bright sources (see Figures 4.7, 4.10, and 4.12). Since the source content in the

region is truly unknown, any additional information about the stellar density near

the Galactic Center would be quite valuable. New information could inform, for

example, dynamical theories of the nuclear cluster that must explain the positions

of the stars. Further, the higher throughput, larger apertures, and fewer beam splits

provide a larger signal in the ASTRA fringes (compare for example Tables 4.5 and

4.7). While confusion noise will constrain ASTRA observations, if no star brighter

than mK ∼ 19 exists in the field ASTRA may have an advantage in making a

detection. Because ASTRA is currently capable of making these observations the

potential exists to provide the community with some constraints before GRAVITY

comes online at the VLTI and before ASTRA operations cease at Keck.

While long-term operations of ASTRA are not currently planned, we note that if

ASTRA and GRAVITY observations could be obtained contemportaneously, some

importvement in the recovery of faint sources may be possible. In simulations where

we combined ASTRA and GRAVITY data (using the assumptions in Table 4.3 for

each instrument), we found that we can recover the mK = 19.8 source in some epochs

where it is not recovered using either ASTRA or GRAVITY data alone.

Our GRAVITY simulations show that that instrument will attain a lower confu-

sion limit than ASTRA. This lower confusion in GRAVITY observations is due to
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the increased uv-coverage provided by the VLTI array. This makes it possible to

detect and monitor multiple sources in the field. We demonstrate the potential for

∼ 10 µas precision astrometry on Sgr A* at mK = 16.3 and ∼ 100 µas precision

astrometry on sources as faint as mK = 18.8 in six hours of observing our simulated

star fields. However, we show that the decreased throughput at GRAVITY and the

larger number of beam splits required to create six baselines will impose a detection

limit at GRAVITY which will make it difficult to detect sources at mK & 19. In

fact, we show that for one simulated three-night run using GRAVITY, we are unable

to recover the position of the mK = 18.8 source. While this reflects contrast and

fiber function issues to some extent, it shows that in real observations GRAVITY

may struggle to detect sources at this brightness level.

GRAVITY’s ability to recover precise astrometry for multiple sources within ∼ 50

mas from Sgr A* suggests it should be able to constrain the shape of an extended

mass distribution at the Galactic Center(Rubilar and Eckart, 2001; Weinberg et al.,

2005). Any model of the central structure must include the mass of the black hole

and the mass and radial profile of an extended distribution of matter. To constrain

these parameters and to break the first-order degeneracy between the retrograde

precession due to the extended matter and the prograde precession attributable to

General Relativity, multiple stars with distinct angular momenta will be needed

(Rubilar and Eckart, 2001; Weinberg et al., 2005). Since the astrometric signal of

orbital precession increases linearly with the number of revolutions, monitoring stars

on short-period orbits within ∼ 50 mas is preferred, since a larger signal can be

detected in shorter time.

Our GRAVITY simulations also demonstrate the astrometric precision needed to

detect relativistic effects on stellar orbits. Our simulated performance of ∼ 100 µas

suggests that low order effects of relativity, such as the prograde precession, will be

detectable (Weinberg et al., 2005). However, higher order relativistic effects, such as

detecting the influence of the black hole spin on stellar orbits, will be more difficult,

requiring measurements more precise than those demonstrated here (Weinberg et al.,

2005; Merritt et al., 2011).
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A recent paper by Vincent et al. (2011) modeled the imaging mode astrometric

performance of GRAVITY, applying the CLEAN algorithm to images formed using

the interferometric visibilities. In that paper, the authors mainly investigate the

astrometric precision attainable on Sgr A* when it is very bright. They compare

their performance after a whole night of observing to individual 100 second exposures.

They show that ∼ 40 µas precision is attainable on Sgr A* in 100 seconds when it is

very bright and the field is simple. Our simulations show that astrometric precision

on the order of the angular extent of the inner-most stable circular orbit of the black

hole (∼ 30 µas) is attainable on Sgr A* even in the midst of our more complicated

star field. However, ∼ 10 µas precision is attained after 6 hours of observing; time

resolved astrometry in our fields will necessarily be less precise. Not only are shorter

observations less sensitive to sources in the field, but with less time spent on-source

the uv-coverage is reduced. Both of these effects combine to degrade the astrometric

precision by decreasing the signal-to-noise ratio and increasing the confusion. We

demonstrate that as astrometry on Sgr A* becomes more difficult due to confusion

with bright stars in the small field, astrometry on those bright stars becomes easier.

Thus GRAVITY should provide some traction on investigating General Relativistic

effects, either through observations of Sgr A* itself given a faint star field or by

tracking stars in the vicinity of Sgr A* given a brighter star field.

Although our simulations did not include Sgr A* variability explicitly, variability

could provide an interesting paradigm for making these observations. During high

states, we will be able to conduct precise astrometry of Sgr A*, anchoring our field.

During low states, the decreased contrast will provide an opportunity to probe for

fainter stellar sources in the region. This back-and-forth approach could be harnessed

to precisely monitor faint sources. To demonstrate these effects, we ran our simulator

with Sgr A* set to very low brightness but with the star field magnitudes kept

constant. During these runs, we were able to recover stellar positions more easily,

since confusion with Sgr A* was reduced. On the other hand, a very bright Sgr A* is

easily detected with a high level of precision. The timescales of Sgr A* variability are

conducive to seeing both high and low states while observing. Flares are observed
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on timescales of ∼ 10−100 minutes and Sgr A* often changes flux by more than one

magnitude.

4.7 Summary and Future Work

Our simulations demonstrate that ASTRA and GRAVITY will be able to provide

different insights into the star field near Sgr A*. The Keck instrument will excel

if the inner ∼ 50 mas is a simple field, with a steep luminosity function including

at least one relatively bright star. We demonstrate the ability to recover a source

with mK = 17.9 in a field with other similarly bright sources and we show in Table

4.5 that a source as faint as mK = 19.8 might be detected if the star field is faint

and the visibility amplitude is high. Multi-epoch observations will be necessary to

mitigate source confusion as the astrometry will be most precise when the star orbits

through position angles where the astrometric offset along the projected baseline

direction is large. GRAVITY’s sensitivity to sources will not depend strongly on

orbital phase as is the case with ASTRA since GRAVITY provides a more symmetric

PSF. Moreover, GRAVITY will be better able to track orbits if the stellar field has a

shallower luminosity function, as it is not as affected by confusion noise and because

it will have difficulty detecting sources fainter than mK ∼ 19.

The minimal uv-coverage provided by the single baseline of the Keck Interferom-

eter, which is furthermore situated in the northern hemisphere where Sgr A* transits

low, is not insufficient for providing valuable information for scientific advance. In

fact, we demonstrate the ability to detect and monitor stars when there is sufficient

astrometric offset along the baseline direction. These results could be extended to

infer the performance of a single baseline of the VLTI. Given the technical and prac-

tical challenges of using all four VLT apertures to create six baselines, it is important

to consider that even a reduced array at VLTI could make important contributions

to Galactic Center science. Because the VLTI is situated in the southern hemisphere

where Sgr A* transits high, even a single baseline of the VLTI would provide much

more uv-coverage of Sgr A* than Keck. If no bright stars are detected in the region,

then a reduced array could be used to provide more photons in each fringe, increasing
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the sensitivity of the interferometer at the expense of a more extended PSF, which

would even so be less extended than the Keck Interferometer PSF we show above.

Moving forward, further GRAVITY simulations incorporating a variable Sgr A*

and stars on post-Newtonian orbits will be useful in the interim before that instru-

ment comes online. Such simulations will aid in predicting the challenges of charac-

terizing the gravitational potential at the Galactic Center with stellar orbits and in

creating the necessary analysis tools which will be needed for fitting the complicated

orbits which are expected to be observed.

Finally, some interferometric observations of Galactic Center sources have been

made at Keck and the VLTI (e.g., Pott et al., 2008b). Pott et al. (2008a) observed

IRS 7 with the VLTI and showed it is suitable for use as a phase reference source;

similar observations have been made with the Keck Interferometer. Dual field phase

referencing has been demonstrated on-sky with ASTRA (Woillez et al. in prep), and

the instrument is poised to observe the field around Sgr A*. An obvious next step

is to actually observe Sgr A* and to search for real sources.
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CHAPTER 5

Far Infrared Variability of Sagittarius A*: 25.5 hours of Monitoring with Herschel †

Variable emission from Sgr A*, the luminous counterpart to the super-massive

black hole at the center of our Galaxy, arises from the innermost portions of the

accretion flow. Better characterization of the variability is important for constraining

models of the low-luminosity accretion mode powering Sgr A*, and could further our

ability to use variable emission as a probe of the strong gravitational potential in the

vicinity of the 4× 106M� black hole. We use the Herschel Spectral and Photometric

Imaging Receiver (SPIRE) to monitor Sgr A* at wavelengths that are difficult or

impossible to observe from the ground. We find highly significant variations at 0.25,

0.35, and 0.5 mm, with temporal structure that is highly correlated across these

wavelengths. While the variations correspond to <1% changes in the total intensity

in the Herschel beam containing Sgr A*, comparison to independent, simultaneous

observations at 0.85 mm strongly supports the reality of the variations. The lowest

point in the light curves, ∼0.5 Jy below the time-averaged flux density, places a

lower bound on the emission of Sgr A* at 0.25mm, the first such constraint on the

THz portion of the SED. The variability on few hour timescales in the SPIRE light

curves is similar to that seen in historical 1.3 mm data, where the longest time series

is available, but lack a tail of large-amplitude variations seen at longer wavelength.

Simultaneous X-ray photometry from XMM-Newton shows no significant variation

within our observing period, which may explain the lack of very large variations if

†This chapter is based on a manuscript submitted to the Astrophysical Journal by Jordan M.

Stone, D. P. Marrone, C. D. Dowell, B. Shulz,C. O. Heinke, and F. Yusef-Zadeh. My roles included

developing and implementing calibration strategies, light-curve extraction, and quantitative anal-

ysis. I also wrote the article. I benefited from helpful conversations with Dan Marrone, Bernhard

Schulz, Darren Dowell and Craig Heinke. I did not participate in the proposal writing process.
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X-ray and submillimeter flares are correlated.

5.1 Introduction

Sagittarius A* (Sgr A*) is the luminous source (L∼ 10−8 LEdd; Genzel et al., 2010)

associated with the super-massive black hole at the center of our Galaxy (M=4 ×
106 M�, D=8.3 kpc; Ghez et al., 2008; Gillessen et al., 2009b). Due to its mass,

relative proximity and faintness, Sgr A* is the premier target for studies of strong

gravity, low-luminosity accretion flows, and quiescent galactic nuclei.

Variable emission from Sgr A* arises from deep in the potential well of the black

hole in the innermost regions of the accretion flow (Baganoff et al., 2001; Genzel

et al., 2003; Doeleman et al., 2008; Fish et al., 2011; Dexter et al., 2014). Thus,

features in the light curve of Sgr A* could provide a powerful probe of both the

physics of the flow and the gravitational potential around the black hole, yet the

nature of the variability is not fully understood.

Constraining the radiative mechanisms responsible for the luminosity of Sgr A*

is complicated by the difficulties associated with measuring the spectral energy dis-

tribution (SED). At many wavelengths, Sgr A* is either obscured by the galaxy or

confused with gas (radio and X-ray), dust (submillimeter), or stars (near-infrared),

and source variability imposes a need for simultaneous observations in as many bands

as possible. Many groups have coordinated multi-facility observing campaigns to con-

strain the shape of the quiescent, or time-averaged, SED and the spectral shape of

variable emission(e.g., Falcke et al., 1998; Eckart et al., 2004; An et al., 2005; Eckart

et al., 2008; Yusef-Zadeh et al., 2006; Marrone et al., 2008; Dodds-Eden et al., 2009;

Haubois et al., 2012; Brinkerink et al., 2015). The quiescent SED rises from centime-

ter to millimeter wavelengths, peaks around 0.8mm (in flux density units; Marrone

et al., 2006; Bower et al., 2015), and declines through the IR and X-ray, the only

other wavelengths where Sgr A* has been clearly detected. The Sν ∼ λ−0.5 radio

spectrum is consistent with optically thick, stratified synchrotron emission (de Bruyn,

1976), and the increasing slope (Sν ∼ λ−1) near the spectral peak, the “submillime-

ter bump”(Falcke et al., 1998), has been interpreted as coming from the innermost
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regions of the accretion flow(Falcke et al., 1998; Doeleman et al., 2008; Dexter et al.,

2010). The transition from optically thick to thin emission appears to occur over

a range of wavelengths in the millimeter/submillimeter regime (Bower et al., 2015;

Marrone et al., 2006).

Studies of the variability of Sgr A* have revealed some patterns in the changes

between wavelengths. X-ray and IR monitoring has shown that X-ray flares are ac-

companied by IR flares whenever there is simultaneous IR data (Hornstein et al.,

2007) but that IR flares are very often not accompanied by X-ray flares. The rela-

tionship between millimeter/submillimeter light curves and features in NIR/X-ray

light curves is less well understood. Some report evidence for increased emission

in the millimeter/submillimeter after spikes in the NIR/X-ray (Yusef-Zadeh et al.,

2006; Marrone et al., 2008; Eckart et al., 2008). These authors argue that the de-

lay is due to the adiabatic expansion of a synchrotron-emitting plasma, whose peak

emission shifts toward longer wavelengths as the expanding blob cools and becomes

less dense. Models including multiple expanding synchrotron-emitting blobs have

been tuned to provide adequate fits to simultaneous submillimeter, NIR, and X-ray

flares (Eckart et al., 2006, 2009, 2012; Yusef-Zadeh et al., 2006, 2008, 2009). These

models often predict that the spectrum of observed flares should peak .0.3 mm,

impossible to constrain from the ground. The expanding blob scenario is consistent

with the results of Hornstein et al. (2007), who did not observe a change in the

NIR spectral slope during a flare. The absence of a change in spectral slope can

be explained with a non-radiative cooling mechanism, such as adiabatic expansion

(Marrone et al., 2008). However, other groups do report NIR spectral slope changes

during flux increases (e.g., Gillessen et al., 2006a).

Other authors suggest that millimeter/submillimeter light curves are anti-

correlated with NIR/X-ray features (Yusef-Zadeh et al., 2010; Haubois et al., 2012).

This could be due to reduced millimeter/submillimeter emissivity caused by a re-

duction of the magnetic field strength or a loss of electrons due to acceleration

or escape, all of which are expected outcomes of a magnetic reconnection event

(Dodds-Eden et al., 2010; Haubois et al., 2012). Alternatively, the reduced millime-
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ter/submillimeter flux density coincident with NIR/X-ray features could be due to

obscuration of the quiescent emission region by the excited NIR/X-ray emission re-

gion (Yusef-Zadeh et al., 2010). Dexter and Fragile (2013) model time-dependent

emission from Sgr A* and show that NIR/X-ray features and submillimeter features

arise from different electrons so are not necessarily related, yet they demonstrate

how cross-correlation analysis can produce spurious peaks. Thus, not all reported

correlations between IR and millimeter/submillimeter wavelengths may be evidence

for a physical connection.

Another challenge for ground-based studies of Sgr A* variability is adequately

sampling the relevant timescales. Recently Dexter et al. (2014) revealed a character-

istic timescale for variability that is similar to the ∼ 6 h observing windows available

to Northern hemisphere submillimeter telescopes.

Relatively little is known about Sgr A* at the wavelengths probed by the Herschel

Spectral and Photometric Imaging Receiver (SPIRE, Griffin et al., 2010). SPIRE

observes in three bands simultaneously: 0.5 mm, 0.35 mm, and 0.25 mm. A few

ground-based observations at 0.45 mm and 0.35 mm have been made when excel-

lent weather provided adequate atmospheric transparency. At 0.45 mm, single dish

measurements have detected Sgr A* at ∼ 1.2 Jy and at ∼ 4 Jy, although ∼ 1 Jy

uncertainty in the absolute flux density is incurred due to confusion with extended

dust emission (e.g., Pierce-Price et al., 2000; Marrone et al., 2008; Yusef-Zadeh et al.,

2009). Marrone et al. (2006) made interferometric measurements at 0.45 mm that

resolved Sgr A* from surrounding emission. Those measurements revealed a flat 1.3

mm – 0.45 mm spectral slope and detected variability of ∼ 3 Jy. At 0.35 mm, atmo-

spheric opacity and confusion with dust are even more severe, yet a small number of

measurements have been made from the ground that suggest variability by a factor

∼ 3 (Serabyn et al., 1997; Marrone et al., 2008; Yusef-Zadeh et al., 2009).

Both theoretical predictions from model-fits to multi-wavelength flare data

(Eckart et al., 2006, 2009), and observational hints from sparse inhomogeneous

ground-based observations suggest that the variability of Sgr A* in the SPIRE bands

may be stronger than the variability seen at ∼1.3 mm (the typical variability am-
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plitude at 1.3 mm is ∼1 Jy on long timescales Dexter et al., 2014). SPIRE provides

a unique opportunity to test the model predictions and to compile a uniform and

sensitive dataset at 0.5 mm, 0.35 mm, and 0.25 mm. In this paper we use 25.5 hours

of Herschel SPIRE data, together with overlapping X-ray and 0.85 mm observations

provided by XMM-Newton and the CSO to monitor for variability and constrain the

spectral shape of flares.

5.2 Observations and Reduction

The data we present in this paper were collected as part of a multi-facility observing

campaign to monitor Sgr A*. The participating observatories included Herschel,

CSO, XMM-Newton, and the SMA.

5.2.1 Herschel SPIRE

SPIRE data were collected in two 12.75 hour blocks: the first from 2011 Aug 31 22:04

UT through 2011 Sep 01 10:51 UT and the second from 2011 Sep 01 20:33 through

2011 Sep 02 9:20. Each interval includes 668 scans across the Galactic Center. Table

5.1 shows the observation identifiers (ObsIDs) downloaded from the Herschel Science

Archive for this work.

We reprocessed the SPIRE data products using the Herschel HIPE software to

include the extended flux density gain calibration data products in version 3.1 of

the HIPE calibration tree. This step normalizes the response of each bolometer

integrated over the beam area, rather than to the peak flux density, which is more

appropriate for fields with extended emission. We also chose to include the scan

turnarounds in our reprocessing and map making. This option provides additional

points on the sky where bolometers make overlapping measurements, increasing the

constraints on the calibration algorithms.

For each interval, we concatenated all the Level 1 scans from each ObsID for each

SPIRE array into a single Level 1 context to feed to the HIPE destriper1 (Schulz

1We used the destriper included with the unreleased development version of HIPE 14.0.2035,
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Table 5.1. Herschel SPIRE ObsIDs

First Interval Second Interval

1342227655 1342227733

1342227656 1342227734

1342227657 1342227735

1342227658 1342227736

Note. — Observations were split

into two intervals separated by 1

day. We reduced each interval indi-

vidually due to the large computer

memory demands of the calibration

algorithms included in HIPE.

et al. in prep.). The destriper iteratively determines offsets for all scans crossing

the mapped region on the sky. Each scan consists of many detector readouts. The

iterations stop when the variances of the readouts within the boundaries of the map

pixels cannot be further improved. By running the destriper in “perScan”-mode,

individual offsets—we used a 0-degree polynomial— are fitted for each scan of a

given detector, compensating for any long-term variations in the scans. We ran the

destriper twice, using the output diagnostic table and destriped scans as inputs for

the destriper on the second iteration. This provided small improvements.

Although our relative detector calibration is optimized for extended sources, we

produced maps calibrated in units of Jy beam−1. To do this, we binned the scans

into groups of 4, and made a single map for each bin, resulting in a time resolution of

4.6 min per map. We assigned the same sky coordinates to each pixel in each map,

taking care to center the location of Sgr A* in the central pixel.

Preliminary review of the maps revealed motion of the flux density distribution

with respect to the pixels. This motion is due to insufficiently reconstructed pointing

drifts of the telescope that result in inaccurate sky coordinates associated with each

which provided improved convergence
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Figure 5.1: Herschel SPIRE maps of the galactic center. From left to right are the
maps at 0.25 mm, 0.35 mm, and 0.5 mm, respectively. Each map is 11′x10′. On each,
we show the 80% and 50% contours of the Herschel beam centered at the location
of Sgr A*. Sgr A* is not resolved from its surroundings. For some map pixels the
strong extended emission from the Galactic Center region exceeded the dynamic
range of the SPIRE readout electronics in our chosen instrument setup, which was
an accepted trade-off to achieve a maximum sensitivity. This leads to some holes in
the 0.25 mm map (white pixels)

bolometer readout. Uncorrected, these drifts limit the precision with which we can

calibrate the bolometers and extract light curves.

We solved for pointing offsets as a function of time by shifting each map to best

align with the first map produced for each observing interval. Total drifts over the

12.75 hour observing intervals were ∼ 2′′ and ∼ 1′′ for the observations starting 2011

Aug 31 and 2011 Sep 01, respectively. This is consistent with pointing uncertainties

given by Sánchez-Portal et al. (2014).

After solving for the best-fit shifts, we updated the coordinates of the SPIRE

scans in HIPE and re-ran the destriper and our mapping routine. We iterated the

whole process once, and the results showed that our shifts had converged. A small

residual drift, ∼ 0.2′′, remains in the data.

Due to the bright extended emission of the Sgr A complex at the Galactic Center,

and because of the relatively large beam size delivered by Herschel (18′′, 25′′, and

36′′ at 0.25 mm, 0.35 mm, and 0.5 mm, respectively) Sgr A* is not separated from its
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surroundings. However, Sgr A* is expected to be the only intrinsically variable source

in our maps (There is a magnetar, SGR J1745-2900, that is about 2.4′′ away from

Sgr A*, but the magnetar was in its quiescent phase when these X-ray/submillimeter

observations were carried out; Kennea et al., 2013). Therefore, we extract variabil-

ity light curves from difference images, subtracting the mean map of each 12.75 h

observation from the 4-min sub-maps.

We performed photometry on the difference maps by scaling a 1 Jy beam−1

reference PSF to best fit our observations. We downloaded the reference beams from

the SPIRE public wiki2. Specifically, we combined our observed difference maps

(Dij), a variance map created by calculating the variance of all bolometer readouts

contributing to a given map pixel (σ2
ij), and the PSF (Pij) as follows:

f̄ =

∑
ij(

P 2
ij

σ2
ij

)fij∑
ij(

P 2
ij

σ2
ij

)
, (5.1)

which is the inverse variance weighted mean of the scale factor

fij =
Dij

Pij
. (5.2)

The variance of our measured scale factor can then be computed using

σ̄2 =

∑
ij(

P 2
ij

σ2
ij

)(fij − f̄)2∑
ij(

P 2
ij

σ2
ij

)
. (5.3)

We extracted light curves from the location of Sgr A* and several reference loca-

tions. Reference light curves should show no intrinsic variability so serve as indicators

of time variable systematic problems. We chose reference locations as follows: First,

we generated 100 random locations within 2 arcminutes of Sgr A*. From that set

we excluded any points whose underlying flux density was not within a factor of two

of the underlying flux density of Sgr A*. We also excluded points whose underlying

gradient had a magnitude that was not within a factor of two of the underlying

gradient at the location of Sgr A*. We then searched the remaining locations for a

2https://nhscsci.ipac.caltech.edu/sc/index.php/ Spire/PhotBeamProfileDataAndAnalysis
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maximal set with no two references within 40′′. This ensures that the 0.5 mm beam

does not overlap at the 50% level for any of our reference locations. This approach

yielded 12 locations on the map for use as references.

We noticed that many of our reference light curves were affected by a small

linear trend across the observing interval. This trend was largest in the 0.25 mm

band where the average slope was measured to be ∼ −0.02 Jy h−1. The steepest

slope removed from our reference light curves was ∼ −0.1 Jy h−1. These values are

consistent with the trends expected given the residual pointing drift that remains in

the maps and the underlying flux density gradients at the locations of our references.

Since these drifts strongly affect the appearance of the inter-band cross-correlations

(resulting in relatively high power over a large range of lags) we subtract a best-fit

line from each light curve.

Our calculated errorbars (Equation 5.3) were over estimated for each location,

including Sgr A*. This was obvious given the magnitude of the point to point

variations in the light curves and the much larger size of the calculated errorbars.

The over-sized errorbars result from the way that our variance maps are produced.

In HIPE, variance maps are produced by binning all bolometer readouts that occur

within a given pixel without respect to where within a pixel a readout occurs. In

regions of complex structure, such as Sgr A, spatial flux density gradients will lead

to variations in flux density values within a pixel, inflating the variance. To account

for this, we scaled the errorbars for each reference light curve to provide a good fit to

a constant zero-flux model (reduced χ2 = 1). Typical scale factors were ∼ 0.3. We

took the mean scale factor and applied it to the errorbars for the light curve of Sgr

A*. This approach provides empirically accurate errorbars that maintain appropriate

relative size as a function of time and location on the map.

5.2.2 Caltech Submillimeter Observatory 0.85 mm

Ground-based observations with the SHARC II camera at the CSO provided 0.85

mm monitoring from 2011 Sep 1 04:25 UT through 09:04 UT, and from 2011 Sep 2

03:35 UT through 09:00 UT, overlapping each of our Herschel observing intervals.



130

A 3′ field surrounding Sgr A* was observed with Lissajous scanning of the telescope

with an amplitude of 100′′ and a period of 20 s (Yusef-Zadeh et al., 2006, 2008). On

both evenings, the conditions were suitable for observation for the full periods, with

clear skies or light cirrus, low wind, and moderate humidity. The zenith atmospheric

opacity at 225 GHz was ∼ 0.14 on Sep. 1 and ∼ 0.10 on Sep. 2. The telescope

focus was monitored and, as needed, adjusted during separate observations of point

sources, accounting for the gaps in the light curves; the larger gap around 6:00 UT

on Sep. 2 was due to a brief observation of Sgr A* at 0.35 mm which did not yield

useful results.

Data analysis, including absolute calibration, followed the method described by

Yusef-Zadeh et al. (2009). Sgr A* is not well resolved from surrounding dust emission

with the 19′′ resolution of CSO at 0.85 mm. This adds ∼ 1 Jy uncertainty to the

absolute flux level of Sgr A* measured at 0.85 mm, but the measurement of variations

is much more precise. Uncertainties for each 0.85 mm measurement were derived from

the rms in the image, from which the mean image and a gaussian at the position of

Sgr A* have been subtracted.

5.2.3 XMM-Newton

XMM-Newton data were collected in two blocks, the first (ObsID 0658600101) from

2011 Aug 31 at 23:37 UT to Sep 1 at 12:58 UT, and the second (ObsID 0658600201)

from 2011 Sep 1 at 20:26 to Sep 2 at 10:42 UT. Sgr A* was placed at the center

of the XMM-Newton/EPIC field of view (away from any chip gaps). The medium

filter, and full-frame mode, was used for all three EPIC instruments. The more

sensitive pn camera (Strüder et al., 2001) had exposures of 41.9 and 45.2 ks in the

two observations, respectively. The less sensitive MOS1 and MOS2 cameras (Turner

et al., 2001) had exposures of 48.6 and 52.3 ks in the two observations. Below we

focus on results from the pn camera; the MOS results were similar.

The data were processed with the XMM Science Analysis Software (version

11.0.0) to select PATTERN ≤ 12, energies between 2 and 10 keV, and FLAG=0.

We extracted light curves at 300 second binning from a radius of 10 arcseconds (as
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typical for Sgr A*, e.g., Porquet et al., 2003), centered at the location of Sgr A*. This

radius unfortunately encloses a significant amount of emission unrelated to Sgr A*,

both diffuse and point-like; the quiescent flux of Sgr A* (2-10 keV LX ∼ 2.4× 1033

erg s−1) is only ∼10% of the flux enclosed within 10′′ of Sgr A* (Baganoff et al.,

2003), but only encloses ∼50% of the energy flux from Sgr A* itself (Read et al.,

2011).

No statistically significant (3σ) flares were observed in any of the EPIC light

curves, and the highest points in each lightcurve did not correspond with the highest

points in other light curves. The most interesting possible peak occurred at 4.85

hours into the first observation, reaching 0.153±0.023 counts s−1, compared to an

average rate of 0.10 counts s−1. We can thus set an upper limit on the Sgr A* flare

luminosity (for flares of 300 seconds in length) during our observations, of 7.6 times

the quiescent value, or LX (2-10 keV) < 1.8× 1034 erg s−1; longer flares have stricter

upper limits (< 6× 1033 erg s−1 on average for 1 ks flares).

5.2.4 SMA 1.3 mm

In an attempt to provide overlapping 1.3 mm data, Sgr A* was also observed with

the SMA. Unfortunately, it was afternoon in Hawaii during our Herschel and XMM-

Newton observations. SMA observing conditions are typically worst in the afternoon

because the unstable atmosphere corrupts the interferometer phases. Given the poor

quality of the data we can only put a∼ 30% upper limit on the amplitude of variations

of Sgr A* during our observations. This corresponds to ∼ 1 Jy, which is about the

size of the largest variations seen at 1.3 mm (Dexter et al., 2014).

5.3 Results

We show our average SPIRE maps of the Galactic Center in Figure 5.1. On each

map, we overlay contours of the Herschel beam at the location of Sgr A*. While the

beam size at 0.25 mm is smaller than at the longer wavelengths, the dust emission

at this wavelength is significantly stronger. The net result is a more challenging
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measurement at 0.25 mm. For an analysis of the dust properties at the Galactic

Center, using SPIRE maps as well as additional far infrared data, see Etxaluze et al.

(2011).

We show our Sgr A* X-ray and submillimeter light curves for both observation

intervals in Figures 5.2 and 5.3. There are significant variations in all of the SPIRE

bands. Ground-based 0.85 mm data closely track the SPIRE bands during the first

interval. The most significant feature, a flux density decrement, occurs just before

05:00 UT on September 1st, and is captured by both Herschel and the CSO, at all

four submillimeter wavelengths. We highlight this feature with a vertical dashed line.

It aligns in time with a marginal feature in the X-ray light curve, reminiscent of the

behavior between the X-ray and longer wavelength data reported in previous studies

(Yusef-Zadeh et al., 2010; Haubois et al., 2012). The magnitude of the decrement

was nearly the same in all 4 submillimeter bands, ∼ 0.5 Jy. This corresponds to

0.6%, 0.8%, and 0.5% of the flux density in the Herschel beam containing Sgr A*

for the 0.5 mm, 0.35 mm, and 0.25 mm bands, respectively.

The significance of features seen in the SPIRE light curves is supported by cross-

correlation. In Figure 5.4 we show the cross-correlation of the light curves for each

pair of SPIRE bands, for each observing interval. We show cross-correlations for Sgr

A* (black curves), and each of the 12 reference locations (gray curves).

All pairs of Sgr A* light curves are more correlated than pairs from the reference

locations. This implies the presence of a shared signal, stronger than the residual

systematics that could result in spurious zero-lag correlations for the references (e.g.,

pointing inaccuracies and thermal drifts). The absence of dominant systematics in

these ∼ 0.5% difference measurements is also indicated by the agreement with the

independent measurements made by the CSO. Cross-correlation peaks for curves

including the 0.25 mm light curve from our first observing interval occur lagged by

4 min, or one sample. All the other cross-correlation curves show zero lag.
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Figure 5.2: Light curves from our first observing interval. Upper panel: XMM-
Newton pn camera X-ray light curve. Lower panel: SPIRE and CSO submillimeter
light curves. For clarity in presenting four overlapping light curves, we have employed
two different plotting methods. The 0.25 mm light curve is shown with a light-blue
swath that indicates the 1-σ confidence region. The 0.35 mm, 0.5 mm, and 0.85 mm
light curves are displayed with dots and errorbars indicating 1-σ confidence. The
SPIRE bands have each been offset slightly in time to avoid overlap.
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Figure 5.3: Same as Figure 5.2 but for our second observing interval.
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Figure 5.4: Cross correlations for all three pairs of SPIRE bands for Sgr A* (black
line) and reference locations (gray lines). Left: data from the first observing interval.
Right: data from the second observing interval. In each panel, the left column shows
the cross-correlation of the 0.25 mm light curve with the 0.35 mm light curve, the
middle column shows the cross-correlation of the 0.25 mm light curve with the 0.5
mm light curve, and the right column shows the cross-correlation of the 0.35 mm
light curve and the 0.5 mm light curve.
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5.4 Discussion

We observe strong variations in all three SPIRE bands with similar amplitude in each.

We do not know the absolute flux density of Sgr A* at any of these wavelengths due to

confusion with the surrounding dust emission (though interferometer measurements

at 0.43 mm in Marrone et al. (2006) show a minimum flux density of 2 Jy in 4

epochs). However, the negative deviation around 5 UT in the first interval implies

that for all three bands there must be a minimum time-averaged flux density of at

least 0.5 Jy even at 0.25 mm, where the SED is not presently constrained.

We quantify the distribution of flux density variations in Sgr A* at submillimeter

wavelengths in Figure 5.5. Using the SPIRE light curves, as well as the ∼70h of

1.3 mm light curves compiled by Dexter et al. (2014), we determine most-likely

variability amplitudes for 4-hour subsets of the data at each wavelength and compile

them into a distribution function. This segmentation time is chosen to span typical

variations in the light curves, though our results are not very sensitive to the choice.

Explicitly, for each four-hour block, we binned the data to 20-minute time resolution

for better signal-to-noise, subtracted the bin mean, and then constructed the function

Pblock(σ|fi, δi) = Πi(
1√

2π(σ2 + δ2
i )

)e
(
−f2i

2(σ2+δ2
i
)
)
, (5.4)

for the probability that a given σ is the actual width of the underlying random

process, given the binned mean-subtracted flux densities in the block fi, and their

uncertainties δi. By taking the most likely variability amplitude from each block,

we can create a single cumulative distribution function (CDF) for each band. In

order to illustrate the range of possible CDFs that are consistent with our data, we

numerically sample the probability function for each block 100 times to create 100

additional CDFs. Figure 5.5 shows the central 68 CDFs created in this way.

The CDFs for the SPIRE bands exhibit a trend toward lower absolute variability

amplitude with shorter wavelength. Numerical simulations predict constant or in-

creasing fractional variability with decreasing wavelength in this portion of the Sgr

A* SED (e.g., Goldston et al., 2005; Dexter and Fragile, 2013; Chan et al., 2015),

which, combined with the larger variability amplitude at 0.5 mm, suggests that the
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Figure 5.5: Cumulative distribution of variability amplitude in overlapping 3-hour
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SED is falling from 0.5 to 0.25 mm. This is consistent with expectations based on

increasingly optically thin emission toward shorter wavelength.

The distribution of 1.3 mm variability is notably different from the SPIRE curves

in Figure 5.5. There is a long tail of high-amplitude variations not seen in the

submillimeter light curves. This may be the result of catching Sgr A* during a

quiet state, as past ground-based measurements of Sgr A* in the 0.45 and 0.35 mm

atmospheric windows differed by several Jy (Dent et al., 1993; Serabyn et al., 1997;

Pierce-Price et al., 2000; Yusef-Zadeh et al., 2006; Marrone et al., 2006, 2008). A

quiet state is also suggested by the XMM-Newton light curves shown in Figures 5.2

and 5.3, which show no flare event with a 2-10 keV luminosity greater than 1.8×1034

erg s−1. The absence of a larger flare in our X-ray light curves is consistent with

the flare rate inferred from more than 800 hours of Chandra monitoring of Sgr A*

(∼ 1 day−1 above 1034 erg s−1; Neilsen et al., 2013). The 1.3 mm light curve has

a duration nearly three times that of the SPIRE light curve, and also extends over

many years and therefore includes more of the long term fluctuations that can be

expected from AGN variability.

Our SPIRE light curves reveal interesting color changes. In Figure 5.6 we again

plot the SPIRE light curves, but now show how the 0.5–0.35 mm flux density dif-

ference changes with time. In the first interval, we see a red color following our

largest observed feature, from 05:00 to 08:00 UT. Notably, the flare falls off even

faster at 0.25 mm than it does at 0.35 or 0.5 mm. The reddened color as flux

density decreases is suggestive of a cooling process. The expanding-blob model for

features in the submillimeter light curve of Sgr A* should exhibit a blue-first fall off

in flux reminiscent of what we observe, yet the simultaneous rise at all wavelengths

is not consistent with the most naive blob models. It is somewhat harder to predict

how color changes should manifest in more complex occultation models where both

absorption and adiabatic expansion take place simultaneously (Yusef-Zadeh et al.,

2010).

During our second observing interval, the light curves exhibit a clear pattern of

relatively red local maxima, and relatively blue local minima. This pattern indicates
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Figure 5.6: SPIRE light curves with flux density measurements color-coded to show
the 0.5 mm - 0.35 mm flux density difference. The left panel shows the light curves
from the first interval and the right panel shows the light curves from the second
interval.
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a larger absolute amplitude of variation for the longer-wavelength band. This pattern

is less evident in the first interval, though there is some hint of a similar pattern in

the smaller flares and the largest flare is brightest at 0.5 mm for most of its duration.

This seeming change in the spectrum of the flaring emission between the first and

second intervals may indicate that the quiescent 0.5–0.25 mm spectrum also changed,

but without a way to directly measure the absolute flux density of Sgr A* we can

only speculate.

In Figure 5.7 we show the power spectrum of our 0.5 mm light curve. The

power spectrum is computed using Welch’s method (Welch, 1967), dividing into 6-

hour blocks with 66% overlap. For clarity, we do not show the 0.25 mm and 0.35

mm power spectra, but they are very similar to the 0.5 mm spectrum, as would be

expected from the similarity of the light curves. We find consistent power spectra

between the two observing intervals, with power law slopes that agree to within 0.1.

Specifically, for P ∝ f−β we find β = 2.2±0.2. This is very similar to the β = 2.3+0.8
−0.6

measured at 1.3 mm by Dexter et al. (2014). Those authors also noted a break in

the power spectrum at 8+3
−4 hours, which is a longer timescale than we have access to

in our 12.5-hour intervals. Meyer et al. (2009) also found a slope of β = 2.1± 0.5 at

infrared wavelengths (mostly 2.2 µm), but with a spectral break around 2.5 hours.

There is only a slight suggestion of a break in our data around 0.4 h−1, but the data

provide very few independent measurements of this portion of the power spectrum

and so we cannot consider this significant. The consistency in slope from 1.3 mm,

through the SPIRE bands, out to the IR is not unexpected, as emission at all of

these wavelengths is expected to arise very close to the black hole, and therefore to

be subject to the same variations in the accretion process.

5.5 Conclusions

In this work we have presented the longest continuous submillimeter observations

of Sgr A*, using 25.5 hours of data from the SPIRE instrument aboard the Her-

schel Space Observatory. These data have provided a first lower bound on the SED

of Sgr A* at 0.25 mm and characterized the wavelength and temporal spectra of
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Figure 5.7: Power spectra for 0.5 mm light curves from the first and second observing
intervals, along with best fit power-laws. The power spectra of the 0.25 mm and 0.35
mm light-curve are similar, though less well determined.
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its submillimeter variations. While Herschel is no longer operational, the Atacama

Large Millimeter/Submillimeter Array (ALMA) can make ground-based measure-

ments from 3 to 0.35 mm at high sensitivity, which can provide further constraints

at similar wavelengths. In particular, the spatial resolution afforded by ALMA will

be adequate to isolate Sgr A* from its surroundings, which was not possible with

Herschel. Such data can more fully characterize the SED of this source and its

fractional variability.
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CHAPTER 6

Conclusions

6.1 Variable accretion processes in the young binary-star system UY Aur

I helped commission the echelle mode of the ARIES spectrograph behind the MMT

adaptive optics system. My spectra show the first ever detection of H2 emission for

UY Aur A and demonstrate a trend when compared to previous lower-resolution spec-

tra of increasing accretion activity in UY Aur A and decreasing activity in UY Aur B.

Different accretion indicators, such as K-band disk luminosity and Brγ line luminos-

ity, disagree on whether UY Aur B is currently less active. I suggested two scenarios

which could explain these observations: first, that material accreting through the

disk and producing a warmer more luminous disk, is piling up at some inner ra-

dius and not making it onto the star, where shocks produce Brγ emission; second, I

showed how it is reasonable that increased accretion through the disk could increase

the scale height of the disk enough to add significant extinction to the surface of

the protostar. In the second scenario, the intrinsic Brγ flux is actually increased,

even though the observed flux has decreased. These scenarios are testable and future

work should include spectroscopic and photometric monitoring of edge-on and nearly

edge-on protoplanetary systems to see if the predicted anti-correlation of disk-flux

and Brγ flux is present.

6.2 L-band Spectroscopy with Magellan-AO/Clio2: First Results on Young Low-

Mass Companions

L-band spectroscopy of directly imaged companions to nearby young stars is impor-

tant for fully characterizing their atmospheres and constraining their formation mech-

anism. I presented the first L-band spectra from Clio2 behind the Magellan adaptive

optics system, currently the only low-resolution L-band spectrograph in the Southern
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Hemisphere. Directly imaged planets with effective temperatures ∼ 1000 K exhibit

peculiar L-band SEDs when compared to more massive brown dwarfs in the field,

even at the same temperature. My sample of warmer more massive (12–30 MJup)

companions to nearby young stars have L-band spectra that are consistent with older

even more massive brown dwarfs at the same temperature. These observations con-

strain the temperature range where the L-band SEDs of directly imaged companions

begin to appear distinct from higher-gravity field dwarfs to be between 1000 and 1500

K. This range is consistent with the L-T transition for field dwarfs, emphasizing that

the difference in appearance is due to clouds and carbon chemistry, which both evolve

rapidly in the L-T transition. A few of my targets did exhibit some peculiarities.

First, CD-35 2722 B has a 3–4 µm spectral slope that is redder than field dwarfs,

implying less opaque cloud structure in this source and suggesting some cloud evo-

lution occurs on ∼ 50 My timescales. Second, AB Pic b and 2M 0103(AB) b both

exhibit higher than expected flux at wavelengths corresponding to the fundamental

ro-vibrational bands of the methane molecule. More work needs to be done to fully

verify and characterize this feature, but if physical it could imply an atmospheric

inversion or fluorescence in an aurora.

The future is bright for the study of low-mass companions to nearby stars. Two

powerful new instruments have recently begun operation in the Southern Hemi-

sphere: the Gemini Planet Imager (Macintosh et al., 2006); and the VLT Spectro-

Polarimetric High-contrast Exoplanet REsearch (Beuzit et al., 2008). Both are de-

signed to discover and characterize new gas-giant extrasolar planets, both include

powerful adaptive optics systems, coronographs, and integral field spectrographs to

provide spectroscopic characterization at high-contrast. Both instruments are sensi-

tive in the NIR, from y to K bands. These instruments will undoubtedly image newly

discovered planets and provide initial probes of their atmospheres. A more robust

and diverse set of directly imaged planets will be essential for honing atmospheric

models and improving our understanding of the most important processes in young

gas-giant atmospheres.

Early studies of the first directly imaged extrasolar planets have revealed that the
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L-band is a particularly powerful and important spectral regime for characterizing

planetary atmospheres because 3–4 µm spectra can be used to constrain cloudi-

ness and disequilibrium chemistry. Thus, longer wavelength follow-up of GPI and

SPHERE discoveries will be important to constrain their atmospheric properties.

The new Arizona Lenslets for Exoplanet Spectroscopy (ALES) upgrade to the

Large Binocular Telescope L/M-band mid-InfraRed Camera (LBTI/LMIRCam; Hinz

et al., 2004; Wilson et al., 2008) provides the first integral field spectrograph (IFS)

that can deliver low-resolution L and M band spectroscopy of directly imaged planets.

IFSs are powerful instruments for studying the atmospheres of extrasolar planets

because high contrast imaging techniques, such as angular differential imaging, can

be used to help separate the light of planets from their host stars.

Combining GPI or SPHERE spectra with ALES spectra of extrasolar planets

will result in spectral coverage from ∼ 1–∼ 4 µm. Such broad wavelength coverage

strongly constrains the physics of the planetary atmospheres and can help break

degeneracies in modeling extrasolar planet atmospheres (Sekemer et al., submitted).

6.3 Disentangling Confused Stars at the Galactic Center with Long Baseline In-

frared Interferometry

I modeled observations of stars at the galactic center with the Keck-Interferometer

ASTRA and Very Large Telescope Interferometer GRAVITY instruments. These

large-aperture infrared interferometers gain the necessary sensitivity to make such

observations by employing dual-field phase referencing. I showed the Keck Interfer-

ometer was better positioned if the stellar content within 50 milliarcseconds of Sgr

A* only includes faint sources, because of better throughput and less beamsplits.

The GRAVITY instrument will excel if the source content includes a few bright

sources, since it is less affected by confusion noise because of the significant uv-

coverage provided by the interferometer. Though the Keck Interferometer has been

shutdown, construction of the GRAVITY instrument continues. Future observations

with GRAVITY will discover new stars closer to Sgr A* if any exist with a K-band

magnitude less than ∼ 20.
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6.4 Far Infrared Variability of Sagittarius A*: 25.5 hours of Monitoring with Her-

schel

I used 25.5 hours of Herschel SPIRE observations to construct light curves of Sgr

A* at wavelengths that are difficult or impossible to observe from the ground. The

variations I report represent less than 1% of the flux in the Herschel beam at the

location of Sgr A* and are supported by overlapping ground-based observations.

The data I present provide the only constraint on the 0.25 mm flux of Sgr A*,

setting a 0.5 Jy lower limit on the quiescent flux in this band. I show that the

variability characteristics at submillimeter wavelengths are distinct when compared

to 1.3 mm light curves, lacking a contribution from large amplitude variations. I

suggest that the lack of a tail in my submillimeter light curves could suggest a

physical connection between submillimeter variations and X-ray flares, which did

not occur during our observing intervals. Such a connection is not well established.

Future ALMA monitoring at 0.45 an 0.35 mm will establish the absolute flux level

of Sgr A* at these wavelengths.

The inner-regions of the accretion flow will be probed by future interferometric

observations of Sgr A*. In the NIR, the GRAVITY instrument can perform precise

astrometry on bright NIR flares and could reveal orbital motion of a hot spot in a

disk. At 1.3 mm, the Event Horizon Telescope, is a very-long baseline interferometry

experiment that will combine stations across the globe to deliver the highest spatial

resolution measurements of Sgr A*. These observations hold the potential to detect

the signature of the black hole event horizon on the innermost regions of the accretion

flow, providing a powerful test of general relativity in the strong-field regime.
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(2000). Spectrum and proper motion of a brown dwarf companion of the T Tauri
star CoD-33/circ7795. A&A, 360, pp. L39–L42.

Nomura, H., Y. Aikawa, M. Tsujimoto, Y. Nakagawa, and T. J. Millar (2007). Molec-
ular Hydrogen Emission from Protoplanetary Disks. II. Effects of X-Ray Irradia-
tion and Dust Evolution. ApJ, 661, pp. 334–353. doi:10.1086/513419.
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Strüder, L., U. Briel, K. Dennerl, R. Hartmann, E. Kendziorra, N. Meidinger, E. Pf-
effermann, C. Reppin, B. Aschenbach, W. Bornemann, H. Bräuninger, W. Burkert,
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