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ABSTRACT

One of the most compelling scientific quests ever undertaken is the quest to find
life in our Universe somewhere other than Earth. An important piece to this puz-
zle is finding and characterizing extrasolar planets. This effort, particularly the
characterization step, requires the ability to directly image such planets. This is
a challenging task — such planets are much fainter than their host stars. One of
the major solutions to this problem is Adaptive Optics (AO), which allows us to
correct the turbulence in the Earth’s atmosphere, and thereby further the hunt for
exoplanets with ground based telescopes. The Magellan Adaptive Optics system
has recently obtained its first on-sky results at Las Campanas Observatory, mark-
ing a significant step forward in the development of high-resolution high-contrast
ground-based direct imaging. MagAO includes a visible wavelength science camera,
VisAO, which — for the first time — provides diffraction limited imaging, in long
exposures, on a large filled-aperture (6.5 m) telescope. In this dissertation we report
on the design, development, laboratory testing, and initial on-sky results of MagAO
and VisAO, which include the first ground-based image of an exoplanet (S Pictoris
b) with a CCD. We also discuss some of the exciting science planned for this system
now that it is operational. We close with an analysis of a new problem in direct
imaging: planets orbiting their stars move fast enough in the habitable zone to limit

our ability to detect them.
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CHAPTER 1

INTRODUCTION

1.1 Adaptive Optics

Everyone knows that stars appear to twinkle. While many have a fond attachment to
this phenomenon, for astronomers it presents a significant problem. This twinkling
is caused by turbulence in our own atmosphere, and sets a natural limit to the
resolution achievable in ground based astronomical imaging. No matter how big we
build a telescope, the twinkle-causing turbulence limits our resolution to about 1
arcsecond.

There is, of course, a solution. Using a technology called adaptive optics (AO),
we can partially correct for atmospheric turbulence in real-time, effectively “de-
twinkling” the stars. In what follows, we report on the development and first on-
sky results with a new AO system — the Magellan AO system, or MagAO. MagAO
was developed at the UA, with funds from the NSF MRI, TSIP, and ATI programs
under principle investigator Laird Close. MagAQO is now resident at Las Campanas
Observatory (LCO), Chile, where it is installed on the 6.5 m Magellan Clay Telescope
for dedicated observing runs.

MagAO uses an adaptive secondary mirror (ASM), a technology proven at the
MMT telescope on Mt. Hopkins, Az (Wildi et al., 2003). By minimizing the number
of warm surfaces in the optical train, the thermal performance of the system is
improved compared to a conventional AO system (Lloyd-Hart, 2000). ASMs offer
other benefits as well. Their larger size, relative to conventional deformable mirrors,
makes it easier to achieve high actuator densities. ASMs also employ a contact-
less face-sheet. A significant benefit of this design over other technologies is that it
allows failed actuators to be deactivated without creating surface discontinuities.

An important innovation developed for the LBT and now in use at Magellan is
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the pyramid wavefront sensor (WF'S). A significant improvement this provides over
a conventional Shack-Hartmann WFS is the ability to re-bin the detector, which
improves its performance on faint guide stars. Pyramid WFSs also suffer from
much lower aliasing than other WFES implementations, allowing higher contrast to
be reached.

All of these benefits have been taken advantage of in the latest generation of
ASM AO systems, first at the Large Binocular Telescope (LBT), on Mt. Graham

in Arizona, and now at Magellan.

1.2 LBTAO To Magellan

The MagAO system consists of a near clone of the LBT ASMs. One might initially
think that this is a downgrade, as the diffraction-limited spatial resolution of a

telescope is given by

FWHM = 0.2063% arcseconds

where F'W H M means the full-width at half-maximum of the point spread function
(PSF) in arcseconds, A is the wavelength of light being observed in pum, and D is the
diameter of the telescope in meters. The 8.4 m LBT primaries should have nearly
30% better resolution (smaller FW HM) than the 6.5 m Magellan Clay telescope’.
Furthermore, the sensitivity (“light-grasp”) of the telescope goes as at least D?, that
is with the collecting area. With AO, in fact, we expect to see D* improvement in
point-source sensitivity due to the complimentary effects of increased collecting area
and smaller PSF reducing background noise.

But there is another consideration: actuator pitch. When projected over the

pupil, that is the primary mirror, the actuators have an effective spacing of

1
d= \/%DQ(l —€2) (Nact> meters.

where € is the central obscuration ratio and N, is the total number of illuminated

actuators?. At the LBT, with D = 8.4m and N, = 666, we find d = 28.7 cm. At

'Here we are ignoring details such as undersized cold stops
2Taking into account the central obscuration
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Magellan, with D = 6.5m and N,, = 561, we have d = 23.3 cm. Note that we
have accounted for the central obscurations so N, is not actually 672 and 585 for
the two systems, respectively. The point to this calculation is that on the smaller
primary mirror at Magellan, the same physical actuators are closer together when
projected onto the sky.

To appreciate the impact actuator spacing has, we must consider the quantity
called Strehl ratio, which we will denote as S. This is a measure of image quality
defined as the ratio of the PSF peak obtained with an imaging system to that
expected if that system were perfect (Hardy, 1998). Theoretical calculations of
S typically proceed by determining the errors from different sources. The error
concerning us here is the so-called “fitting-error”, which quantifies the fact that
we can only correct atmospheric turbulence up to a certain spatial frequency. The
fitting-error for a continuous face-sheet deformable mirror is given by (Hardy, 1998)

d 5/3
07y = 0.28 (—) rad?®.

To

The quantity rq is the Fried coherence length, a measure of seeing. If we assume that
all sources of error add in quadrature, we can employ the Marechal approximation

(Born and Wolf, 1999) to calculate S due to fitting error:
Sfit = 6_0;“.

Finally, to fully apply these formulas, we need an estimate for ry. It can be
expressed in terms of the seeing FWHM, 0, as

A
ro = 0.20225 meters

where A is in pym and 6 is in arcseconds. On Mt. Graham, Arizona, the location
of the LBT, median seeing at V' band (0.55um) is 0.8”. So at the LBT median
ro = 13.9 cm. At LCO median seeing at V is 0.625” (Floyd et al., 2010)3, so

3This is median DIMM seeing, measured seeing on the full 6.5m aperture is better than this

due to outer scale effects.
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median 7 is 17.8 cm. Using the relationship 79 oc A\%?, we can make the following

comparison:

At the LBT, observing at J band (1.2um):

FWHM = 0.029"

At Magellan, observing at ¢ (0.77um):

FWHM = 0.024"

So we see that the smaller effective actuator spacing, combined with the better
seeing at LCO, means that the same AO technology should be able to provide
the same level of spatial correction at ¢/ at LCO as it does at J at the LBT —
but actually realizing an improvement in resolution due to the shorter A\ despite
the smaller primary D. The full story is more complicated than this, as we have
ignored such things as errors due to servo lag, but these simple arguments illustrate
the advantage a smaller primary mirror provides for an AO system.

The high performance of the LBT ASMs has been demonstrated on sky at Mt.
Graham (Esposito et al., 2010). Using the smaller Magellan primary, the relatively
higher projected actuator pitch allows the same technology to provide the same
excellent performance at shorter wavelengths. This motivated the development of a

visible wavelength science camera for Magellan, which we call VisAO.

1.3  Visible AO

Other groups have implemented visible light AO in one form or another. ViLLaGEs
is a MEMs-based visible wavelength AO testbed on the 1.0 m Nickel telescope
at Lick Observatory, in California (Morzinski et al., 2010). Baranec et al. (2012)
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have developed a visible AO capability on a 1.5 m telescope at Palomar observa-
tory (Robo-AO). The USAF 3.6 m AEOS telescope has also worked in the visible
(Roberts and Neyman, 2002), achieving moderate correction. The Palomar AO sys-
tem had some capability to work in the visible, particularly when employing Lucky
imaging (Law et al., 2009). The largest telescope with a visible AO capability is
the 8.2m Subaru, with the AO188 system, which can achieve the diffraction limit in
the visible utilizing Lucky imaging techniques in the Fourier domain (Garrel et al.,
2010).

The Magellan VisAO camera represents a true step forward. In the following
pages we report on the design, performance analysis, laboratory testing, and finally
the on-sky demonstration of the world’s first truly diffraction limited visible light
imager on a large (> 6m) telescope. The distinction setting VisAO apart from pre-
vious efforts is that it delivers filled-aperture, long exposure images, with diffraction
limited cores, and Strehls greater than 20% — at visible wavelengths.

In Chapter 2 we present an overview of VisAQO, and the simulation and laboratory
characterization of the MagAO/VisAO system carried out prior to shipping to LCO.
We also describe our initial on-sky characterization efforts. In Chapter 3 we discuss
our version of the Lucky imaging technique, Real Time Frame Selection (RTFS),
which uses a fast shutter to select images using WFS telemetry. In Chapter 4 we
present observations of the exoplanet host star [ Pictoris, demonstrating the first
high-contrast exoplanet science with a CCD on the ground. Then in Chapter 5 we
lay out some of the future exoplanet science goals for the system, namely a search
for extrasolar giant planets (EGPs) in the habitable zones (HZs) of the nearest stars.
Finally, in Chapter 6, we consider the far future, when the next generation of giant
telescopes will enable HZ observations of many more stars, but the higher projected

orbital speeds of these planets will degrade our sensitivity.
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CHAPTER 2

THE MAGELLAN ADAPTIVE OPTICS SYSTEM AND VISAO CAMERA

2.1 Introduction

In this chapter we present an introduction to the VisAO camera, and an overview of
the work done to prepare it and the MagAO system to go on-sky. We then present
some of our first on-sky results, and show some of our early efforts to characterize
the system.

Some of the work presented in this chapter has appeared in print in Males
et al. (2010) and Males et al. (2012a). Much is also contained in one form or
another in MagAO technical documents (MAOPs), which can be viewed on-line at

https://visao.as.arizona.edu/documentation/

2.2  The VisAO Camera

The main focus of this dissertation is MagAQ’s visible light science camera, VisAO.
VisAO is the world’s first diffraction-limited imager on a large telescope capable of
working at visible wavelengths. On the 6.5m Magellan Clay Telescope, VisAO is
capable of 19 milliarcsecond resolution at 0.62um (the 7’ central wavelength) (Close,
et al., (2013, submitted)).

A very basic visible camera is part of the LBT W-unit baseline, where it is
used almost exclusively as a wide-field seeing-limited acquisition camera. Here we
provide an introduction to the VisAO camera and highlight the many upgrades
and optimizations we have made to ready the system to record some of the highest
resolution filled aperture images ever taken.

This 1024x1024 CCD camera provides 0.0079” pixels, Nyquist sampling the
diffraction limited PSF down to ~ 0.5um with an 8.1”7 field of view (FOV). A


https://visao.as.arizona.edu/documentation/
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Figure 2.1 The Magellan AO system WFS and VisAO camera.
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Figure 2.2 The Magellan AO system WFS and VisAO camera, as built. Shown here
prior to installation of the CCD and shutter cooling system. Note that orientation
is flipped with respect to Figure 2.1.
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key feature of this design regarding VisAO performance is that the CCDA47 is on a
common mount with the WFS. Figure 2.1 illustrates the design of our Magellan AO
WEFS and VisAO optical board, and Figure 2.2 shows the as built system.

2.2.1 Control Software

Adding significant science observation capability to what is essentially a static ac-
quisition camera offered many challenges. An important one identified early on was
the need to not break the LBT AO system software, that is to make sure that the
system operated at Magellan as similarly as possible to the LBT. In addition, the
LBT makes use of a Microgate basic computational unit (BCU) as the framegrab-
ber for the CCD-47. It became apparent that this architecture did not offer enough
flexibility to fully exploit the capabilities of the VisAO camera. To compensate, we
implemented our own framegrabber using a PCI card provided by Scimeasure, and
developed a software system for emulating the BCU so that the AO system doesn’t
notice the missing device. All VisAO extensions to the LBT AO “adopt” software
are seamlessly integrated, such that there are very few changes to the core of the AO
control software. We took pains to ensure that process control (starting, stopping,
state reporting, etc.) are identical to the “adopt” system. In short, VisAO functions
as a native component of the LBT AO software used to control the MagAQO system.

An important consideration was to ensure that the AO system, or rather the AO
operator, could not inadvertently corrupt a science operation by, say, changing a fil-
ter wheel. Conversely, during AO acquisition the VisAO astronomer must be careful
to not reconfigure the CCD-47 or other components lest the acquisition sequence
fail. We implemented a hierarchical system of control, whereby all VisAO processes
have a control state — REMOTE when under control of the AO system, LOCAL
when under control of the VisAO astronomer, and SCRIPT when an observation
script is running. For instance, the VisAO astronomer can not change filters unless
she explicitly takes control of the filter wheel first.

We also developed several real-time components, mainly in support of the Real

Time Frame Selection (RTFS) technique, which is described in full in Chapter 3.



26

Included in this system is real-time reconstruction of WFS slopes, which are used
to calculate instantaneous Strehl ratio. We also use this system to record wavefront
error (WFE) and write the average value of WFE during an exposure to the FITS
headers. Details of this are also provided in Chapter 3, and we demonstrate the use
of WFE to estimate Strehl ratio below.

The resulting software system, written almost entirely by the author, consists
of over 300 files of source code in C, C++, idl, python, and BASH scripts. These
files contain over 57000 lines of code, including code and comments but ignoring
whitespace. The source, source documentation, and a user’s guide can be browsed

at https://visao.as.arizona.edu/software_files/visao/html/index.html.

2.2.2 VisAO Components

VisAO has several custom components which optimize the camera for high-contrast
diffraction-limited circumstellar science. These components are additions to the
LBT W-unit baseline. Here we provide a brief overview of the major components.
For more information on these and other components see the MagAO technical doc-
uments (MAOPs) provided at https://visao.as.arizona.edu/documentation/.

The Wollaston: A Wollaston beamsplitter prism is located just before the
gimbal on a manually actuated elevator stage. When placed in the beam, the beam
is split vertically allowing simultaneous differential imaging (SDI) using custom
double filters located in filter wheel 3.

The Gimbal: The VisAO gimbal mirror is actuated, providing steering of the
beam on the CCD-47 detector. This is broadly necessary as each beamsplitter has
a different tilt. It is also necessary for coronagraph alignment, and optimizing the
FOV for various targets. The mechanical FOV of the gimbal is ~ 12 x 17 arcseconds,
compared to ~ 8 x 8 arcseconds on the detector.

The Focus Stage: The VisAO focus stage moves the CCD47, shutter, and
VisAO filter wheel assembly in the z direction. The AO keeps the system focused
on the tip of the pyramid at all times, so the VisAO focus stage only compensates
for changes in the relative focus between the CCD-47 detector and the pyramid tip.


https://visao.as.arizona.edu/software_files/visao/html/index.html
https://visao.as.arizona.edu/documentation/
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This depends on wavelength (filter selection), and whether or not the Wollaston
prism is in the beam. Further information about the focus stage and its operation
is provided in MAOP-706.

Filter Wheels: The VisAO camera has 2 filter wheels, instead of the one in
the LBT baseline. The first wheel contains our broad bandpass filters: SDSS r’, i’,
z', and what we call Y short (Ys) at 1um. The second wheel contains custom SDI
filters (filters with two bandpasses on a common substrate), an ND 3, and a partially
transmissive coronagraphic occulting mask (see Chapter 4). The filter curves and
other characteristics of the filters are shown later in this chapter.

The CCD-47: The MagAO CCD 47 is the system acquisition camera and the
main sensor of the visible wavelength science camera (VisAO). It is an EEV CCD-47
detector, with a Scimeasure Little Joe controller. Though the hardware is the same
as those in a standard LBT W-unit, we acquired several unique operating modes
(programs). Visible AO works best with a bright natural guide star (NGS), so one of
our biggest challenges is avoiding saturation. As such, we frequently operate in high
speed modes, up to 42 fps. For sensitive work, such as high-contrast circumstellar
science, we take longer exposures in more sensitive gain settings. In the next section

we describe our extensive characterization of these different modes.

2.3 CCD-47 Characterization

During laboratory integration, and now in on-sky testing, we have characterized the
CCD-47 sensitivity and linearity. The results reported here are also provided in

MAOP-702.

2.3.1 Measurements of Gain and RON

Each CCD-47 program defines a readout speed, window (or sub-array) size, binning,
and gain. Each combination of readout speed, window,and binning has 4 possible
choices of gain: high, medium-high, medium-low, and low. These correspond to

most sensitive to least sensitive, respectively. Together, the readout speed and gain
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set the readout noise (RON) of the camera. The CCD-47 is a 14 bit camera, which
has important system sensitivity implications. The lowest sensitivity gain is ~ 13
electrons per ADU. That means that it takes 13 electrons to register a signal. At
low flux levels, e.g. in the wings of the PSF halo, this makes the camera much less
sensitive than from RON and photon noise alone. N.B. that when in this sensitivity
setting, integrating longer will not reduce noise as expected (\/N ).

Gain and read-out noise were measured in the Magellan AO lab at Steward
Observatory in February 2010, prior to being mounted on the W-Unit board. For
these measurements the CCD head was wrapped in Al foil, place in a cardboard box,
and had liquid cooling applied. The cardboard box had a hole cut in it, a paper
placed over the hole to provide a somewhat flat illumination, and an LED flashlight
was used as the source. The lab thermostat was set to minimum to provide a cool
ambient temperature to minimize the impact of dark current. For these tests the
Little Joe case temperature was 20C. CCD47 Head temperature was -36C, except in
the 64x64 and 32x32 modes when it rose to -33C due to the high frame rate. At each
pixel rate and gain setting we took 2 darks and 2 flats, which were then analyzed
using the findgain task in IRAF. Two sets of data were taken at each setting, and
typical variations between these sets was 0.01 for gain and 0.02 ADU for RON. The
64x64 and 32x32 modes had larger variations, and the numbers presented are the

average of the two sets. Results are presented in Table 2.1. These data are also

published in MAOP-702.

Table 2.1: CCD-47 Gain and readout noise measurements

Measured Scimeasure
Mode Gain Gain RON Gain RON
Setting (e /ADU) (e7) (e=/ADU) | (e7)
2500 kHz | High 0.53 9.7 0.55 10.2
1024x1024 | Med High 1.93 9.55 1.97 9.83
Bin 1x1 Med Low 3.58 10.74 3.62 10.4

continued on next page



Table2.1- continued from previous page

Measured Scimeasure

Mode Gain Gain RON Gain RON

Setting (e /ADU) (e7) (e=/ADU) | (e7)
3.53 fps Low 13.23 15.47 13.3 15.3
2500 kHz | High 0.54 9.62 - -
64x64 Med High 1.93 9.58 - -
Bin 1x1 Med Low 3.58 10.86 . -
31.48 fps | Low 13.14 15.49 - -
250 kHz | High 0.47 4.52 0.49 5.81
1024x1024 | Med High! 1.77 4.67 1.71 5.66
Bin 1x1 Med Low? 3.34 5.28 3.29 6.59
0.44 fps Low! 12.3 11.11 12.1 10.8
80 kHz? High 0.48 7.35 / 3.54 0.48 3.37
1024x1024 | Med High 1.78 6.3 / 3.69 1.79 3.53
Bin 1x1 Med Low! 3.33 6.23 / 4.38 3.31 4.28
0.143 fps | Low ! 12.43 12.35 / 11.02 12.2 10.3
80 kHz? High 0.48 5.69 / 3.62 0.48 3.28
1024x1024 | Med High 1.74 5.98 / 3.72 1.79 3.61
Bin 2x2 Med Low! 3.27 6.18 / 4.43 3.31 3.29
0.551 fps | Low 11.08 12.1 / 9.68 12.2 10.3
80 kHz High* 0.47 9.76 / 6.85 0.46 3.62
1024x1024 | Med High* 1.76 10.07 / 7.31 1.74 3.95
Bin 16x16 | Med Low? 3.25 10.42 / 7.43 3.31 4.63
10.42 fps | Low* 12.38 14.43 / 12.13 11.6 10.3
2500 kHz | Low 0.53 9.59 - -
512x512 | Med Low 1.93 9.54 - -
Bin 1x11 | Med High 3.57 10.71 . -
6.70 fps High 13.26 15.55 . -
2500 kHz | High 0.54 9.46 - -
32x32 Med High 1.88 9.57 - -

continued on next page
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Table2.1- continued from previous page

Measured Scimeasure

Mode Gain Gain RON Gain RON

Setting (e /ADU) (e7) (e=/ADU) | (e7)
Bin 1x1 Med Low 3.5 10.59 - -
42.78 fps | Low 12.61 14.51 - -
250 kHz High 0.48 3.84 - -
512x512 Med High 1.77 4.25 - -
Bin 1x1 Med Low 3.32 4.88 - -
1.49 fps Low 12.36 10.52 - -
80 kHz High® 0.47 9.06 / 8.66 - -
512x512 Med High 1.74 4.13 / 3.36 - -
Bin 1x1 Med Low 3.32 4.82 / 4.24 - -
0.535 fps | Low 12.46 10.94 / 10.58 - -

Used 1 pass of 50 clipping

2One bad dark frame here gives odd results. Ignored.

3The 80kHz RON measurements require special handling due to excess

frame-transfer dark current. The 2nd number is from the alternate 100

frame method described in 2.3.2.

“The bad results here are explainable by the excess dark current. Taking

into account both the decreased frame time and the larger number of

pixels in each bin, there is 3.5 as much dark current per pixel in these

images

This mode appears to be genuinely out of spec. We had to adjust black

levels in this mode (a consequence of low Joe temperature) but it would

be surprising if this affects RON.

2.3.2 The 80 kHz Frame-Transfer Dark Current

30

As noted in Table 2.1, the raw 80kHz RON was significantly worse than expected.

The number one suspect is dark current since we did not measure RON with 0

exposure time. Upon investigating, we found that a dark current is the likely culprit,
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however it appears that it is not simply a dark current which scales with exposure
time.

To start our investigation we took 100 dark frames (cap on) at 80 kHz. Figure
2.3 shows the median of these frames. We next took the standard deviation of
the 100 frames on a pixel by pixel basis, shown in Figure 2.4. It appears that the
signal shown in Figure 2.3 is a source of Poisson noise, which is at the same level
as expected to explain the high RON results. This dark signal is much higher than
expected based on the E2V specifications for our CCDA47.

In Figure 2.5 we show the median of 50 41 second dark frames. Here we see the
first hint that the dark signal in Figure 2.3 is not scaling with time!. A separate
pattern is now becoming visible. In Figure 2.6 we show the median dark current,
which was calculated by subtracting a 6.9 second exposure from a 94 second expo-
sure. The short exposure was not scaled, so we see that the dark signal in Figure
2.3 is indeed not scaling with time, and once it is subtracted a dark signal more in
line with that expected is evident.

Our best guess to explain these results is that the high dark signal found in
Figure 2.3, which causes the high RON at 80kHz, is associated with the frame-
transfer architecture and that it depends only on readout time which is a constant
set by pixel-rate and is independent of exposure time. In other words, this is dark
current on the transfer frame and its impact is controlled by how long charge sits
on the transfer frame during the readout process, not on how long charge sits on
the exposed science frame.

We found that this frame-transfer dark signal does scale with temperature. At
a head temperature of -29.5C RON was 11.32 electrons, and at -33C RON was
8.41 electrons. To further test this, we added a second cold plate which got head
temperature down to -36C. In Figure 2.7 we show a side-by-side comparison of this
signal at -32C and -36C, demonstrating the reduction in the dark signal. In Figure
2.8 we show the change in the histogram of the RON of all pixels on the array with

the reduced temperature.

"'We note that temperature did not change significantly during these measurements.
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Figure 2.3 Median of 100 80 kHz dark frames, showing the structure of the excess
dark current. Exposure time of individual frames was 6.9 secs.
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Figure 2.4 Pixel by pixel standard deviation of 100 80 kHz dark frames. The excess
structure seen in Figure 2.3 appears to be a source of Poisson noise.
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Figure 2.5 Median of 50 41 sec frames, at 80 kHz. The structure evident in Figure

2.3 does not scale with exposure time. This, and all images that follow, are full
1024x1024 frames.
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Figure 2.6 This is the dark current, calculated by subtracting a 6.9 second frame
from a 94 second frame (80kHz) and dividing by exposure time. Note that the
structure in the first image has almost completely subtracted out, but the pads and
the waves are clearly visible.
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Figure 2.7 6.9 sec images at different temperatures, same stretch and colorbar. The
dark current is lower at -36C.
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Figure 2.8 Histograms of the full array at two different temperatures, in the 80kHz
readout speed. As temperature is lowered, it appears that we might approach the
expected value of ~ 3.5¢~ RON.
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In Figure 2.9 we plot the column-wise standard deviation, at -32C and -36C. We
see that the signal is lowest at column 0, so we assume that this is the first column
read out and column 1023 is the last column read out. To provide an estimate of
our true RON measured in the lab, we calculate the value of the column 0 standard
deviation by fitting a line to the first 100 columns and taking its intercept, which
is 3.54 electrons in this case. This technique provides the second measurements in
the 80kHz sections of Table 1.

If we achieved a -50C head temperature — which would require a 0-10C ambient
temperature — linear extrapolation predicts that we will achieve the expected (based
on Sciemeasure’s measurements) value of 3.37 electrons. In practice we do not
achieve this temperature very often at LCO, the coldest seen so far is roughly -45C.
As such, the 80 kHz readout speed is not used as it has worse sensitivity than the

250kHz 3.8¢~ RON mode due to this excess “frame-transfer” dark current.

2.3.3 CCD-47 Linearity

We measured the linearity of the VisAO CCD-47 using ambient light in the Auxiliary
building at LCO, and varying the exposure time in the 2500 kHz full frame mode.
This was done only in the LOW gain setting, as the higher gains will all digitally
saturate at 16383 ADU before reaching non-linearity. Data was dark subtracted
to remove the bias, and the median of a subarray was calculated at each exposure
time. The subarray was chosen to correspond to the brightest part of the ambient
light pattern. The results are shown in Figure 2.10. The CCD-47 is linear up to at
least 9000 ADU, which corresponds to 119000 electrons. The manufacturer quoted
typical value for well depth is 100000 electrons. In all other modes the CCD-47 is
linear to 16383 ADU. In future work we plan to analyze the linearity of each pixel

separately.



38

Median RON (e)

2 _
L T=—32.8 C --ooooeeee- i
. T=-36.2 C |

0 | | | | I |
0 200 400 600 800 1000

Column

Figure 2.9 Column-wise standard deviation in the 80kHz mode. We hypothesize
that column 0 is the first read out, and so has minimal frame-transfer dark current.
Column 0 has the expected ~ 3.5~ RON.
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Figure 2.10 CCD-47 linearity measurement. The CCD-47 is linear up to 9000 bias
subtracted ADU.
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2.4 The VisAO Photometric System

The VisAO camera has 4 broadband filters: /¢, 2/ and Ys (Y-short). The r'i'z’
filters are based on the Sloan Digital Sky Survey (SDSS) specifications (Fukugita
et al., 1996), and were provided by Asahi Spectra. The Ys bandpass is defined
by a Melles-Griot long wavepass filter (LPF-950) which passes A 2 0.95um. We
convolved the transmission curves provided by the respective filter manufacturers
with the quantum efficiency (QE) for our EEV CCD47-20 with near-IR coating, and
included the effects of 3 Al reflections. We also photon-weighted, as appropriate for
a CCD, using the following equation (Bessell, 2000)

1

T = he

NTo(\) (2.1)

where Tj is the raw energy-weighted profile.

The resultant VisAO filter profiles are shown in Figure 2.11 along with compara-
ble Johnson and SDSS filter profiles. The 0 airmass (AM) transmission profiles for
z" and Yy are shown in Figure 2.12 along with examples of Y and J filters commonly
used in exoplanet observations.

The SDSS system is an AB system (Fukugita et al., 1996), however to-date
most, if not all, exoplanet direct-imaging observations have been reported in Vega
based magnitudes (as are most galactic observations of any type). To facilitate
comparisons of results from VisAO, we here define the VisAO photometric system
such that for Vega V = 1" = ¢ = 2/ = 0.03 mag. We integrated the filter profiles
with the HST CALSPEC spectrum of Vega from Bohlin (2007) to determine the
flux densities of a 0 mag star in each filter. The results, along with other relevant

filter characteristics, are shown in Table 2.2.

2.4.1 Photometry in the r'i’z" bandpasses

In the AB magnitude system the flux of a 0 magnitude star in any bandpass is defined
as 3631 Jy. Using the 0 mag flux shown in Table 2.2 we find the transformations
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Figure 2.11 The VisAO broadband filters are shown in red. For comparison the
SDSS riz filter profiles are shown. We also how the V RI profiles from Bessell
(1990).
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Figure 2.12 A comparison of the VisAO 2 and Ys bandpasses with near-IR fil-
ters used to observe exoplanets. The Y bandpass is from Hillenbrand et al.
(2002). The Keck/NIRC2 “Z” bandpass was digitized from a plot obtained at
http://www2.keck.hawaii.edu/inst /nirc2/filters.html, and appears identical to the
Subaru/IRCS Z filter. The J profile is also from Keck/NIRC2. Atmospheric trans-
mission for 2.3mm precipitable water vapor is from the ATRAN models (Lord, 1992)
provided by Gemini Observatory.
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Filter AMO \g! FWHM A\ ? 0 mag Fy?> 0 mag F, > 0 mag F, 3
(pm)  (pm)  (pm) (ergs/s/em?/pm) (Jy) (7/s/m?/ pm)

r 0.626 0.125  0.112 2.510 x 107 3221 7.822 x 1010
[O1] 0.630 0.004  0.005 2.435 x 107° 3228 7.727 x 1019
[OI/Ho Cont.  0.643 0.006  0.007 2.285 x 107° 3149 7.394 x 1010
Ha 0.656 0.005  0.005 1.733 x 107 2491 5.728 x 1010
[SII] 0.673 0.005 0.006  1.997 x 10~° 3012 6.760 x 1010
[SII] Cont 0.700 0.005 0.006  1.768 x 107° 2889 6.228 x 1010
! 0.767 0.137  0.132 1.353 x 107° 2616 5.177 x 1010

2 0.910 0.116  0.121 8.453 x 1076 2302 3.839 x 1010

Yy 0.984 0.081  0.091 6.957 x 1076 2230 3.431 x 1010

o = [T AT(N)dA/ [;° T(A)dA where T()) is filter transmission.
Effective width, such that Fx(Ag)AX = [ Fx(A)T(A)dA.
3Using the STIS calibration spectrum of Vega from Bohlin (2007), which has an uncertainty of

1.5%.

Rodgers et al. (2006) gives transformations from UBV Rclc to o/

i'(Vega-mag) = i'(AB-mag) — (0.356 & 0.016)

r'(Vega-mag) = r'(AB-mag) — (0.130 £ 0.016)

Z'(Vega-mag) = 2z'(AB-mag) — (0.495 + 0.016)

(2.2)

g'r'i'z" (AB).

As a consistency check we can transform the photometry of Vega from Bessel (1990)

which yields the alternative transformations

Comparing results, we see that

r'(Vega-mag) = r'(AB-mag) — (0.141 £ 0.034)
i'(Vega-mag) = i'(AB-mag) — (0.349 £ 0.039)

Z'(Vega-mag) = 2'(AB-mag) — (0.499 + 0.046).

all three bandpasses agree within the 1o errors.
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2.4.2 Photometry in Yg

The observations reported here were taken during commissioning, and we have not
yet fully calibrated the Yy filter. This filter has a central wavelength very close to
the 99 filter of the 13-color photometric system (Johnson and Mitchell, 1975). For
stars with published photometry in this system we can just use the 99 magnitude
as the Ys magnitude. For other stars, one approach is to use the Stellar Spectral
Flux Library of Pickles (1998), the calibrated Vega spectrum from Bohlin (2007),
and our 0 AM filter profile to calculate V' — Yg colors for main sequence (M.S.)
stars, setting Yg = 0.03 for Vega. To assess the accuracy of this technique, we
applied it to the synthetic V RI (Johnson) profiles of Bessell (1990) and compared
the results to the intrinsic M.S. colors compiled by Ducati et al. (2001). Based on
these calculations we estimate the uncertainty of V' — Yg colors determined in this

fashion as oy_y, = 0.1 mag.

2.4.3 The Impact of Water Vapor on z’ and Yy

Both our 2’ and Yg filters are affected by telluric water vapor. Using the ATRAN
models (Lord, 1992) for Cerro Pachon provided by Gemini Observatory? we assessed
the impact changes in both AM and precipitable water vapor (PWYV) have on these
filters. For AM > 1 both the mean wavelength Ay and the mean total transmission
of the filter changes. In the 2’ filter mean transmission changes by £2% over the
ranges 1.0 < AM < 1.5 and 2.3 < PWV < 10.0 mm. In the same range Yy
transmission changes by +3%. This change in transmission has little impact on
differential photometry so long as PWV does not change between measurements,
and the overall effect of extinction changes due to airmass can be removed.

AM has almost no effect on Ay but changes in PWV do change it by 2 to 4 nm.
This is relatively small and since we have no contemporaneous PWV measurements

for the observations reported here we neglect this effect.

Zhttp://www.gemini.edu/?q=node/10789
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2.4.4 Exposure Time and Gain scalings

It is useful to convert from ADU to electrons per second when comparing images
taken with different exposure times. To convert we calculate the scaling factor (SF)

to multiply each pixel by. The formula is:

GAIN _ vp

SE = Exprinie

(2.3)

Where:

SF = scale factor which converts ADU to electrons/seconds

GAIN = the gain factor, in electrons/ADU. This depends on the gain setting
(LOW, MLOW, MHIGH, HIGH) which is given in the fits header as V47TGAIN, and
the pixel rate which is VA7TPIXRT, and very weakly on the window size and binning.
See Table 2.1 for the measured gains.

EXPTIME = the exposure time of the image, in VisAO fits headers it is given
by the standard EXPTIME keyword.

ND = value of the neutral density filter if used, 0 otherwise.

2.5 Performance Simulations

To predict the performance of the Magellan AO system we made use of the Code
for Adaptive Optics System (CAOS) package (Carbillet et al., 2005). This IDL
based “problem solving environment” provides good off-the-shelf functionality and
flexibility, and has been used to simulate the LBT AO system (Carbillet et al., 2003).

Our atmosphere model is derived from the GMT site survey of LCO (Thomas-
Osip et al., 2008). We use 6 turbulent layers with C? and wind speed and direction as
determined by the survey. We also made use of recent work establishing Lo = 25m at
LCO (Floyd et al., 2010). Based on these data we use von Karman turbulence with
ro = l4em as our performance baseline, which corresponds to the ~ 75" percentile
at LCO (Thomas-Osip et al., 2008).

The CAOS calibration procedure allows us to calculate interaction matrices for

various pyramid sensor configurations. A typical simulation for a bright (R ~ 7 mag)
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Table 2.3 The predicted VisAO error budget for a spectral type G2 R=7 magnitude
guide star. Assumptions include rqg = 14em at 550nm, science wavelength of 0.7um,
and the LCO site atmosphere layer model. Estimates using standard AO thumb-
rules agree very well with our simulation results. For this analysis the assumed
performance of our VisAO tip-tilt loop is Hmas r.m.s. At 10mas r.m.s. tip-tilt
control our long exposure Strehl would degrade to 0.2.

VisAO 0.7um Error Budget for an R=7 G2 Guide Star

Error Term Est. (nm) | Sim. (nm) | notes

Fitting 7.2 e Estimates from standard thumb-rules
Servo 474 e Roddier, F. (1999). These are added in
Recon. 47.0 e quadrature for loop total.

Loop Total 102.1 102.4 CAOS simulations as described in the text.
Static. 30 30 Based on LBT design specifications.
Non-Com. Path 30 30 Based on 4D interferometer measurements.
Resid. T/T 52.6 52.6 For 5 mas residual. (Sandler et al., 1994)
Total 122.4 122.7 Sum in quadrature.

0.7um Strehl 0.3 0.3 Using extended Marechal approximation.

guide star uses 392 modes with 1 khz sampling, a gain of 0.4, pyramid modulation
of 2\/D, and pyramid sensor CCD39 parameters based on the manufacturer speci-
fication. We simulate with 1ms time steps and apply a 2ms delay to each update to
account for WFS readout, calculations, and mirror motion. For each setup (guide
star magnitude, etc.) we allow 100ms for loop closing, and then run the simulation
for 2 seconds of loop time. At each time step we save a simulated science image
at various wavelengths. These images are stored with no sources of noise and we
use a Inm wide bandpass, which allows us to make a very accurate Strehl measure-
ment. The Strehl ratio at each point is measured by comparison to a perfect Airy
pattern for a 6.5m telescope with a 29% central obscuration. We typically use the
mean short exposure Strehl from these time series, since this value does not include
tip-tilt (which we add in quadrature from our error budget).

Table 2.3 shows the error budget for the Magellan AO system at 0.7um band on
a spectral type G2 R=7 magnitude guide star. We compare estimates for the fitting,

servo, and reconstruction errors with our CAOS simulation results and find good
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Figure 2.13 Simulated performance of the Magellan AO system vs. guide star R
magnitude for 75" percentile seeing at LCO. Based on CAOS simulations as de-
scribed in the text, each curve includes the error terms listed Table 2.3. Since the
primary focus of this dissertation is performance at visible wavelengths, we do not
present results for fainter guide stars where VisAO will not perform as well. We
expected VisAO to consistently provide Strehl ratios > 0.2 for bright guide stars,
and usable correction out to at least R=9.5.

agreement. The error calculated from simulations is based on the mean short expo-
sure Strehl ratio. We then add (in quadrature) the unsimulated errors from static
mirror aberrations, non-common path aberrations, and finally the long exposure
degradation of Strehl due to tip-tilt. In Figure 2.13 we show our simulation-based
performance predictions vs. guide star magnitude at various wavelengths. These
curves are calculated in similar fashion to the Strehl in Table 2.3, with appropriate

differences for wavelength.

2.6 Tower Tests

MagAO was integrated and tested in Arcetri, Italy, between March 2011 and March
2012. This period culminated with a successful pre-ship review (PSR) by an external

panel in late February 2012. Here we provide a brief overview of our results from this
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testing and describe our attempts to validate the simulated atmospheric turbulence

and how we correct our results to produce estimates of on-sky performance.

2.6.1 Seeing Validation

In the test tower, atmospheric turbulence is generated using the ASM itself. A pre-
calculated phase screen is applied to the mirror in parallel to the AO corrections.
A full description of how turbulence is generated using the ASM was provided by
Esposito et al. (2010). To provide a baseline for evaluating performance we took
data with AO off but the phase screen propagating across the ASM, that is we took
simulated seeing limited data. We then used this data to test whether the seeing
produced by the ASM matches expectations from theory. We typically used a phase
screen generated to have a seeing limited full-width at half-maximum (FW HM) of
0.8” at 0.55um, or o = 0.14m. For SDSS i’, with central wavelength \g = 0.765um,
we have r4(0.765pum) = 0.21m. So in the SDSS i’ bandpass, assuming Kolmogorov
turbulence, we expect the seeing limited PSF to have FWHM = 0.75”.

We must also consider that simulated turbulence outer scale was set to Ly = 40m
(which does not depend on wavelength). Assuming von Karmen statistics on a
large aperture, this causes a reduction in FWHM by a factor 0.8159 at 0.765um
(Tokovinin, 2002). So our expected FW HM (0.765um) = 0.611”. In Figure 2.14 we
show a cut through the seeing limited PSF generated by this phase screen, recorded
at SDSS i” with the CCD 47. The best Moffat profile fit to the seeing limited data
is FWHM = 0.617”, assuming a plate scale of 0.0080”, corresponding to f/52.6.
Of note, the Moffat index of the fit was § = 3.9. It has been reported that § = 4
provides a good match to a telescope seeing limited PSF using on-sky data (Racine,
1996). We conclude that the seeing generated in the test tower using the ASM does
a very good job of producing the expected image at the CCD 47.
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Figure 2.14 A cut through a seeing limited image, and a cut through the best fit
Moftfat profile. We also show the best fit Gaussian for comparison. The fits were
conducted in two dimensions.

2.6.2 Fitting Error

The MagAO ASM influence functions were measured in the Arcetri test tower using
an interferometer. The best fit projection of these into a Karhunen-Loeve (KL)
basis set was then computed. As is done at the LBT, these KL modes are used
during on-sky closed-loop operations at Magellan. To determine the fitting error
of our modal basis, 500 independent Kolmogorov phase screens were generated and
fit with progressive numbers of our KL modes 3. The residuals for each number of
compensated modes were computed, and these points were fit with a function of the

standard form:
0 = Al(jimaz)? (D 1) ¥ (2.4)

3these calculations were carried out by Fernando Quiros-Pacheco at Arcetri



50

D/ =1
1.000E T —— T =
- pure Zernikes — — — — (3
L fitted Kls 4—F |
o
3 I:I.'IEII:IE— =
g i ]
Y i i
g
B .00 -
e c 3
0.0o L Ll L
1 10 1040 1o

number of compensated modes

Figure 2.15 Fitting error of the MagAO ASM after correcting j, .. modes. We show
the measured residuals after fitting with the KL modes that will be used on-sky, the
residuals expected using Zernike polynomials, and the best fit of Equation 2.4 to
the KL mode residuals in red. Note that our KL modes become less efficient than
Zernikes after about mode 400.

with

A= 0.232555
B = —0.840466

A comparison of this function with the fitting error expected from a pure Zernike
polynomial basis is shown in Figure 2.15. The MagAO basis is less efficient than
Zernikes for modes greater than number 400, a different result than obtained for the
LBT ASMs with an identical procedure. We speculate that this is due in part to
the asymmetry caused by the machined slot at the outer edge of the shell.

As discussed above, in the test tower atmospheric turbulence is simulated using
the ASM itself, so the phase screen contains only a limited number of spatial fre-
quencies corresponding to the maximum degrees of freedom of the mirror. In the

case of MagAQO this means that only the first 495 modes of turbulence are simu-
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Table 2.4 Tower Test fitting error corrections for 0.8” seeing. Any S measurement
made in the tower can be multiplied by the appropriate S.... to determine an esti-
mate of the on-sky S.

Filter A(um) o2%(rad®)  Seorr

r 0.626 0.60 0.55
i’ 0.767 0.40 0.67
2! 0.910 0.28 0.75

Ys 0.984 0.24 0.78

lated, so we must correct our laboratory results for the wavefront variance caused by
modes 496 — oo which will be present on-sky. We can use Equation 2.4 to estimate
the correction factors to apply to our results. Table 2.4 lists the correction factors

for our standard VisAO filters.

2.6.3 Tower Test Results

Over the course of the Arcetri tower testing we took data in many different system
configurations, including different magnitude guide stars and different VisAO filter
selections. A typical experiment involved taking measurements without simulated
turbulence to capture the small amount of turbulence present in the test tower tube,
due to internal convection and tip/tilt from flexure caused by the outside wind. We
then took an identically configured data set with the ASM simulating turbulence
as described above. Finally we nearly always took seeing limited data. Figure 2.16
shows an example of results from such an experiment conducted on a bright star with
the loop operating at 800Hz. There we compare the three measurements to a the-
oretical Airy pattern. Figure 2.17 compares the same experiment to the simulation
based performance predictions made above, and also shows the magnitude of the
fitting error correction which we apply to form an on-sky performance prediction.

See Close et al. (2012a) for additional tower test results .
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Figure 2.16 Example tower test results. In this case the system was correcting 400
modes at 800Hz, and data were taken in the SDSS i’ bandpass. At upper left is
a theoretical Airy pattern. At upper right is the MagAO PSF with no simulated
turbulence applied, so that the system was correcting only the small amount of tur-
bulence present in the test tower tube. At lower left is the PSF with 0.8” simulated
turbulence applied. At lower right is the result with the AO correction off, show-
ing the seeing limited PSF in the same simulated atmosphere. Note that S values
quoted in the figure do not have a fitting error correction applied.
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Figure 2.17 A comparison of predicted performance and our SDSS i’ test tower
results. The solid curves are the same as in Figure 2.13. The data points connected
by a vertical line show the raw measured SDSS i’ S from our results shown in Figure
2.16 and the value obtained after applying the correction for fitting error from Table
2.4. We also highlight the predicted value for an 8th magnitude guide star. This
plot shows that MagAO is performing as expected, if not a bit better.
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2.7 On-sky Results

MagAQO saw first light in December, 2012, and completed commissioning in May,
2013. Here we present some of the on-sky calibration and characterization, and close

with a brief survey of some of images obtained with VisAO so far.

2.7.1 Astrometric Calibration

To calibrate the VisAO platescale and rotator orientation, we used the Orion Trapez-
ium cluster stars. The primary stars used for VisAO calibration were ' Ori B1 and
B2. These stars were observed repeatedly throughout the commissioning run, and
with a separation of ~ 0.94” B2 is well within the isoplanatic path when guiding
on B1. This separation is also convenient for dithering the stars around the chip to
test for distortions. Other asterisms in Trapezium are challenging to work with due
to anisoplanatism and the FOV of VisAO. The drawback to using these two stars
is that they have been shown to be in orbit around each other, albeit slowly (see
Close, et al., (2013, submitted)).

To avoid uncertainty from the orbits of B1 and B2, we boot-strapped their cur-
rent astrometry using the wider FOV Clio camera. With Clio we were able to first
use combinations of Trapezium stars to measure the platescale and orientation of
Clio. This was done by distortion correcting Clio to match the astrometry given
in Close et al. (2012c) which used LBTAO/Pisces. We then measured the sepa-
ration and position angle of B1 — B2. The results are shown in Table 2.5. We
track the contribution of errors in the Clio astrometry from measurement and from
LBTAO/Pisces separately so that we can compare results between the cameras as
well as with other measurements.

The 6' Ori B1 — B2 — B3 — B4 “mini-cluster” was dithered around the CCD-47
using the gimbal in the Yj filter on 2012 Dec 3 UT with the rotator tracking. Each
dither position was reduced separately: frames were selected for good correction,
registered, and median combined. The images were not de-rotated. At each dither

position, the separation and PA of B1 — B2 were measured using the starfinder.pro
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Table 2.5 Clio astrometry of ' Ori B1 and B2 (Dec 2012)

Value Measurement  Astrometric Total
Uncertainty  Uncertainty Uncertainty
sep 0.9400” 0.0011” 0.0023” 0.0025”
PA  254.87 deg 0.10 deg 0.3 deg 0.32 deg

idl program (Diolaiti et al., 2000), making use of B1 itself as the PSF. We also
measured the position of the optical beam splitter ghost of B1, as well as its relative
flux. Since the beam splitter is very near a pupil, we expect this ghost to be very
stable.

The relative x and y positions of B1 — B2 were found to depend on position
on the chip, consistent with a focal plane tilt. The primary symptom of this was a
~ 0.25 degree scatter in PA measurements, which was well outside the formal errors
from the PSF fitting astrometry. We found that fitting a plane through the Az and
Ay measurements of Bl — B2 reduced this scatter to be consistent with the formal
errors. The equations to correct measurements to the center of the chip (512x512)

are

Sz = —0.0003892(z — 512) + 0.0008432(y — 512) (2.5)
sy = —0.0002576(z — 512) — 0.0024045(y — 512).

These corrections are then added to the measured Az and Ay to get the center-
of-chip value. After applying these corrections we measured the center-of-chip

platescale and the value of NORT Hy;s40, which is used to de-rotate images by

DEROTy ;540 = ROTOFF + 90 + NORT Hyis 10 (2.6)

These results are presented in Table 2.6.



o6

Table 2.6 VisAO Yy platescale and rotator calibration. Measurement uncertainty
includes both Clio and VisAO scatter. Astrometric uncertainty is propagated from
LBTAO/Pisces

Value Measurement Astrometric Total
Uncertainty  Uncertainty Uncertainty
Platescale 0.007910” 0.000009” 0.000019” 0.000021”
NORTHvy;sao -0.59 deg 0.10 deg 0.3 deg 0.32 deg

2.7.2 Beamsplitter Ghost Calibration

The WFE'S beamsplitters control how much light is sent to the pyramid sensor vs. the
VisAO camera. They are selectable in a filter wheel, and the choice of beamsplitter is
an integral part of AO system setup based on what the science goal of the observation
is. Each beamsplitter has an optical ghost, which is slightly out of focus. We use
these ghosts for both registration and photometry when the central star is either
saturated, or under the coronagraph. As noted above, we extracted both the relative
flux and position of the ghost in the 50/50 beamsplitter as part of our analysis of
the Trapezium astrometric field. The relative flux of the ghost did not depend on
position, but the position of the ghost does. In Table 2.7 we present the ghost
parameters for the 50/50 beamsplitter, in the Yy filter with filter wheel 3 open,
when the guide star is at 512x512 (counting from 0).

In our second commissioning run, we dithered HIP 56004 around the detector
in the same setup as above, but this time the coronagraph was in the beam. The
results are also shown in Table 2.7. It appears that the astrometric properties of
the ghost change slightly when the coronagraph is in. This change is on the order
of 0.5 pixels, which can be significant for techniques based on angular differential
imaging (ADI).

The position of the ghost depends on the position of the guide star. As before
we fit a plane to the Bl-ghost data and found the following correction for F/W 3

open:
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Table 2.7 Photometric and astrometric parameters of the 50/50 beamsplitter ghost
in the Yy filter.

Value Notes
F/W 3 Open
Rel. Flux. 0.00718 +0.00013 independent of position
Ax 160.369 at 512, 512
Ay -9.040 at 512, 512
F/W 3 Coronagraph
Ax 159.745 at 512, 512
Ay -9.483 at 512, 512
dzy = —0.0004939(x — 512) — 0.0003123(y — 512) (2.7)

dy, = —0.0005014(z — 512) — 0.0039757(y — 512)

and when the coronagraph is in the correction equations are:

51, = —0.0004812(z — 512) — 0.0007174(y — 512) (2.8)
Sy, = —0.0003305(z — 512) — 0.0037534(y — 512)

2.7.3 Y, Strehl Ratio

Of particular interest to this dissertation, we observed the known exoplanet host
Pictoris several times during the first MagAO commissioning run. Our best correc-
tion was obtained on 2012 Dec 4, when we were observing in Y, using the VisAO
coronagraph. The high contrast data reduction and analysis of our detection of 3
Pic b are discussed later. Here we present our off-coronagraph PSF and photometric
calibration image.

To avoid saturation, the off-coronagraph data was taken in the 2500 kHz pixel-
rate, full frame mode, resulting in 0.283 individual exposure times. The camera

was in the LOW gain setting, allowing access to the full well-depth. Even with
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Figure 2.18 Image of  Pictoris, a Y, = 3.5 mag A5V star, made by shifting and
adding 0.283 sec exposures. This is a log stretch. This image has a raw Strehl of
~ 32%, and an optical Strehl (corrected for PRF) of ~ 40%. Instantaneous Strehl
ratio was > 50%, but there was a ~ 0.9 pixel RMS jitter.

these settings, we saturated the peak pixel in roughly a third of the exposures. To
compensate, and avoid any possible non-linearity, we selected only frames with peak
pixel between 8000 and 9000 ADU. This cut out roughly half the frames, and has the
effect that we are using data between approximately the 75th and 25th percentiles
— so not the very best. We also applied a WFE cut at 130 nm RMS phase, using the
VisAO real time telemetry stream. The 491 selected frames were then registered,
and median combined. The result is shown in Figure 2.18.

The resultant PSF core has a FWHM of 4.73 pixels (37 mas). The diffraction
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limit at Yg is 3.87 pixels (31 mas). We expect some broadening due to the pixel
response function (PRF) - mainly from charge diffusion. When a photon is detected
by a CCD pixel, the resulting photo-electron can diffuse into a neighboring pixel.
This causes a blurring effect, which has been well documented in the HST ACS
and WFPC cameras. See Krist (2003), Anderson and King (2006), and the ACS
handbook for more on charge diffusion PRFs.

We measured the PRF of the CCD-47 in the lab, by switching between it and
a well over-sampled CCD. The effects of charge diffusion lessen as more pixels
are placed across the PSF, so this allowed us to compare the true optical PSF
to the PSF measured on the CCD-47. Using a blurring kernel developed from
these measurements, we find that a perfectly diffraction limited PSF should mea-
sure FWHM = 4.18 pixels. So we have ~ 0.5 pixels of broadening. This implies
an RMS tip-tilt residual error of 0.94 pixels (see Equation (A.4)).

Strehl from WFE and PRF: We can use the real-time reconstructed WFE
recorded in the VisAO fits headers to form an initial estimate of SR in the PSF
shown in Figure 2.18. The mean WFE for the images included in the final SAA was
123.37 nm RMS phase. This gives us

for the instantaneous Strehl ratio. Using Equation A.5 and our estimate of jitter

from FW H M broadening we estimate
Stt - 075

SO

Swfe == SiStt = 040

The PRF also lowers measured Strehl ratio. After broadening a theoretical Airy
pattern by the PRF kernel, we find that

Spep = 0.80.


http://www.stsci.edu/hst/acs/documents/handbooks/cycle20/c05_imaging7.html
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This means the expected focal plane Strehl ratio due to WFE reconstruction and
PRF is
Srec - SiSttSpr - 032

Core-to-Halo Strehl: Another way to measure Strehl is to use the ratio of the
flux enclosed in the core (to the first Airy minimum) to the total flux. This will tend
to be robust against effects like the PRF and T/T broadening. For MagAO, with
a 29% central obscuration, the first Airy minimum occurs at 1.12\/D and encloses
74.7% of the total flux at S = 1 (see Section A.2 in the Appendix). We measured
the total flux in the PSF with IRAF imexam, with a photometric aperture of 239
pixels, a sky radius of 240 pixels, and a sky width of 5 pixels. This should enclose
99.6% of the flux. We then changed the aperture radius to 4.42 pixels and measured
the core flux. We estimate the core-to-halo S from these measurements by

£(1.12\/D)

= —— > =(0.34
0.747E(00) 3

c/h

where £(r) denotes encircled flux at radius 7.
Peak-to-Halo Strehl: We can use the total flux in the image to calculate the
expected peak height for S =1

7TPt0t<1 — 62) 0249

Lo = A A2

See Appendix A for the derivation of this expression. We fit a Gaussian to the PSF,
and comparing the resultant peak height I, we find

I
Sp/h = [L’“Sprf —0.30

is the peak-to-halo estimate of S.

Theory Strehl: Finally, we can compare the PSF shown in Figure 2.18 to a
theoretical Airy pattern. We first broaden the theoretical PSF using the PRF kernel.
Then normalizing the theory PSF with the same 239 pixel photometric aperture,
we find

Stheory = 0.30
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Table 2.8 Strehl measurements at Yy (0.984um)

Strehl Notes

Shec 0.32 reconstructed WFE
Se/n 0.34 core-to-halo

Sp/h 0.30 peak-to-halo

Stheory 0.30 PRF broadened Airy
Average 0.32 4+ 0.02

Swfe 0.40 before PRF

Table 2.9 Observation log for LHS 14, observed on 2012 Dec 3 UT

Filter Gain Exp Time No. Exp. Tot. Exp

(sec) (sec)
r’ Med. High 0.283 199 56.3
i Med. High 0.283 271 76.7
2/ Med. High 0.283 263 74.4
Ys Med. High 0.283 225 63.7

We summarize our Strehl measurements in Table 2.8. These four different ways
of estimating Strehl ratio agree well. An interesting quantity is the optical Strehl,
that is the calculated Sy, .. We can estimate this by dividing by Sy, ;. This quantity
is noteworthy as PRF is easily removed by deconvolution, allowing us to recover the

optical resolution achieved by the AO system.

2.7.4 Throughput

On 2012 Dec 3 UT we observed LHS 14, an M2.5V star with published u'¢'r"i’2’
photometry, in all four VisAO broad bandpasses. These observations, summarized in
Table 2.9, were used to measure system throughput. The 50/50 WFS beamsplitter
was selected. Data were taken in 5 point dither patterns to minimize corruption
from dust spots, and images were manually selected, dark subtracted, registered,
and median combined.

Next the IRAF task daophot was used to conduct aperture photometry on each



62

Table 2.10 VisAO total throughput measurements on LHS 14 in 50/50 beam-splitter.

Filter Mag Mag  0AM Flux Meas. Flux = Expected Measured
(AB) (Vega) (phot/sec) (phot/sec) Throughput Throughput

r 9.481 9.356 5.248 x 107 7.990 x 10° 15.9% 15.2%
i’ 8.547 8194 3.430 x 107 1.177 x 107 17.0% 34.3%
2 8.104 7.611 3.806 x 107 8.348 x 107 12.5% 21.3%
Ys — 7.084 4.401 x 107 1.201 x 10° 3.6% 2.7%

final image. The photometry was converted from ADU to e~/ s using Equation
(2.3). We then compared these results to the photometry of LHS 14 from Smith
et al. (2002), converting from AB to Vega magnitudes using Equation (2.3) and
making use of the parameters presented in Table 2.2. The Ygs magnitude of LHS 14
was estimated using the Pickles spectral library as described in Section 2.4.2 above.
The resulting throughput measurements are shown in Table 2.10.

We also calculated our expected throughput given the beamsplitter, atmosphere,
and the filter curves calculated as described above. These numbers are also presented
in Table 2.10. Of note, our measured throughput is roughly a factor of two higher
than expected in ¢ and 2’. Two effects may account for this. In i’ especially, our
filters are redder than the standard SDSS bandpasses, due to our IR-coated CCD
QE being higher in this region. It is also possible that our CCD QE is somewhat
better in this region than assumed in our filter profiles, as the QE is based only
on a catalog plot and is not a measurement of the actual device. The lower than
expected Yg throughput is conversely possibly explained by over-estimating the tail
of Silicon QE for A > 1um, and also possibly on a poor quality catalog transmission

curve for the filter itself.

2.7.5 VisAO Images

Here we very briefly present some other on-sky results from the MagAO commis-
sioning periods. We do no astrophysical analysis here, in essence we are just offering

pretty pictures to establish that MagAO and VisAO are working well on-sky. Later
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Figure 2.19 Image of the 6 Ori C binary, obtained with VisAO in December, 2012.
We resolved this binary at only 31 mas separation — the first time this has been
done with a filled aperture long exposure. These images, from Close, et al., (2013,
submitted), show data taken in [OI] (630 nm), " (centered at 624 nm), and Ha, at
(656 nm). These reductions are by L. Close. SAA is shift-and-add, and PRF was
corrected where indicated by deconvolution.

we will present a detailed analysis of our observations of an exoplanet host star.

As discussed above we used the Trapezium cluster in Orion for astrometric cal-
ibrations. We have also been able to do some science with these data. In Figure
2.19 we show the first filled-aperture long exposure images to resolve the #' Ori C
binary. We also demonstrate how, using the high speed readout modes and our well
characterized PRF we can achieve 21 mas resolution with VisAO. In Figure 2.20 we
show a 2’ image of the ! Ori B “mini-cluster”. These data have been used in Close,
et al., (2013, submitted) to demonstrate that the B2-B3 barycenter is orbiting B1,
along with B4.
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Figure 2.20 An image of the #* Ori B cluster, obtained with VisAO in December,
2012. VisAO observations of this system have shown, for the first time, conclusive

evidence for orbital motion of the B2-B3 barycenter around B1. See Close, et al.,
(2013, submitted) for details.
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During the May 2013 commissioning 2 run we observed HR 4796A, a star with
a well known circumstellar disk, as part of a program with TJ Rodigas and Alycia
Weinberger. Data on this star was taken simultaneously on Clio and VisAO, covering
6 filters in total. We present a very quick reduction of the VisAO data in Figure
2.21.
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Figure 2.21 Images of HR 4796A and its circumstellar disk, obtained with VisAO in May, 2013. Only basic ADI
processing, with a radial profile subtraction step, and high-pass filtering (unsharp mask) was used to produce these
images. Look for higher fidelity reductions and analysis of these data in Rodigas, et al., (in prep).

99
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CHAPTER 3

REAL TIME FRAME SELECTION

3.1 Introduction

Lucky imaging is a technique which selects the best images from a series of short
exposures, then shifts and adds them to produce a final image with higher spatial
resolution than a single long exposure. First proposed by Fried (1978) to counter
the effects of atmospheric seeing, it is now in common use at several telescopes
(Law et al., 2006). It has also been adapted for use with an AO system, where
the correction quality in the visible was! typically low, but has short periods of
high Strehl (Law et al., 2009, 2008). By selecting images based on Strehl ratio, it
has been shown that both resolution (Law et al., 2009) (measured by full width
at half maximum (FWHM)) and sensitivity (Gladysz et al., 2008a) (measured by
signal-to-noise ratio (S/N)) can be improved.

To be effective, lucky imaging typically uses very short exposures, requiring cam-
eras that operate faster than ~ 10 frames-per-second (fps). For normal astronomical
CCDs this imposes a significant readout noise (RON) penalty, as each read will pro-
duce a few electrons of noise which then quickly adds to overwhelm faint signals.
This has been overcome to great effect using EMCCDs, which offer very low RON
- typically ~ 0.1le” per read (Daigle et al., 2009) - when operated in the photon
counting mode. Photon counting EMCCDs have some (small) drawbacks though.
If flux is higher than 1 photon/pixel /read the device effectively has its quantum effi-
ciency (QE) lowered by 50% (Mackay et al., 2004). On VisAO, however, we almost
always have a very bright guide star in our FOV, and if we had low to moderate
Strehl ratios we will have a bright uncorrected halo from the star spread over the

detector, making this QE penalty impossible to ignore.

Lprior to the MagAO era
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An additional issue we identified with any lucky imaging system is the trade-off
between FOV and camera speed. The isoplanatic patch at visible wavelengths at
LCO will typically be ~ 4”7 in radius. To provide good sampling across this FOV
we need a 1024x1024 array. When we began the investigations detailed here the
fastest EMCCD cameras of this size could only be operated at ~ 10 fps (EMCCDs
have since become a little faster, now achieving ~ 30 fps over arrays of this size).
As we will show 10 fps is not quite fast enough to fully take advantage of the peaks
in Strehl ratio, which are typically shorter than 100ms in our simulations. The
common solution with an EMCCD is to window such a device and operate at 50fps
or faster, which also helps to mitigate the high-flux penalty. This carries its own
drawback in that FOV is cut by 25% in area, which for many observations is itself
equivalent to a QE penalty.

A final consideration, and perhaps most important, is that the Magellan VisAO
system was largely based on an already designed instrument. Since the VisAO
CCDA47 is used as an acquisition camera integral to AO system operation, changing
detectors was judged too risky to overall performance. Changing detectors would
significantly increase the cost of this system, but we still desire to take advantage
of frame selection.

Given the bright guide star specific and FOV vs. speed drawbacks of EM-
CCD based lucky imaging, and the pre-existing system designs, we developed a
new imaging concept which we call real time frame selection (RTFS). In this mode
of operation, we make use of a high speed mechanical shutter and telemetry from
the AO system to only expose our CCD47 when Strehl is high. The shutter is both
fast and responsive enough to provide the equivalent temporal resolution of a 100fps
camera, and can do this over the entire 8.77 FOV of our 1024x1024 array. As we will
show, this technique can improve resolution (when compared with doing nothing)
by nearly 100% of \/D.

We first present a generic frame selection algorithm, providing a formal definition
of frame selection. Then we present a model of S/N in AO imaging, which we use to

analyze the costs and benefits of frame selection and to compare different imaging
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techniques. Using this model and the output of performance simulations we calculate
the performance of an ideal RTF'S system both in terms of resolution and sensitivity.
We then describe our implementation of RTFS, including characterization of the
shutter and development of real time telemetry processing. An area of ongoing
development is Strehl prediction, necessary because of a short but unavoidable delay
in shutter actuation time. We then show the results of laboratory testing of RTFS,
conducted with realistic simulations in the test tower at Arcetri, Italy.

Much of this chapter has appeared in print in (Males et al., 2010) and (Males
et al., 2012a). An important caveat to all of this work, taking advantage of perfect
hindsight, is that it was almost entirely unnecessary for MagAO and VisAO. The
need for Lucky-style imaging was anticipated because, simply put, we just did not
think VisAO would work very well. As shown in detail below, any frame selection
technique involves a trade-off between sensitivity and resolution. Above a certain
image quality (Strehl ratio of, say, about 20%), it is not worth it (at least for point
sources). Despite the effort that went into developing this system, I am perfectly

happy to never need it on-sky — VisAO works really well!

3.2 A Generic Frame Selection Algorithm

Before we can analyze its benefits, we first state what we mean by frame selection.
To do this we will develop a general description of a selection algorithm, leaving
specific details for later.

We begin by collecting a stream of raw data at a time ¢;, such as AO control

loop telemetry or short exposure science image pixels, with n elements
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Next the data is converted to a set of m attributes? by some operation F'

yi(ti)
Yty =| ¢+ | =F(Xw).
Ym(ti)
For instance, F' may include the calculation of slopes given the raw WFS pixels
or sub-aperture counts. Finally we use a classifier G to determine whether some
image quality metric, say Strehl ratio S, is above some threshold value, say S7. The
classifier uses the previous [ samples of the m attributes, possibly with a delay of &

time steps (meaning the classifier is also a predictor):

. . 0if S t; < S8
G (Y<tz’>7"' ,y(ti_m)) = (tite) . (3.1)

The value of G represents the decision whether to include the data at t;,, in the
final image. We explicitly allow for prediction since this will be necessary for the real
time implementation we discuss later. Finally we note that this formulation does
not require that the actual value of the image quality metric (e.g. S) be calculated.
This opens the door to using, for instance, machine learning classification techniques
without a priori knowledge of relationships between the raw data and image quality.

The standard lucky imaging technique can be described using this algorithm. In
this case, the data vector X (t;) is made up of the pixel values of a short exposure
image at time ¢;. The corresponding attribute is just the Strehl Ratio S(¢;), and the
operation F'is the reduction pipeline which results in the Strehl ratio measurement.
The classifier G is a simple comparison between the measured S(¢;) and Sy. In
standard Lucky imaging only the current time step is used and no prediction is
performed, i.e. k=0 and [ = 1.

Another implementation of this algorithm is RTFS (discussed above), developed
for the Magellan VisAO system, which is used to control a camera shutter in real
time. The primary goal of this technique is to minimize the number of detector

reads, while gaining the benefits of frame selection.

2Tt is not necessary that m = n
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3.2.1 WFS Telemetry Based RTFS

RTFS uses a fast shutter to block moments of bad correction, causing only periods
of high S to be recorded by the science camera. This prevents us from using direct
measurements of S to trigger the shutter. Above we developed a notation to describe
a generic frame selection algorithm, including conventional Lucky imaging. Here we
adapt that algorithm and notation to the specific case of using only WF'S telemetry
to reconstruct S.

We record a slope vector at time ¢; with n elements, X (t;). The wavefront
is reconstructed by multiplying the slope vector by the reconstructor matrix R

(typically the same one in use in the main AO loop).
At;) = RX (1)

where ff(tl) is the vector of reconstructed mode amplitudes at time ¢;. The orthog-
onal KL modal basis is normalized such that each mode has unit variance, so we

can calculate the wavefront variance by summing the amplitudes in quadrature
o? = (4 x 10°)2A(¢;) - A(t;)

where the factor of 4 accounts for the double pass of the ASM in the test tower,
and 10° converts to nanometers. We then calculate the reconstructed S using the

extended Marechal approximation
Speelt) = e~ (K)",
Next we apply an empirical calibration, using two parameters.
Seat(ti) = aSpec(ti) + 0.

See below for further discussion of this calibration step and the interpretation of
these parameters.
Finally, we apply a finite impulse response (FIR) low-pass filter of order N to

prevent high frequencies from over-driving the shutter.

k=N
Spa(t;) = Z JrSear(ti—k)
k=0
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where the f; are the filter coefficients. The design of appropriate digital filters is
described below.
We use the reconstructed filtered S to classify each moment as a good or bad

according to whether it is above or below a threshold Sp.
0 if szlt(tz) < ST
Lif Spae(ts) > Sr.

The value of G represents the decision whether to open (G' = 1) or close (G = 0)
the shutter.

3.3 The Costs & Benefits of Frame Selection

To asses the benefits of frame selection, we use a simple model of the AO imaging
process to calculate S/N and the output of our CAOS simulations to determine
the resulting resolution. The following development relies heavily on the work of
Racine et al. (1999), and benefits from the work of Law et al. (2009, 2008, 2006)
and Gladysz et al. (2008a,b, 2006).

3.3.1 Signal to Noise Ratio and Duty Cycle

The obvious drawback to frame selection is that only a fraction of the telescope time
allotted to the observation is used in the final result. This fraction can be thought of
as the duty cycle DC. The act of throwing away the fraction (1 — DC) of the signal
can be expected to negatively effect the sensitivity of the observation. It might be
true, however, that by keeping only the “good” frames we can overcome this loss
in signal by reducing the noise in our final image, and this has been demonstrated
on-sky (Gladysz et al., 2008a). In conventional lucky imaging, one always has all
the data available from an observation and so has lost no telescope time. In RTFS,
however, we will irretrievably lose the time when the shutter is closed and so we
must understand the trade-offs with sensitivity for this technique.

To that end, we use a simple model of the S/N in AO imaging, based heavily on
that developed by Racine et al.Racine et al. (1999) with only slight modifications,
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to determine the net efficiency cost of frame selection. Here we skip most of the
derivation and present the results for the limiting cases most likely to be encountered
in natural guide star (NGS) AO.

Our S/N model is

/N = £ f./DCt

(Efe+ SPO) fon+ (1 — SYH(0) fn + 0.5370[(1 — S)H (0) fin]? + (Noky + Naet)12)
(3.3)

where f, and f. are the flux (photons sec™) at the telescope of the central star
and the companion (located at separation 6); & is the total flux enclosed in the
photometric aperture; DC is the duty cycle (discussed above); P is the point spread
function (PSF), ideally an obscured Airy pattern, averaged by tip-tilt; n is the
number of pixels contained in the photometric aperture; H(6) is the uncorrected
halo flux per pixel; 7y is the speckle lifetime (Racine et al., 1999); Ny, is the per-
pixel flux due to sky background (BG); and Ny is the per-pixel flux due to detector
noise. The quantity S is the mean short exposure Strehl, which we use rather than
the long exposure (tip-tilt degraded) Strehl ratio to account for the guide star’s halo
contribution to the noise as it is what quantifies the relative fraction of flux in the

halo. Using the long exposure Strehl here would make the halo noise too large.

3.3.2  Encircled Energy and Aperture Size

The fraction of incident photons contained in a circular aperture assuming a perfect

obscured-Airy PSF is

Enlp) = — ((1+8><1—J3<p>—Jf<p>>—4e /Mdt) (3.4

- 2
1—e€ 0

where € is the telescope central obscuration and p is the aperture size (see Appendix
A and Mahajan (1986)). Now in an AO corrected image only a fraction S of the
flux is contained in the diffraction limited component of the PSF, and (1 — S) is
contained in the halo. Following Racine et al. (1999) we adopt the function

~11/6

H(O) = OV% [1 + % <Wih> ] . (3.5)

N
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to describe the uncorrected halo, where W), is a width parameter.
We can integrate equation (3.5) to calculate the fraction of the incident photons

in the halo encircled by an aperture of size p:

o\ —5/6
Enlp) = 1— (1 + % (Wih) ) | (3.6)

Racine et al. (1999) argued that the halo contribution to flux could safely be ignored
since its S/N would be comparatively low. While this is likely true for high Strehls,
we expect to employ frame selection with only low to moderate Strehls. At Magellan,
with € = 0.29, the enclosed fraction is Ep = 0.747 for p = 1.12\/D (the first Airy
minimum). From simulations we derive a value of W), = 0.23” at A = 0.7um, so

Ey = 0.018 . For S = 0.1 then

(1-S)&n
SEp+ (1 — 5)Exy

= 0.18

is a non-negligible fraction of the total signal collected by the photometric aperture
defined by the first Airy minimum. This means that we must account for the halo
component of the PSF of the science object and so cannot assume that £ is simply
proportional to S.

In our simulations we have found that the usual model just employed of a diffrac-
tion limited core on top of a partially corrected halo has limited ability to describe
the location of the photons in our image. At low Strehls, imperfect correction causes
the core to broaden, and the PSF tends to elongate in the direction of the prevailing
winds. Even at higher Strehls residual telescope jitter can have the same effect. We
also consider it desirable to avoid relying on an analytic model for the PSF, espe-
cially the halo component as this is likely to depend greatly on atmospheric seeing
and guide star brightness. In practice, we find that using elliptical apertures fit to
contours of constant flux will give consistent results from our simulated data.

Now let A = £/n be the average fractional photon flux per pixel in the ellipse
described by ¥ = (a,b,$), which are the semi-major axis, semi-minor axis, and

orientation of the ellipse. If we then define ©* as the aperture which maximizes
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S/N, then the optimum faint companion detection S/N is

SIN = A(7) f.v/DCtn*

f. +0.5370[(1 — S)H(8) £.]20* + Nuy + Nuwt)*
(3.7)

where n* = wa*b*. We have gone to this effort because we find that using other

(A(@) fe+ SP(O;€) fu + (1 — S)H(0)

algorithms to estimate S/N, such as peak-pixel or a fixed aperture size, tends to
incorrectly analyze the benefits of frame selection in our simulations in various cases

- especially when the contribution of the companion’s halo component is ignored.

3.3.3 Effective Duty Cycle

Now we can solve Equation (3.7) for the time ¢ it takes to reach a desired S/N:

(S/N)? . N ~
(7 ) 200 (A(T*) fe + SP(B;€) f + (1 — S)H(H) f.

+0.537[(1 — S)H(0) f.]*n* + Napy + Naer)-

t =

We can then compare two data taking techniques, e.g. frame selection to simple
integration. In order for a technique to provide a S/N advantage then the effective

duty cycle DCqg must satisfy the inequality

to
Dl = 21 (3.8)

1

where ¢, is the the time needed to reach a S/N goal with simple integration (i.e.
doing nothing), and ¢; is the time needed with a particular frame selection technique.

The effective duty cycle concept allows us to compare the trade-offs between
resolution, encircled energy, and efficiency, and then decide the optimal imaging
technique for our AO system and science goals. Now we consider the limiting cases
of equations (3.7) and (3.8) which we expect to routinely encounter with Magellan
AO. By choosing cases where specific sources of noise dominate we can compare
imaging techniques without specifying details such as companion brightness and

separation, or the desired S/N.
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3.3.4 The Speckle Limited Case

Several differential imaging techniques are in common use to reduce the impact of
the coherent speckle noise in high contrast imaging (cf. ADI, SDI, ASDI (Oppen-
heimer and Hinkley, 2009)). These techniques each have weaknesses, typically being
less effective close to the guide star and when used on extended objects such as a
circumstellar disk. SDI also requires a strong spectral feature in the companion
when compared to the guide star. In cases where speckle suppression cannot be
achieved and the term 0.537[(1 — S)H (0) f.]>n* dominates in Equation (3.7), then
Equation (3.8) reduces to

A \?2/1-5,\°
sp 1 o
DCh, = DC, (—1_51) ( ; ) . (3.9)

It is apparent from this expression that if, through frame selection, we can in-

crease S; and/or A} we will have at least some compensation for the loss of efficiency
represented by DC; < 1. Furthermore, given the right conditions, frame selection
has the potential to maintain or even improve sensitivity while delivering the higher

resolution represented by increased S and Aj.

3.3.5 The Halo Limited Case

If we are able to suppress the speckles, then when the term (1—S)H (#) f. dominates
in equation (3.7) we are in the halo photon-noise limited regime. Equation (3.8) then

becomes

ho («4“{)271? 1-25,
Pless =P ( -5 ) <<A;§>2n:; (310

Once again we see that if we can increase S; and/or A} we have some leeway with
1

lower DC;. It should also be noted that the S/N maximizing aperture will be
different between this case and the speckle limited case above due to the different

dependence on n*.
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3.3.6  Background and Read Noise Limited

The next limiting case that should be considered occurs when the dominate noise
terms are due to sky BG and detector RON. However, the present work is focused
on bright NGS AO. In this regime, we will almost always be limited by halo noise
(photon and speckle) within the FOV of our camera. As such, we will only state
here, without proof, that because RTFS allows arbitrarily long integrations the
detector read-noise performance can be competitive with the current generation of
EMCCDs. When we also consider that RTFS allows us to do this over our entire
detector FOV without windowing, RTFS retains its competitiveness even for wider

separations from faint stars.

3.3.7 Simulated Faint Guide Star Strehl Selection

Now that we have a framework for comparing imaging techniques, we investigate the
performance of an ideal RTFS technique on an observation simulated with CAOS.
The setup of this simulation was nearly identical to that described in Section 2.5,
except seeing was set to the median ry = 18c¢m. For an R=10 mag A5V guide
star the loop is stable, but undergoes significant fluctuation in correction quality.
We ran the simulation with this guide star for 5 seconds of observation time, and
extracted the simulated image at the CCD47 at 1 ms intervals and measured Strehl
on each of these short frames. We then applied the same corrections for static and
non-common-path aberrations to the 1ms measurements as in Table 2.3, but do not
use the tip-tilt correction on the 1ms frames.

Next, we establish a threshold St and stack each 1ms frame which is above
this value. On the combined frame, we then fit elliptical contours at various flux
levels (isophots). For the reasons described in Section 3.3.2 we use these contours
as apertures to calculate the enclosed flux and number of pixels, and then choose
the S/N maximizing aperture for the speckle and halo limited cases. Finally we
measure the FWHM resolution using the 50% peak flux contour. The results of this

algorithm for various thresholds are shown in Figure 3.1.



S, D S DCE DGy

S T e e " T777110.18 0.01 0.20 0.28 0.08
C - - == Lucky @ 10fps ]
0.02 -
- 11{0.16 0.03 0.18 0.52 0.16
X ]
: 1]10.14 0.05 0.17 0.65 0.21
0.01 -
- 1110.12 0.10 0.15 0.79 0.28
S 0.00F J{o.10 0.19 0.13 0.94 0.38
< r ]
C ]
- 11{0.09 0.34 0.12 1.04 0.50
-0.01F -
- 1 0.07 0.60 0.10 1.06 0.72
: "100.05 0.89 0.09 1.04 0.94
-0.02|F =
C A Mogellon DL = 0.022" .- :
. po e ;oo Hubble DL = O.PS" & 1M0.03 1.00 0.08 1.00 1.00
0.02 0.01 0.00 -0.01 -0.02
Ax (II)

Figure 3.1 Results from Strehl selection on a simulated R = 10 guide star, showing FWHM contours corresponding to
various selection thresholds. The colorbar encodes the threshold S; and resultant gross duty cycle DC for each contour,
as well as the resultant mean Strehl S and DC, s for the speckle and halo limited cases. We see that significant gains
in resolution can be achieved, and compare these gains to those possible with 10 fps lucky imaging. For comparison
the diffraction limits (DL) of the Magellan VisAO system and the Hubble Space Telescope (HST) are plotted.
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The very competitive design choice for our system would be to use an EMCCD
as the science camera. To study the trade-offs with RTFS, we assume a 1024x1024
array which can be operated at 10fps with negligible read noise. We also assume
a QE penalty of 50% when flux is greater than 1 electron/pixel/read. The same
simulated frames used for RTFS are combined in 100ms exposures, and we then
apply the typical Lucky imaging method of shifting these longer frames before adding
based on Sp. In Figure 3.2 we compare this technique to RTFS. When flux is low,
EMCCD based lucky provides a large DC.¢s advantage due to the resolution boost
from shift-and-add, however the ultimate resolution achieved is ~ 10% worse due to
the lower temporal resolution. For brighter objects, or those close to a bright guide
star, the EMCCD based lucky performs worse due to the QE reduction.

An important caveat to this discussion is that we have assumed that the EM-
CCD “QE reduction”, which is actually due to an increase in photon noise, applies
identically to the speckle noise in the speckle limited case. This is almost certainly
not strictly true, but rather depends on subtle details such as the plate scale and
speckle lifetime. As such, the lower lucky-imaging curves in Figure 3.2 should be
considered merely an illustration of the point, and actual performance in this case
could be better or worse.

A further consideration is the impact of our S/N maximizing apertures. In the
speckle-limited case this is almost always the peak pixel due to the strong depen-
dence on the number of pixels in the aperture. Photometry is seldom conducted
on a single pixel, however, and so the performance of frame selection (whether real-
time or conventional lucky) is understated here if one uses a larger aperture. This
is somewhat true in the halo limited case as well, as the optimum aperture tends to
be < 1A/D in radius, which is probably also smaller than normally used.

Finally we assume a VisAO tip-tilt loop with ~ 5mas rms control, simulated
by shifting the 1ms images before applying the RTFS algorithm. The correction of
residual atmospheric tip-tilt (~ 15mas rms) provides a huge improvement in DC. ;.
Interestingly, the achievable resolution is the same without tip-tilt control. This

is because at very high thresholds, only a small fraction of the simulated data is
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used. This implies that by accepting only the best images, the dominant source
of resolution degradation (Strehl loss) is rejected and residual tip-tilt has a smaller
effect.

The main conclusion of this effort is that RTFS has potential to provide signif-
icant gains in resolution and sensitivity - with some trade-offs between the two -
similar to conventional Lucky imaging. The benefit of RTFS is that these can be
realized over the full FOV of a camera, and with its full QE, using already installed

detectors.

3.4 RTFS Implementation

Having established that RTFS offers significant performance enhancement for the
Magellan VisAO system in a low correction regime, we next report on the implemen-
tation of RTFS. We first test the performance limitations of the mechanical shutter,

and then develop algorithms to provide real-time control of the shutter.

3.4.1 Mechanical Shutter Performance

The Magellan VisAO camera uses a Uniblitz VS-25 mechanical shutter. This shutter
has a 25mm aperture, and is capable of operation at up to 40hz. Here we follow
the manufacturer and discuss shutter speed in terms of a complete open and shut
cycle, so 40hz implies 12.5ms exposures if we use a symmetric square wave pulse.
This is equivalent to 80 fps with DC = 0.5, over the full FOV of our 1024x1024
detector. The minimum exposure time of the shutter is ~ 10ms, and it can be
operated asynchronously. This gives us the time-resolution equivalent to a 100 fps
camera.

We have performed a series of bench tests to determine the accuracy and stability
of the VS-25. Our device has an LED-photosensor synchronization circuit, which is
interrupted by one of the two shutter blades. The state change of this circuit occurs
at 80% shut and 20% open. Figure 3.3 shows the results of one of these tests at
25hz, which is equivalent to 50 fps. We have found the timing of the shutter motion
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Figure 3.2 Results from Strehl selection on an R=10 guide star, showing the effective
duty cycle vs the resultant resolution for the speckle limited case. Minimum FWHM
(a) corresponds to the semi-minor axis of the elliptical contours shown in Figure 3.1,
and m