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ABSTRACT 

Narrow-band continuum limb darkening observations 

of the sun were taken with the Infrared Spectrometer and the 

West Auxiliary of the McMath Solar Telescope during the 

first half of 1974. These observations were made at 

eighteen wavelengths between 10840.10 and 104007.55 A. A 

daily set of observations at any one of the observational 

wavelengths consisted of twelve drift scans across the solar 

disk. These drift scans were taken by stopping the 

heliostat of the West Auxiliary and allowing the image of 

the sun to drift across the entrance aperture of the 

Infrared Spectrometer. Limb darkening measures from the 

individual drift scans in each set of observations were 

averaged together during the data reductions in order to 

reduce the effects of local variations in the solar atmos­

phere on the day of observation. Longer-term changes in the 

limb darkening were averaged out by taking observations on 

several different days at each wavelength. Statistical 

tests in the data reductions checked the agreement between 

the west and east limbs of the sun and the significance of 

day-to-day variations in the limb darkening. Systematic 

errors due to scattered light, instrumental diffraction, and 

the finite size of the entrance aperture of the spectrometer 

were found to be negligible between disk center and 

xii 
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log Y = -0.70. The high spectral resolution of the 

Infrared Spectrometer made it unnecessary to compensate 

for unresolved spectral lines. The effects of scattered 

light were reduced by observing in the infrared. 

The infrared limb darkening measures were used with 

a few absolute intensity and limb darkening measures of 

other investigators to develop a series of empirical solar 

models. Several of the absolute intensity measures were 

corrected for line blanketing or for changes in the absolute 

temperature scale before they were used in calibrating the 

models. The temperatures in most of the solar models were 

adjusted until the predictions of the model atmosphere 

program matched the observational measures as well as pos­

sible. Limb darkening residuals were calculated by sub­

tracting the observational measures of the limb darkening 

from the limb darkening measures that were computed from the 

program. Each positive residual indicated that the model 

limb darkening was too high; while each negative residual 

indicated that the model limb darkening was too low. 

Experiments with several models indicated that a steep 

temperature gradient was needed to fit the observations at 

short wavelengths while a rather low temperature gradient 

was needed at long wavelengths. Non-LTE effects and errors 

in the H opacity were ruled out as possible sources of this 

discrepancy. 



xiv 

An excellent fit to the observations was ultimately 

achieved with a two-component LTE solar model. The hot 

component of this model represents the half of the solar 

surface that is above the median temperature at each depth; 

while the cool component represents the half of the solar 

surface that is below the median temperature. Most of the 

observations are fitted to within the expected errors by 
O 

this model. Discrepancies below 4500 A are probably due to 

line blanketing. The splitting between the hot and cool 

components of the model is consistent with current estimates 

of the rms intensity fluctuations in the solar atmosphere. 

The model also resembles several theoretical two-component 

models that have recently appeared in the literature. 



CHAPTER 1 

THE INTRODUCTION 

The establishment of a well-defined and accurate 

model of the temperature structure of the solar atmosphere 

is of great importance in solar physics because nearly all 

observable phenomena are dependent on the physical condi­

tions in the outermost layers of the sun. In recent years 

it has become clear that a generally accepted model of the 

solar photosphere would be of great value in the reduction 

and interpretation of diverse types of solar and stellar 

data. An early attempt at such a model was the Utrecht 

Reference Model of the Photosphere and Low Chromosphere (URP) 

by Heintze, Hubenet, and de Jager (1964). The Bilderberg 

Conference in 1967 then recommended the general adoption of 

a model which became known as the Bilderberg Continuum 

Atmosphere (BCA). This model was later replaced by the 

Harvard-Smithsonian Reference Atmosphere (HSRA) by 

Gingerich et al. (1971). All of these models were based 

on observational measures of the solar limb darkening and 

the absolute solar intensity at disk center. None of 

them is entirely satisfactory over anything but a very 

limited range of wavelengths. 

1 
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In order to determine the run of temperature versus 

optical depth from a solar model, one has to be able to 

observe the emergent radiation from many levels of the solar 

atmosphere. In principle, this can be accomplished by 

measuring disk-center absolute intensities over an extended 

range of wavelengths. Variations in the solar opacity then 

allow one to look to different physical depths in the 

atmosphere. Measures of the center-to-limb variation of 

the absolute intensity can also be used to probe the solar 

atmosphere. This technique takes advantage of the fact that 

one sees to different effective depths by looking at various 

angles to the surface. Absolute intensities are difficult 

to calibrate, however, and systematic errors in a number of 

spectral regions are almost unavoidable. For this reason, 

it is often more convenient to use solar limb darkening 

measures to define the temperatures in the atmosphere. Limb 

darkening observations can be made accurately and easily 

because the solar intensity at each point on the disk is 

normalized to the intensity at disk center rather than to 

an absolute standard. A model that is based on a large 

number of limb darkening measures can be calibrated with 

only a few measures of the absolute intensity. 

Solar limb darkening measures were used to study the 

temperature structure of the solar atmosphere in this re­

search. In the past, many models of the solar atmosphere 

were based on the limb darkening measures of Pierce (1954) 
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or on the corrected measures of David and Elste (1962). 

Corrections for scattered light and for the frequency re­

sponse of the detector limited the accuracy of these limb 

darkening measures to ±1%. Modern photoelectric techniques 

have made it possible to reduce this uncertainty. Improve­

ments in infrared detectors have also made it possible to 

extend the observations farther into the infrared. 

The West Auxiliary of the McMath Solar Telescope 

and the Infrared Spectrometer at Kitt Peak were used to 

obtain narrow-band continuum drift scans at selected wave­

lengths between 10840.10 and 104007.55 & in this research. 

These drift scans were taken by stopping the heliostat of 

the West Auxiliary and allowing the rotation of the earth 

to move the image of the sun across the entrance aperture 

of the Infrared Spectrometer while the output of a detector 

at the exit slit was sampled by a computer. Because the 

atmospheric and instrumental paths remained constant, each 

scan was taken in a highly uniform manner. 

The infrared limb darkening observations were taken 

over as large a wavelength range as possible on either side 

of the H opacity minimum at 16400 A. High resolution 

spectra were used to identify specific wavelengths that were 

particularly free of solar and telluric absorption lines. 

At some wavelengths, however, a small amount of terrestrial 

absorption was unavoidable. Opacity sources in the visible 

vary slowly as a function of wavelength.'and provide little 
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leverage in probing the atmosphere. The situation is better 

in the infrared where the opacity sources in the atmosphere 

increase rapidly on both sides of the minimum at 16400 K. 

In nearly all limb darkening investigations there 

are corrections which have to be made in order to properly 

interpret the data. When the entrance aperture of the 

spectrometer is large compared to the scale over which the 

intensity changes near the limb, for example, the instru­

mental limb darkening will only approximately give the true 

intensity distribution across the solar disk. Similar 

effects can also be caused by scattered light, poor seeing 

conditions, and the frequency response of the detector. The 

need for such corrections has been minimized in the present 

research by the large image scale of the West Auxiliary and 

the use of improved detectors. The high spectral resolution 

that was available with the Infrared Spectrometer also 

eliminated the necessity of compensating for unresolved 

spectral lines in the instrumental bandpass. The dele­

terious effects of scattered light were significantly re­

duced by observing in the infrared. 

The infrared limb darkening measures were used with 

the absolute intensity and limb darkening measures of 

several other investigators to develop a series of empirical 

solar models. The absolute intensity measures defined the 

temperatures at only a few depths in each model. The 

temperatures at other levels in the models were deduced 
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from the measures of the solar limb darkening. Solar models 

with one and two temperature components in the atmosphere 

were considered in this research. The best fit to the ob­

servations was obtained with a two-component LTE model. 

Standard one-component models were found to be less satis­

factory . 

The infrared limb darkening observations that were 

taken in this research are described in Chapter 2. The re­

duction of the raw data is then discussed in Chapter 3. 

Chapter 4 contains the results of the statistical tests that 

were performed on the data. The final limb darkening 

measures at each observational wavelength are presented in 

Chapter 5. This chapter also contains a discussion of the 

observational errors. Chapter 6 contains a discussion of 

the absolute intensity measures that were used in cali­

brating the solar models. The solar models are presented 

and discussed in Chapter 7. The basic conclusions that oan 

be drawn from this research are also presented in this 

chapter. 



CHAPTER 2 

THE OBSERVATIONS 

A series of narrow-band continuum limb darkening 

observations were taken with the Infrared Spectrometer and 

the West Auxiliary of the McMath Solar Telescope in this 

research. These observations were made at eighteen wave­

lengths between 10840.10 and 104007.55 A in the infrared. 

A daily set of observations at any one of these wavelengths 

consisted of twelve parallel drift scans across the solar 

disk. These drift scans were taken by locking the helio-

stat of the telescope and allowing the rotation of the earth 

to drift the image of the sun across the entrance aperture 

of the spectrometer while the output of a detector at the 

exit slit was sampled by a computer. Limb darkening 

measures from the individual drift scans in each daily set 

were then averaged together during the data reductions in 

order to reduce the effects of local variations in the 

solar atmosphere on the day of observation. Longer-term 

changes in the limb darkening were averaged out by taking 

observations on several different days at each wavelength,. 

Useful observations were obtained on twenty-four days 

between January 31, 1974, and May 26, 1974. 

6 
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The observational wavelengths are presented and 

discussed in Section 2.1. The drift scans are described in 

Section 2.2. A discussion of the observing days is provided 

in Section 3.3. 

2.1 Observational Wavelengths 

Narrow-band continuum drift scans were taken at 

eighteen wavelengths in the infrared in this research. Two 

observational wavelengths were initially chosen to coincide 

with the H opacity minimum at 164 0 0 K. Other observational 

wavelengths were then selected over as large a wavelength 

range as possible in order to take full advantage of the 

opacity variations on either side of the minimum. Two or 

more wavelengths were chosen fairly close together in each 

region of the spectrum. This procedure was followed so that 

the final limb darkening measures at each wavelength could 

be compared to others that were taken in the same region of 

the spectrum*; Since the limb darkening measures from these 

observations were to be used in deriving continuum solar 

models, care was taken to see that all of the observational 

wavelengths were free of solar absorption lines. 

Each observational wavelength was referenced to the 

position of a suitable absorption line in the solar spectrum. 

The continuum wavelength was therefore highly reproducible 

from day to day. The final observational wavelengths are 
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listed in Table 2.1. Positions for the reference lines are 

also included in this table. 

Table 2.1. The observational wavelengths. 

Observational position Reference position 

X 
(A) 

V 
(cm" X )  Order 

Bandpass 
(A) 

V 
(cm-! )  Line 

10840. 10 9222. 484 10 .35 9207. 863 H2O © 
10854. 00 9210. 670 10 .35 9207. 863 H2O © 
10865. 00 92 01. 350 10 .35 9207. 863 H2O © 
12466. 63 8019. 220 9 .  37 7983. 700 K 0 
12505. 51 7994. 288 9 .37 7983. 700 K O 
16222. 00 6162. 785 7 .48 6165. 180 Si 0 
16513. 18 6054. 114 7 .47 6052. 620 Fe 0 
21855. 59 4574. 240 5 .69 4565. 510 Ti 0 
21907. 47 4563. 407 5 .69 4565. 510 Ti 0 
23121. 03 4323. 886 5 .66 4322. 060 CO 0 
23127. 19 4322. 735 5 .66 4322. 060 CO 0 
23132. 73 4321. 700 5 .65 4322. 060 CO 0 
38839. 36 2574. 005 3 1.08 2572. 865 N2O © 
38862. 02 2572. 505 3 1. 08 2572. 865 N2O © 
45908. 50 2177. 652 2 2.60 2178. 588 CO ? 
46142. 57 2166. 617 2 2.59 2166. 936 CO ? 
85636. 32 1167, 410 1 17.20 1165. 922 H20 © 

104007. 55 961. 206 1 15.61 945. 980 co2 © 
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2.2 Instrumental Techniques 

The limb darkening observations in this research 

were taken with the Infrared Spectrometer and the West 

Auxiliary of the McMath Solar Telescope- The optical path 

through the telescope and spectrometer is diagrammed in 

Figure 2.1. The heliostat of the West Auxiliary directs 

light from the sun to a 91-cm parabolic primary mirror. The 

reflected light from the primary is then sent to the Infra­

red Spectrometer with two large optical flats. The beam of 

light that falls on the primary is restricted to 81.3 cm by 

a circular aperture stop in the mounting of the heliostat. 

The 35.4-m focal length of the primary provides an image 

scale of 5.824"/mm. The solar image is approximately 33 cm 

in diameter. 

The Infrared Spectrometer is a horizontal Czerny-

Turner. The camera and collimator mirrors of the spectrom­

eter are both 4 0.6 cm in diameter and have a 2 0.5-m focal 

length. The angle of the grating is controlled by a stepper 

motor that is attached to the outside of the spectrometer. 

A single motor step rotates the grating through 1/216000 

radian. The spectrometer detector is mounted at the focus 

of the camera mirror. The output of the detector is ampli­

fied and sent through a 200-Hz low-pass filter. The 

filtered signal is then sampled by a 13-bit a/d converter 

that is operated by a Sigma II computer. During drift scans 

the detector output is repeatedly sampled at 1000 Hz for a 
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Sun 
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Figure 2.1. Diagram of the West Auxiliary and the Infrared 
Spectrometer. 
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time interval that has been selected by the operator. 

Average values of the detector output over the time inter­

vals are recorded as individual data points in the computer. 

The sampling is continued until 4 096 points have been re­

corded. A 40 ms time interval was used for all of the drift 

scans in this research. 

A daily set of observations at any one of the ob­

servational wavelengths consisted of twelve drift scans 

across the sun. These drift scans were taken by locking the 

heliostat and allowing the rotation of the earth to move 

the image of the sun across the entrance aperture of the 

spectrometer. Since the image of the sun travelled along a 

line of constant declination during each drift scan, geo­

centric coordinates can be used to describe the observations. 

The image of the sun was centered on the entrance 

aperture of the Infrared Spectrometer at the beginning of 

each set of observations. Limb guiders on a metal disk in 

front of the entrance aperture of the spectrometer were 

arranged so that one controlled the north-south position of 

the image while the other controlled the east-west position. 

The heliostat of the West Auxiliary was then slewed to the 

west with the guiders off before the first drift scan. The. 

heliostat drive was stopped, and data sampling was initi­

ated as the leading edge of the sun passed over a prer 

selected point on the metal disk. A second scan was taken 

after the image of the sun was offset 0.5 mm to the south 
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with the micrometer mount of the north-south guider. This 

offsetting was repeated until a total of six drift scans was 

obtained from disk center to 2.5 mm north of disk center on 

the solar image. Six additional scans were then taken from 

disk center to 2.5 mm south of disk center. All of the 

drift scans passed within 15" of the center of the sun. 

A 0.586 mm circular entrance aperture was used in 

the spectrometer at all wavelenghts except 85636,32 and 

104 007.55 K. A 2.515 mm entrance aperture was used at 

85636.32 and 104007.55 X. The 0.586 mm entrance aperture 

covered 3.4" on the sun; while the 2.515 mm entrance aper­

ture covered 14.6" on the sun. A circular entrance aperture 

was used in the spectrometer so that the changing orienta­

tion of the drift direction throughout the day would have 

no effect on the profile of the sun. 

A silicon diode detector was used with a prism 

postdisperser from 10840.10 to 10865.00 K. The 0.560 mm 

entrance slit of the postdisperser served as the exit slit 

of the spectrometer; while a second slit in the mounting of 

the diode blocked any light from the postdisperser that was 

not in the desired grating order. Because the order separa­

tion of the postdisperser was marginal at such short wave­

lengths, an additional narrow-band filter was used with the 

silicon diode in order to completely eliminate overlapping 

spectral orders. 
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An InSb detector was used with the postdisperser 

from 12466. 63 to 38862.02 JL. The IfiSb detector was cooled 

with liquid nitrogen. Filters inside the dewar also reduced 

the thermal background. The InSb detector was used with 

just a narrow-band filter inside the dewar at 45908.50 and 

46142.57 JL A 1.0 mm slit inside the dewar acted as the 

exit slit of the spectrometer. 

The observations at 85636.32 and 104007.55 A. were 

made with an arsenic-doped silicon detector that was 

operated in a photoconductive mode. The detector was cooled 

with liquid helium, and a broad-band filter was used to 

reduce the background radiation that entered through the 

2.5 mm circular entrance aperture of the dewar. The signal-

to-noise ratio was further increased by using the detector 

with a lock-in amplifier and a 400-Hz chopper in front of 

the entrance aperture of the spectrometer. The output of 

the lock-in amplifier was filtered and sampled in the usual 

manner. 

The infrared diffraction grating was used in single 

pass for all of the limb darkening observations. This 

grating is ruled at 121.5 1/mm and is blazed at 114000 & in 

first order. The grating has a 35 x 45 cm ruled surface. 

The intrinsic resolution of the grating in 7th order is over 

350000. The spectral bandpass at each wavelength in this 

research, however, depended primarily on the width of the 

entrance and exit apertures of the spectrometer. An upper 
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limit on the instrumental bandpass at each wavelength can 

be calculated from the formula 

A r64.5 ^ in-9 -,2.,l/2 -
= I—2~ ~ 2.38 x 10 • A  ] -w 

m 

in which X is the wavelength in angstroms, m is the grating 

order, and w is the average width in millimeters of the 

entrance and exit apertures of the spectrometer. Instru­

mental bandpasses based on this formula were included in 

Table 2.1. 

2.3 Observing Days 

The infrared limb darkening observations were taken 

on twenty-four days during the first half of 1974. A list 

of the observing days is provided in Table 2.2. The solar 

declinations that are listed in this table were computed 

from the American Ephemeris and Nautical Almanac. Values 

are for 12:00 noon Mountain Standard Time. The observa­

tional measures of the solar radius were calculated from 

the drift scans that were taken each day. Each measure is 

normalized to 1. A.U. The daily measures of the solar 

radius have an average value of 959.7" and a standard devia­

tion of 0.6". Wittman (1977) has recently suggested a value 

of 9 6 0.00+0.09" for the angular radius of the sun. The 

observational measures in Table 2.2 are in good agreement 

with this value of the solar radius. 



Table 2.2. The observing days. 
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Date Solar declination Observed solar, radius 

1/31/74 -17°19.5' 959.4 
2/01/74 -17 ° 02.5' 959.3 
2/02/74 -16° 45.3' 959.3 
2/15/74 -12 ° 36.6' 959.3 
2/16/74 -12°15.8' 958. 9 
2/24/74 -9° 2 3.3' 959.3 
2/25/74 -9° 01.01 959.6 
2/26/74 -8°38.6' 959.1 
3/16/74 -1° 40.01 959.4 
3/17/74 -1°16.2' 959.5 
4/20/74 +11° 35.0' 959.4 
4/21/74 +11°55.4' 959.3 
4/22/74 +12 °15.7' 959.3 
4/28/74 +14°12.71 959.7 
4/29/74 +14° 31.4' 959.4 
4/30/74 +14° 49.91 959.2 
5/12/74 +18°10.9' 960. 0 
5/14/74 +18° 40.41 960.1 
5/15/74 +18°54.7' 959. 9 
5/2 0/7 4 +20° 01.1' 960. 9 
5/21/74 +20°13.4' 960.3 
5/24/74 +20°48.21 960.2 
5/25/74 +2 0 ° 5 9.0' 960.5 
5/26/74 +21°09.51 961.2 
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Cumulus clouds frequently developed late in the 

morning over the mountain. On several days useful observa­

tions were taken for a couple of hours before the sun was 

finally obscured by clouds. Cirrus clouds also occasionally 

caused the partial or complete loss of an observing day. 

As these clouds drifted over the mountain from the south­

west, short periods of clear sky would alternate with longer 

periods of cloudiness on a time scale that was frequently 

somewhat less than the one hour that was required to com­

plete a daily set of observations. 

The existence of thin clouds of any type within 30° 

of the sun was considered to be serious enough to halt the 

observations. The particular set that was interrupted would 

then be restarted from the beginning unless the sky condi­

tions improved within about ten minutes. The sky conditions 

were checked before and after every drift scan on days when 

clouds were likely to interfere with the observations. On 

better days the sky was checked only once or twice during 

each set of observations. 

Winds of over 20 knots interfered with the observa­

tions on some days because the unshielded heliostat would 

vibrate whenever both it and the mirror cover doors attached 

to it were buffeted by strong winds. The effects of this 

wind shake were most noticeable in the drift scans whenever 

a gust of wind struck the heliostat just as the image of the 

limb was passing over the circular entrance aperture of the 



spectrometer. The resulting image motion would then appear 

as a spike or other discontinuity in the profile of the sun 

at the extreme limb. Most of the scans with anomalous limb 

profiles were simply repeated during the course of the ob­

servations. A few scans with very small inflections at the 

limb were also picked up in the first stage of the data 

reductions. 

The seeing conditions tended to be good in the 

morning and poor in the afternoon. The seeing conditions 

varied from 1 to 3" on a typical day. Although rather poor 

seeing washed out the spatial structure in each scan, it 

had virtually no systematic effect on the limb darkening 

except at the extreme edge of the solar disk. The spatial 

details of the individual drift scans were eventually 

eliminated, anyway, when the limb darkening measures from 

many different scans were averaged together in the data 

reductions. 



CHAPTER 3 

THE DATA REDUCTIONS 

The limb darkening observations were processed on 

the CDC 64 00 computer at the Kitt Peak National Observatory. 

The reductions were performed in several stages. In the 

first stage of the reductions each drift scan was processed 

with a spectroscopy program named REDUCER. This program was 

used with a special subroutine that calculated observational 

measures of the limb darkening at forty positions across the 

solar disk. The variable y was defined as the cosine of the 

angle between the normal to the solar surface and the line 

of sight to the earth throughout the reductions. The limb 

darkening measures in each scan were computed at regular 

intervals in log y since there was almost a linear relation­

ship between log y and the value of the limb darkening at 

most wavelengths. 

The limb darkening measures from the separate scans 

in each daily set were averaged together in a program named 

DRIFTl. A Student's test in DRIFTl checked the statistical 

agreement between the west and east limbs of the sun. The 

limb darkening measures from all of the daily sets at each 

wavelength were then averaged together in a program named 

DRIFT2. A Student's test in DRIFT2 checked the 

18 
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statistical significance of day-to-day variations in the 

limb darkening measures. A reduction sequence that was very 

similar to this one was also used to compute a series of 

scattered light measures off the limb of the sun. 

The general philosophy of the data reductions is 

discussed in Section 3.1. The specific reductions that were 

carried out with REDUCER are then presented in Section 3.2. 

The computations in DRIFTl and DRIFT2 are discussed in 

Sections 3.3 and 3.4. A discussion of the scattered light 

reductions is given in Section 3.5. 

3.1 Principles of the Data Reductions 

The instrumental response at each point I in every 

drift scan can be expressed as 

R(I) = gF (I) + Z (I) 

where F(I) is the radiant flux at the detector, g is the 

instrumental gain, and Z(I) is an independent term that must 

be added to the flux-produced signal in order to account for 

residual offsets in the instrumental zero. The gain g in­

cludes factors such as the quantum efficiency of the 

detector, the electronic amplification of the detector 

signal, and the renormalization of the data that occurs in 

the conversion of the analog signal into its digital form on 

the raw data tapes written by the Sigma II. The radiant 

flux depends on the intrinsic intensity of the solar disk, 

the transmission properties of the atmosphere, the 
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efficiency of the telescope and spectrometer, and the 

thermal emissivity of the sky, mirrors, and other surfaces 

that are visible to the detector. 

A portion of the radiant flux at the detector is 

always directly proportional to the solar intensity outside 

the atmosphere of the earth. The instrumental response can 

therefore be expressed as 

R(I) = gS(I) + gB(I) + Z(I) 

where S(I) is the component of F(I) that is directly pro­

portional to the solar intensity outside the atmosphere and 

B(I) is the residual radiation falling on the detector. 

In order to determine the limb darkening at various 

points across the solar disk, one must be able to isolate 

the solar signal gS(I) from the background signal gB(I) and 

the instrumental zero Z(I). Although the instrumental 

response R(I) is a direct function of the point number I in 

each scan, it can be treated as a function of time through 

the relation 

I = * 
T  

in which t is the elapsed time from the start of the scan 

and T is the integration time between successive points in 

the data. The instrumental response may also be regarded as 

a function of position in the sky through the relation 

j = 55 
x -15 cosfi 



in which a is the angular displacement of the sun with 

respect to the telescope in seconds of arc since the start 

of the scan and 6 is the solar declination. Because of the 

functional interdependency of both time and position in the 

sky to the point number I, it is possible to express the 

background as a power series 

B (I) = b + b,l + b„I2 + ... 
O 1 2 

The instrumental zero can also be expressed as 

2 
Z(I) = ZQ + 2^1 + Z2I + ... 

By substituting these terms in the expression for the 

instrumental response, one finds that 

R (I) = gS (I) + (gbo+ZQ) + (gb-^+z-^) 1+(gb2+z2) I2 + ... 

This can be rewritten as 

R(I) = gS (I) + CQ + C^I + C2I2 + . . . 

The coefficients CQ and can be computed from the instru­

mental response at any two points off the limb of the sun 

provided the nonlinear terms are close to zero. One then 

obtains a profile that is equal to gS(I) by subtrating the 

quantity CQ+C^I from each point in the drift scan. When the 

scan is then normalized to unity at disk center, each point 

across the disk becomes a direct measure of the solar limb 

darkening. 
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3.2 Limb Darkening Reductions 
in REDUCER 

The reduction program REDUCER is normally used to 

process spectroscopic data from the solar telescopes on Kitt 

Peak. The low-density magnetic tapes from the Sigma II were 

therefore rewritten in a high-density format that was 

suitable for use with REDUCER in the first step of the data 

reductions. 

Observations on a high-density REDUCER tape are 

stored in pairs of logical records. The first record in 

each pair is a 100-word block of descriptive information; 

while the second record is a 2N-word block of numerical 

data. Since REDUCER cannot accommodate data blocks that are 

larger than 4 09 6 words, the integer power N is always less 

than or equal to twelve. 

When a numerical data block is read by REDUCER, it 

is stored in the one-dimensional array R(I) inside the pro­

gram. A second array TR(I) is also available in the program. 

It is used for storing the Fourier transform of the real 

data in R(I) or for temporarily recording a block of data 

that has already been partially processed by the program. 

The data in both R(I) and TR(I) can be modified by calling 

for any one of a number of special operations that are pro­

vided in REDUCER. These operations are initiated by 

REDUCER commands that are listed on a set of data cards 

that is read by the program at the start of each run. The 
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requested commands are generally performed in the order in 

which they appear on the cards. A partial listing of the 

command library that is available in REDUCER is given in 

Table 3.1. The commands that are included in this table 

were employed throughout the data reductions and will be 

referred to by name whenever necessary. 

The data points for each drift scan were initially 

stored in two successive 2048-word data blocks on the high-

density REDUCER tapes. The following command sequence was 

therefore used to generate a 4096-word data block from each 

pair of 2048-word data blocks on the original input file: 

READ,RESCALE,LENGTH(4096),SHIFT(2048),EXCHANGE 
READ,RESCALE,LENGTH(4096),COMBINE,REVERSE,WRITE 

The reconstructed drift scans in each daily set were then 

processed with the following commands: 

READ,RE SCALE,OPTION,WRITE 

The OPTION subroutine in this sequence of commands produced 

a normalized solar profile from each drift scan. It also 

calculated independent measures of the limb darkening at a 

number of positions across the solar disk. 

A linear background function that was based on the 

first and last eleven points of the data block was sub­

tracted out of each drift scan at the start of OPTION. The 

highest point in the data block was next located by com­

paring successive values of R(I). The index I of this point 
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Table 3.1. Reducer commands. 

Command Explanation 

COMBINE 

EXCHANGE 

FOURTRAN 

INVTRAN 

LENGTH Cn) 

OPTION 

READ 

RESCALE 

REVERSE 

SHIFT (n) 

WRITE 

Each element of TR(I) is added to the 
corresponding element of R(I). 

The corresponding elements of R(I) and TR(I) are 
exchanged. 

The Fourier transform of the real data in R(I) 
is calculated and stored in TR(I). 

Complex data in TR(I) are inverse transformed 
into R CI) . 

RCI) is lengthened or shortened to the number of 
elements specified by the integer constant n. 

The auxiliary OPTION subroutine that has been 
compiled and loaded with REDUCER is executed. 

The next pair of logical records on the input 
file is read into the program. The data block 
is normalized so that the largest element of • 
RCI) has a value of unity. 

The elements of RCI) are rescaled back to their 
original values on the input file. 

The elements of RCI) are rearranged in reverse 
order, 

The index I of each element in RCI) is incre­
mented by the integer constant n. Elements 
shifted off one end of the array return to the 
opposite end in a circular fashion. 

The contents of RCI) are written on the output 
file in the standard REDUCER format. 
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was then assigned to the variable IMAX, and the drift scan 

was normalized to the average value of the data points from 

IMAX - 50 to IMAX + 50. 

The values of R(I) were checked again in the next 

step of OPTION. The index I of the first point in the block 

with a value greater than e was assigned to the variable 

LIMBW; while the index I of the last point in the block with 

a value greater than e ^ was assigned to the variable LIMBE. 

The point positions 

XLIMBW = LIMBW - 0.5 0 

and 

XLIMBE = LIMBE + 0.50 

were then defined as the solar limbs. The exact value of 

e ^ was truncated to 0.367 as a matter of convenience in 

these calculations. 

A linear background function that was based on the 

average instrumental response at the point positions 

PLACEW = XLIMBW - OFFLIMB 

and 

PLACEE = XLIMBE + OFFLIMB 

was subtracted from the drift scan in the next step of the 

subroutine. The variable OFFLIMB was 250.0 or 300.0 de­

pending on the observational wavelength. The average in­

strumental response was computed from one hundred values of 

R(I) near each position. 



The point position of the center of the sun was 

calculated as 

CENTER = (XLIMBW^XLIMBE) , 

and the solar radius was computed as 

(XLIMBE - XLIMBW) RSOLAR = 
2 . 0  

The drift scan was then normalized to the average value of 

the data points that lay in the range from log y = -0.01 on 

the west side of disk center to log y = -0.01 on the east 

£ide of disk center. 

The limb positions XLIMBW and XLIMBE were located 

again, and a revised linear background function was sub­

tracted from the scan. Since preliminary tests at several 

wavelengths indicated that the limb darkening measures would 

fall along gently curved lines when plotted as a function of 

log y, the final center normalization of the drift scan was 

derived from a least-squares quadratic fit to R(I) as a 

function of log y. Data points from log y = -0.015 on the 

west side of disk center to log y = -0.015 on the east side 

of disk center were used to compute the coefficients of this 

quadratic fit. The drift scan was normalized to the instru­

mental response that was predicted at disk center. 

Limb darkening measures were calculated next at a 

number of positions across the solar disk. The variable 

XLOGMU defined the log y position of each of these measures. 

The limb darkening was computed from a least-squares 
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quadratic fit to R(I) as a function of log y at each 

position. Data points from 

log y = XLOGMU - 0.02 5 

to 

log y = XLOGMU + 0.025 

were used in computing each fit. Since XLOGMU was decre­

mented from -0.05 to -1.00 in successive steps of -0.05 on 

each side of disk center, each fit to the data was almost 

completely independent. The limb darkening measures were 

recorded as formatted output on magnetic tape. 

3.3 Limb Darkening Reductions 
in DRIFTl 

The reduction program DRIFTl averaged the limb 

darkening measures in each of the daily sets on the output 

tapes from OPTION. The program also performed a number of 

statistical tests on the data. 

The limb darkening measures for each daily set were 

read into two arrays in DRIFTl. The array WEST(I,J) was 

used to store the limb darkening measures from the west limb 

of the sun; while the array EAST(I,J) was used to store the 

limb darkening measures from the east limb of the sun. The 

integer variable J normally varied from 1 to 12 and was used 

to index the individual drift scans in the daily set. The 

integer variable I was used to index the limb positions in 

each scan and always ran from 1 to 20. 
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The limb darkening measures WEST(I,J) and EAST(I,J) 

were used to compute two additional measures of the limb 

darkening at each of the limb positions in every scan. 

Measures of the average limb darkening in each drift scan 

were calculated as 

PAIR(I,J) = WEST(I,J)+EfiST(I,J). 

while measures of the difference between the west and east 

lines of the sun were calculated as 

DIFF(I,J) = WEST(I,J) - EAST(I,J) . 

PAIR(I,J,) and DIFF(I,J) were then treated as independent 

measures of the solar limb darkening in the remaining stages 

of the data reductions. 

Counts of WEST(I,J), EAST(I,J,), PAIR(I,J), and 

DIFF(I,J) were taken at each of the limb positions in the 

daily set. The resulting scan counts were stored in the 

arrays NW(I), NE(I), NP(I), and ND(I). Average limb 

darkening measures for the daily set were then calculated as 

NW (I) 
£ WEST(I,J) 

J=1 
AWEST(I) = 

AEAST(I) = 

APAIR(I) = 

NW (I) 

NE (I) 
I EAST(I,J) 
J=1 

NE (I) 

NP (I) 
E PAIR(I,J) 

J=1 
NP (I) 

r 

9 



and 

ADIFF(I) = 

ND (I) 
E DIFF (I, J) 

J=1 
ND (I) 

Standard deviations for the daily set were also calculated 

as 
NW(I) „ 

E (WEST(I,J)-AWEST(I)) 

SWEST (I) = [-^i Hwd) - ! -1V2. 

NE(I) ? 

E (EAST(I,J)-AEAST(I)) 

SEAST(I) = [-^ HE(I) . 1 ]1/2, 

NP(I) ? 

E (PAIR(I,J)-APAIR(I)) 

SPAIR(I) = [-^ Np(I) _ ± j1/2 

ND(I) p 

E (DIFF(I,J)-ADlEFF(I) ) 

SDIFF(I) = 1-^ Mp(I) _ x ]1/2. 

A flag was set in the program each time an individual limb 

darkening measure deviated from the average by an amount 

that was greater than 1.96 times the standard deviation. 

A Student's test in DRIFTl checked the statistical 

hypothesis that the limb darkening was the same on opposite 

sides of the sun at each limb position. Brandt (1970) has 

described the general procedure that was followed in the 

reductions. The test assumed initially that WEST(I,J) and 

EAST(I,J,) were both drawn from identical populations of 

limb darkening measures. A composite standard deviation for 



WEST(I,J,) and EAST(I,J) was therefore calculated at each 

limb position as 

q™„ _ r(NW(I)-l) • SWEST (I) 2 + (NE (I) -1) • SEAST (I) 2, 1/2 
bMEAN - L NW(][) + NE(I) _ 2 J 

The actual difference between the west and east limbs was 

then computed as 

DELTA = AWEST(I) - AEAST(I); 

while an estimator for the standard deviation of DELTA was 

calculated as 

= ,-SMEAN2 SMEAN2
1 1/2 

[NW(I) NE (I) 

The ratio of DELTA to SDELTA was next defined as the test 

parameter T. The probability of a given value of T at each 

limb position was expected to follow a Student's distribu­

tion with 

NF = NW(I) + NE(I) - 2 

degrees of freedom. Fractiles corresponding to a 5% level 

of significance in a two-tailed test of T were placed in a 

table TTEST(NF) inside the program. A flag was set each 

time the absolute value of an observed T exceeded the 

appropriate element of TTEST(NF). The difference between 

AWEST(I) and AEAST(I) was judged to be statistically sig­

nificant whenever the flag was set. 

The numerical results from DRIFTl were punched onto 

cards at the end of the program. The data cards for all of 
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the daily sets at each wavelength were then collected to­

gether and processed in DRIFT2. 

3.4 Limb Darkening Reductions 
in DRIFT2 

The reduction program DRIFT2 calculated a set of 

final limb darkening measures at each of the observational 

wavelengths. Certain statistical tests were also performed 

on the data. 

The numerical results from DRIFTl were read into a 

series of arrays in DRIFT2. The average limb darkening 

measures for the daily sets at each wavelength were stored 

in the arrays AWEST1(I,K), AEAST1(I,K), APAIR1(I,K), and 

ADIFF1(I,K); while the standard deviations for the daily 

sets were stored in the arrays SWEST1(I,K), SEASTl(IfK), 

SPAIRl(I,K), and SDIFF1(I,K). The scan counts from DRIFTl 

were stored in the arrays NW1(I,K), NE1(I,K), NP1(I,K), and 

NDl(I,K). The integer variable K was used to index the 

daily sets; while the integer variable I was again used to 

index the limb positions. The program skipped by the limb 

positions in each daily set that were affected by sunspots. 

Counts of AWESTl(I,K), AEASTl(I,K), APAIR1(I,K), 

and ADIFFl(I,K) were taken at each limb position. The re­

sulting set counts were stored in the arrays NNW1(I), 

NNEl(I), NNP1(I), and NND1(I). Final limb darkening 

measures for the daily sets were then calculated as 



32 

NNW1(I) 
E AWESTl(I ,K)-NW1(I,K) 

AWEST2 (I) = -5=i , 

E NW1 (I ,K) 
K=1 

NNE1(I) 
E AEASTl (I ,K) -NEl (I,K) 

AEAST2 (I) = 

and 

NNEl(I) 
E NEl(I,K) 
K=1 

NNP1(I) 
E APAIRl(IfK)'NPl(IfK) 

APAIR2(I) - — NNPl(I) ' 
E NPl(I,K) 
K=1 

NNDl(I) 
E ADIFF1(I,K) »ND1(I,K) 

K=1 
ADIFF2(I) = 

NND1(I) 
E NDl (I ,K) 
K=1 

Weighted standard deviations for the limb darkening measures 

in the daily sets were also calculated as 

NNWl(I) ? 
E (NW1(I,K)-1)-SWEST1(I,K) 

SWEST2(I) = nnwTTT) lV2' 

E (NW1 (I,K) -1) 
K=1 

NNEl(I) ? 

E (NEl(I,K)-1)-SEASTl(I,K) 

SEAST2 (I) = [-Si - )1/2, 

E (NEl(I,K)-1) 
K=1 
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SPAIR2 (I) 

NNPl(I) 
Z (NP1(I,K)-1)-SPAIRl(I,K) 
K=1 

2 

1/2 
NNP1(I) 
I (NPl (I, K) -1) 
K=1 

and 

SDIFF2(I) 

NNDl(I) 
£ (NDl(I, K)-1)•SDIFF1(I,K) 
K=1 

2 

1/2 
NNDl(I) 
Z (NDl(I, K)-1) 
K=1 

The weighted standard deviations and the final limb darken­

ing measures were printed out at each limb position. Final 

counts of the scans at each limb position were also compiled 

and printed out by the program. 

3.5 Scattered Light Reductions 

The background radiation near the limb of the sun 

was measured at each of the observational wavelengths from 

the normalized drift scans that had been used to determine 

the limb darkening across the disk. Although this back­

ground radiation actually resulted from a number of dif­

ferent physical processes and instrumental effects, it will 

be referred to collectively as scattered light. 

Each normalized drift scan from the limb darkening 

reductions was initially processed with the following 

REDUCER commands: 

READ,RESCALE,OPTION,WRITE 
EXCHANGE,REVERSE,WRITE. 
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The OPTION subroutine in this sequence of commands filled a 

shortened version of the array R(I) with those elements in 

each drift scan that ranged from LIMBW-0FFLIMB-5C) to LIMBW. 

The subroutine also filled a shortened version of TR(I) with 

those elements in each scan that ranged from LIMBE TO LIMBE+ 

OFFLIMB+5 0. The scans on the output tape thus alternated 

between the west and east limbs of the sun and were 301 and 

351 points in length depending on the value of OFFLIMB. 

The short scans of the background radiation were 

processed with the following commands: 

READ,RESCALE,REVERSE,OPTION(argl,arg2) 

The OPTION subroutine in this series of commands calculated 

observational measures of the scattered light at a number of 

positions off the limb of the sun. The first argument of 

the OPTION command was a label for the east or west limb of 

the sun. The second argument was the cosine of the solar 

declination on the date of observation. 

The point position 

RZERO = (0. 367-R(I) )/(R(2)-R(I) ) + 1.0 

was defined as the solar limb in each background scan. 

Point positions for the scattered light measures were then 

calculated as 

POS = RSEC/(0.60* COSDEC) + RZERO. 

The variable RSEC was incremented from 1.0 to 10.0 in steps 

of 1.0 and then from 15.0 to 60.0 in steps of 5.0. The 
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variable COSDEC was the cosine of the solar declination. 

Measures of the scattered light were therefore taken at 

twenty positions from 1 to 60" from the limb, The scattered 

light at the first ten positions off the limb was calculated 

by linearly interpolating between the data points on either 

side of the point position defined by POS, The instrumental 

response changed more gradually at the ten positions farther 

out, and the scattered light was calculated by averaging 

together five linearly interpolated points from POS-2.C) to 

POS+2.0. The scattered light measures from 1 to 10" from 

the limb thus have a lower statistical weight than those 

from 15 to 60" from the limb. The scattered light measures 

for each scan were recorded as formatted output on mag­

netic tape. 

The scattered light measures from OPTION were 

processed in the reduction program DRIFTl. As in the 

previous limb darkening reductions, DRIFTl averaged to­

gether the individual measures in each daily set and per­

formed a number of statistical tests on the data. Final 

scattered light measures at each wavelength were computed 

in DRIFT2. 



CHAPTER 4 

THE STATISTICAL TEST RESULTS 

A number of statistical tests were performed in 

DRIFTl and DRIFT2. These tests were expected to provide 

direct evidence of any inconsistencies in the experimental 

results. Statistically significant deviations from the mean 

at each limb position were flagged in DRIFTl, A Student's 

test in DRIFTl also checked the statistical agreement 

between the west and east limbs of the sun. A similar 

Student's test in DRIFT2 was used to check the consistency 

of the limb darkening measures from different days. The 

results of the statistical tests in DRIFTl are discussed in 

Section 4.1. The statistical test results from DRIFT2 are 

presented in Section 4.2. 

4.1 Statistical Results from DRIFTl 

A flag was set in the reduction program DRIFTl each 

time an individual limb darkening measure deviated from the 

mean by more than 1.9 6 times the standard deviation. Such 

deviations were expected to occur 5% of the time at each of 

the limb positions in every daily set. Out of the 74960 

individual limb darkening measures that were computed in 

this research, only 2700 were flagged by the program. This 

corresponds to a 3.6% rate of occurrence. Since the 

36 
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variance of the limb darkening measures was determined pri­

marily by the amplitude of the temperature fluctuations in 

the atmosphere, this result was probably caused by the 

granulation in the solar atmosphere. The least-squares 

quadratic fitting procedure that was used in the reductions 

in OPTION could also have had some effect on the distribu­

tion of the individual measures at each position. 

On some days there were sunspots or other active 

regions that passed through a few of the scans in each of 

the daily sets. The frequency of unusually large deviations 

from the mean at such locations was roughly the same as at 

other positions on the sun. This result undoubtedly stemmed 

from the fact that the standard deviation itself became 

proportionally larger whenever a few of the scans in a daily 

set passed over an anomalous region on the disk. The limb 

darkening measures at these locations were obviously not 

reliable, however, and were therefore deleted from the data 

that were processed in DRIFT2. 

Large deviations from the mean occurred exactly 5% 

of the time in the scattered light reductions. The 

scattered light measures thus appear to be normally dis­

tributed. This result is particularly reassuring since the 

background radiation in each scan was expected to be almost 

entirely caused by random statistical processes. 

The Student's test in DRIFTl was designed to test 

the hypothesis that the limb darkening was the same on 
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opposite limbs of the sun. The sign of DELTA at each limb 

position in every daily set is listed in Table 4.1. Paren­

theses signify that the absolute value of T was greater than 

the fractile of the Student's distribution that corresponded 

to a 5% level of significance in the test. Each limb posi­

tion that was affected by a sunspot is underlined. 

Substantially fewer DELTA of one sign or the other 

in a daily set would indicate that the scans were system­

atically tilted. Such asymmetric effects could be caused by 

a nonlinear drift in the instrumental zero, a slow variation 

in the atmospheric transmission, or a slight change in gain 

over the duration of each scan. 

The statistical hypothesis that a positive or nega­

tive value of DELTA was equally likely at each limb position 

was tested in every daily set. The likelihood of having K 

positive or K negative values of DELTA in a set of N samples 

was expected to follow a binomial distribution 

N = N! (0.50)N 
K K!(N-K)! 

The strictest level of significance for which the test 

hypothesis could be rejected for each daily set was there­

fore calculated as 



Table 4.1. Statistical test results from DRIFTl: sign of DELTA for limb darkening 
measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ ai afc 

10840.10 A 
1 / 3 1 / 7 4  +  + - + + - + . + + + . + 1 1  9  8 2 .  , 4 %  0  1 0 0 ,  . 0 %  
2 / 0 1 / 7 4  +  t - )  + + . - - <• . + - 1 6  4  1 .  . 2 %  2  2 6 .  . 4 %  
2 / 0 2 / 7 4  -  +  -  C - )  -  -  -• - (-) • + - - - + 1 7  3  0 .  , 3 %  2  2 6 .  . 4 %  

10854.00 A 
-7T6T7rr + c-) 1 i + + 1 1 1 + + + + + + 11 9 82. .4% 3 7.6% 
2/02/74 1 + 1 1 1 + + + 1 + . - (-) (-) (-) (-) 15 5 4. .1% 5 0.3% 
2/02/74 +  +  - -  - ( - ) -  +  +  +  - 15 5 4 . . 1% 2 26.4% 

10865.00 A 
1 / 3 1 / 7 4  ( + 1  +  +  +  ( + )  -  -  -  +  ( + )  +  + + + 9  1 1  8 2 .  . 4 %  3  7 .  . 6 %  
2 / 0 1 / 7 4  - + + + 1 4  6  1 1 .  . 5 %  1  6 4 .  , 2 %  
2 / 0 2 / 7 4  "  M  -  "  -  - 1 7  3  0 .  . 3 %  1  6 4 .  . 2 %  

12466.63 A 
2/16/74 + + + + - - + + + + - (+) + + + + + 6 14 11. ,5% 1 64.2% 
4/21/74 - + - + + (-) + + - - - - - + + - - 13 7 26. ,3% 1 64.2% 
4/22/74 + - + + + + + + (+) + (+) (+) + + + - + + 4 16 1, ,2% 3 7.6% 
4/29/74 (-) + <-> + - + + + + - + + + + - - + + - - 8 12 50. ,3% 2 26.4% 
4/30/74 + (+) + + + + + - - + + - + + + + + 6 14 11. ,5% 1 64.2% 

12505.51 A 
2 / 1 6 / 7 4 "  -  ( + )  C + )  + C - )  +  +  C + J  -  ( + )  -  - +  +  +  +  +  +  +  6  1 4  1 1 .  . 5 %  5  0 .  . 3 %  
4 / 2 1 / 7 4  +  - - - +  +  -  < - )  ( + )  +  +  - +  +  +  + +  9  1 1  8 2 .  . 4 %  2  2 6 .  , 4 %  
4 / 2 2 / 7 4  +  - + - +  - +  -  +  +  +  ( + )  +  +  - +  +  +  7  1 3  2 6 .  . 3 %  1  6 4 .  . 2 %  
4 / 2 9 / 7 4  - +  +  +  - - -  -  - - - +  - +  - +  +  1 3  7  2 6 .  . 3 %  1  6 4 .  . 2 %  
4 / 3 0 / 7 4  _ - ( + )  +  +  +  + +  ( - )  - +  +  +  - 1 1  9  8 2 .  . 4 %  2  2 6 .  . 4 %  

1 6 2 2 2 . 0 0  A  
2/15/74 " + + ill - + + + + (+) - (+) + - _ + + + + + - 5 14 6. ,4% 2 24. ,5% 
2/24/74 + + ' + + (+) + + - + + + + - + + + - + + + 3 17 0. .3% 1 64. .2% 
2/26/74 + - + + + + + + - + • + + - + + - + - - 7 13 26. ,3% 0 100. .0% 
3/16/74 + + - + t - + + + + (+) + (+) + - - + + - - 6 14 11. ,5% 2 26. .4% 
4/20/74 + - + - + + + - + - + + - - + + + - 9 11 82. .4% 0 100. .0% 
4/21/74 - - + + + + + + + • + + - - - + + + + + 6 14 11. .5% 0 100. .0% 
4/28/74 + + + + + + + + + + + (+) + (+) + + + + + 0 20 0. .0% 2 26. .4% 
4/29/74 - + - + + - + + + + + (+) + + + + - - - - 7 13 26. .3% 1 64. .2% 



Table 4.1.—Continued Statistical test results from DRIFTl: sign of DELTA for 
limb darkening measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

16513.18 A 
" 2/1S/-J4 - + (+) - - + 
2/24/74 + - - - + -

2/25/74 + - - - - -

2/26/74 + - + + + -

3/16/74 - - + C-) (-) (-) 
4/20/74 - + - - • -

4/21/74 + + + + + + 
4/28/74 - + + + + + 
4/29/74 + + + + -

21855.59 A 
2/24/74 - + - + - M 
4/21/74 + - ~ + + -

4/28/74 + - + + -

4/29/74 + + + - + 

21907.47 X 
2/24/74 + + + + + (+) 
3/17/74 - - - - - + 
4/20/74 - + + - -

4/21/74 + - - + + (-) 
4/28/74 + + - + - -

4/29/74 + + - - + + 

23121.03 A 
1 2/24/74 + - + + + + 
2/25/74 - - + + + -

3/16/74 - (-) C-) - - -

23127.19 A 
2/24/74 - - + - - -

2/25/74 + - + + + -

3/16/74 - - + - - -

3/17/74 + - - + + + 
4/20/74 - + + + - + 
4/29/74 - - - + -

-  +  - -  - -  -  +  +  +  +  +  

-  -  -  -  ( - )  -  ( - )  ( - )  -  -  ( - )  

- -  +  - -  -  +  +  +  +  +  -

+  - -  -  +  +  - -  +  +  +  +  
+ - + - + - + - + + + + 
+ + - + 
-  +  +  - - •  +  - - ( - ) ( - ) -

- + + + + + + + + + - + 

+ + - + - + + + + + + 

+  +  +  +  +  +  +  +  +  +  +  +  

- - ( + ) -  +  +  +  - -  +  -  +  

+ + (-) 
+  +  +  -  -  - ( - ) ( - ) -

+  +  +  +  -  +  -  +  - -  - ( - ) -

-  +  +  -  +  +  +  +  +  +  - -  -

-  +  +  +  +  +  +  -  +  -  +  +  +  

-

- - - -  -  +  -  +  +  +  +  +  +  

- 13 6 16. ,7% 0 100. 0% 
- 12 e 50, .3% 0 100. ,0% 

(-) 19 i 0. .0% 6 0. ,0% 
- 9 n 82. .4% 0 100, ,0% 
+ 11 9 82. .4% 3 7, 6% 
- 11 9 82. .4% 0 100, ,0% 

(-) 11 9 82. .4% 1 64. ,2% 
- 10 10 100. ,0% 2 26. ,4% 
+ 5 15 4. ,1% 0 100. ,0% 

+ 13 7 26. .3% 1 64. ,2% 
+ 5 15 4. ,1% 0 100. .0% 
+ 11 9 82. .4% 0 100. 0% 
+ 10 10 100. , 0% 0 100. ,0% 

+ 0 20 0. .0% 1 64. ,2% 
- 17 3 0. ,3% 0 100. ,0% 
+ 12 8 50. ,3% 1 64. ,2% 
- 11 9 82. ,4% 2 26. ,4% 
+ 12 8 50. .3% 0 100. .0% 
- 12 8 50. .3% 0 100. .0% 

13 7 26, .3% 1 64, .2% 
+ 12 8 50, ,3% 2 26. .4% 
- 20 0 0, .0% 2 26, ,4% 

+ 15 5 4, .1% 0 100. ,0% 
- 10 10 100, .0% 1 64, .2% 
- 11 9 82, .4% 0 100. .0% 
+ 5 15 4, .11 0 100, .0% 

( - )  15 5 4 .1% 1 64. ,2% 
+ 11 9 82. .4% 0 100. .0% 



Table 4.1.—Continued Statistical test results from DRIFTl: sign of DELTA for 
limb darkening measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

23132.73 A 
3/17/74 - + + - + + + + + 
4/20/74 - + - + + + - + + - + - + -
4/21/74 + + - + + - + 
4/22/74 + -- -C-) - + - + - + + + -
4/29/74 + -- + -- - + -- + + + - + + + + + + 
4/30/74 - - + + + + + 

38839.36 A 
5/12/74 + + + + -+ _+ +_ + - + - + - + - + + --
5/14/74 + + (+) + + + + (+) + + + - + +(-)(-)-(-)-
5 / 1 5 / 7 4  ( + ) + -  +  - -  +  +  -  +  - ( - ) + + ( - )  

38862.02 A 
5/12/7 4 - + -- + + + + — + — + — — — — + + 
5/14/74 + + + + + + +(+)- + + + - + + + + + + + 
5/15/74 (+) + + + - (+) + + + + - — + + + + + + + + 

45908.50 A 
5/21/74 (-)(-)(-)- (-) (-) (-) (-) (-)---
5/24/74 + 
5/25/74 - - (-) (-) (-) - (-) (-) (-) (-) (-) (-) - (-) (-) - - - -

46142.57 A 
5/21/74 (+)+ + + + + + +(-)+ + + + + + + + + + + 
5/24/74 + - + + + + + + + + + + + + +(+)+ + + + 
5/25/74 + - + + + + + + + + + + - + + + - — — -

85636.32 A 
5/20/74 + + 
5 / 2 5 / 7 4  -  -  - ( - )  +  ( - ) - ( - ) -  -  -  -  +  -  -  -  ( - )  ( - )  ( - )  
5/26/74 - + - + - + + + - + + 

104007.55 A 
5/20/74 + + + + +(-)--- + + + - + + + -- --
5/25/74 + + + + + + + 
5/26/74 (-) - + + - + -

N_ N+ a i Nt °t 

13 7 26. , 3% 1 64.24 
12 8 50. ,3% 0 100.04 
12 8 50. 3% 0 100.Ot 
14 6 11. ,5% 1 64.2* 
8 12 50. ,3* 0 100.04 
14 6 11. ,5% 1 64.2% 

7 11 48. ,1% 0 100.0% 
7 13 26. 3% 5 0.3% 
12 7 35. 9% 2 24.5% 

9 9 100. 0% 0 100.0% 
2 18 0. 0% 1 64.2% 
3 16 0. ,4% 1 62.3% 

20 0 0. .0% 8 0.0% 
16 4 1, .2% 3 7.6% 
20 0 0. .0% 12 0.0% 

1 19 0. . 04 2 26.4% 
1 19 0, ,0% 1 64.2% 
6 14 11. ,5» 0 100.0% 

15 5 4, .1% 1 64.2% 
18 2 0. , 0% 7 0.0% 
12 7 35, .9% 1 62.3% 

9 11 82. .4% 1 64.2% 
9 11 82. .4% 2 26.4% 
14 5 6. .4% 0 100.0% 
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a .• = 

N, 
,N 2 Z w" for N < N 

K=0 + 

1 

N 
,N 

for N+ = N_ 

2 E W" for N• > N 
K=0 + 

The computed values of a are included in Table 4.1. 

A slight tilt to the scans in a daily set was not 

expected to have much of an effect on the final limb darken­

ing measures since the individual measures from the west and 

east limbs of the sun were paired together in the data 

reductions. If the tilt were great enough to cause the 

values of DELTA to fail the Student's test significantly 

more often than 5% of the time, however, there could be 

systematic effects which would need to be considered. 

The statistical hypothesis that DELTA had a 5% 

probability of failing the Student's test was itself tested 

in each daily set. The likelihood of K failures in N 

samples was expected to follow a distribution 

N _ N! (0.05)K(0.95)N K 
K K!(N-K)! 

The strictest level of significance for which the test 

hypothesis could be rejected was therefore calculated as 



°T " "  ̂ • 
T k=Nt k 

The computed values of aT are also included in Table 4.1, 

The values of DELTA for four of the daily sets which 

have pronounced tilts are presented graphically in Figures 

4.1 to 4.4. The daily set at 16513.18 & is the only daily 

set at that wavelength which is significantly tilted. The 

two daily sets at 4 5908.50 K, however, are both tilted in 

the same direction. Since the observed spectrum is de­

pressed by atmospheric lines throughout this particular 

region, it is possible that an undetected solar line was 

Doppler shifted in or out of the bandpass of the spectrom­

eter in scanning from one side of the sun to the other at 

this wavelength. The daily set at 85636.32 & has a pro­

nounced asymmetry at the extreme limb. This asymmetry is 

probably caused by seeing. 

The statistical test results from DRIFTl for the 

scattered light measures are given in Table 4.2. The values 

of DELTA for five of the daily sets which have pronounced 

tilts are then presented graphically in Figures 4.5 to 4.9. 

The tendency of the instrumental zero of the silicon diode 

detector to drift upward in small steps is probably respon­

sible for the tilts from 10840.10 to 10865.00 A. The tilts 

at the other observational wavelengths are probably also 

caused by irregular changes in the thermal background or the 
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Table 4.2. Statistical test results from DRIFTl: sign of DELTA for scattered 
light measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ ai Nt at 

+ + + + (-) (-) <-> (-) (-) (-) (-) (-) 16 4 1. 2% 9 0.0% 
- - _ - - - (-) (-) (-) (-) M M (-) (-) (-) (-) ( - )  (-) M 20 0 0. 0% 13 0.0% 

20 0 0. 0% ' 4 1.6% 

(-) (-) (-) (-) (-) (-) (-) (_) _ _ 20 0 0. 0% e 0.0% 
+ + + _ + ( - )  16 4 1. 2% i 64.2% 
+ + - - - - - - - (-) - (-) (-) (-) - C-) (-) ( ~ )  C-) - 18 2 0. 0% 8 0.0% 

+ + (-) M (-) 18 2 0. 0% 3 7.6% 
- - - - - - - - - - M (-) (-) C-) (-) (-) (-) ( - )  <-) (-) 20 0 0. 0% 10 0.0% 
- - - - + + + + + + - + 13 7 26. 3% 0 100.0% 

+ + + + + + _ + . 13 7 26 3% 0 100.0% 
+ + + + + + + + + + + + + - + + + + + 2 18 0 0% 0 100.0% 

+ - + + + + + + + + + + + + + + - - - - 5 15 4 1% 0 100.0% 
+ + + + + + + + + + + - - - ( - )  - - (-) (-) (-) 9 11 82 4% 4 1.6% 

+ - - - - - - + + + + + + + + + + + + 7 13 26 3% 0 100.0% 

+ + + + + + + + + . _ . (-) 11 9 82 4% 1 64.2% 
• + + + _ - + + + + + + + + + + + + + 4 16 1 2% 0 100.0% 

+ + + + - - + - - - - _ - - + + - - - 13 7 26 3% 0 100.0% 
+ _ - - _ _ _ - - . - + - + - - - - - - 17 3 0 3% 0 100.0% 
- - + + + + + + + + + + + + + 7 13 26 3% 0 100.0% 

+ + + + + + + + . + _ . 11 9 82 4% 0 100.0% 
+ + + + + + + + + + + + + + + + + + + + 0 20 0 04 0 100.0% 
+ + + (+) (+) + + + + (+1 (+) + - - - + + + + + 3 17 0 3% 4 1.6% 
+ _ • + + + + + + + + + - . - - - - - 10 10 ' 100 0% 0 100.0% 

_ _ _ _ _ _ + _ - + + + + 15 5 4 1» 0 100.0% 
+ _ _ + + + + + + + _ _ . - - • - - - - 12 8 50 3% 0 100.0% 
+ + - - + + + + + + + + + + + + + - - 5 15 4 1% 0 100.0% 
+ + + + + + - + + + + + + + + + + - + + 2 18 0 04 0 100.0% 

10840.10 A 
1/31/74 
2/01/74 
2/02/74 

10854.00 A  
"1751773™ 
2/02/74 
2/02/74 

10865.00 A 
1/31/74 
2/01/74 
2/02/74 

12466.63 A 
2/16/74 
4/21/74 
4/22/74 
4/29/74 
4/30/74 

12505.51 A 
2/16/74 
4/21/74 
4/22/74 
4/29/74 
4/30/74 

1 6 2 2 2 . 0 0  A  
2/15/74 
2/24/74 
2/26/74 
3/16/74 
4/20/74 
4/21/74 
4/28/74 
4/29/74 



Table 4.2.—Continued Statistical test results from DRIFTl: sign of DELTA for 
scattered light measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

16513.18 A 
2/15/74 + + + + + 
2/24/74 + 
2/25/74 + + _ + + + 
2/26/74 — — — — — — — — — — — — — — + + — + + + 
3/16/74 + + - + + + + + ) 
4/20/74 - - + + + 
4/21/74 + + + + + + + + -
4/28/74 - -- - + + + - + + + + + + + + + + + + 
4/29/74 + + + - + + + + + + + + +(+)(+)+ + + + + 

21855.59 A  
2/24/74 - + + - + + - + + + 
4/21/74 + + + + + + + - — -- -- + - + - — + — 
4/28/74 + (+} {+) (+) {+) + — — — — + + + — + + + + + + 
4/29/74 — — + + + + — — — — — + + + + + + + + + 

21907.47 A  
4/24/74 - - + + + + + + + + + + + + + + + + + + 
3/17/74 + + -- -- -- - + + -- + + + + + + + 
4/20/74 - + + + + + + + - + + + + + -- - + --
4/21/74 - + _ + + + + -
4/2 8/74 + 
4/29/74 (+)+- + + + + + + + + + + + + + + + - + 

23121.03 A 
2/24/74 + + 
2/25/74 + + + _ 
3/16/74 + + + + + + + + + + -(-)(-)(-) (-) 

23127.19 A 
2/24/74 - - + + 
2/25/74 - - + 
3/16/74 - -- -- + + + + + + + + + + + + -
3/17/74 + 
4/20/74 - + + + + + + + + + + + + + + + + + 
4/29/74 - - - - (-) C-) (-) (-)(-) 

N_ N+ a ± Nt °t 

13 7 26. 3% 0 100.0% 
15 5 4. 1% 0 100.0% 
15 5 4 . 1% 0 100.0% 
15 5 4. 1% 0 100.0% 
11 9 82. 4% 1 64.2% 
17 3 0. 3% 0 100.0% 
11 9 82. 4% 0 100.0% 
5 15 4. 1% 0 100.0% 
1 19 0. 0% 2 26.4% 

13 7 26. 3% 2 26.4% 
10 10 100. 0% 0 100.0% 
5 15 4. 1» 4 1.6% 
7 13 26. 3% 0 100.0% 

2 18 0. ,0% 0 100.0% 
9 11 82. ,4% 0 100.0% 
7 13 26. ,3% 0 100.0% 
15 5 4. ,1* 1 64.2% 
15 5 4. .1% 0 100.0% 
2 18 0. , 0% 1 64.2% 

17 3 0, .3% 0 100.0% 
16 4 1. ,2% 1 64.2% 
10 10 100. ,0% 4 1.6% 

15 5 4. , 1% 0 100.0% 
- - 18 2 0. , 0% 0 100.0% 
+ + 6 14 11. ,5% 0 100.0% 
+ + 12 8 50. ,3% 0 100.0% 
+ (+) 1 19 0. ,0% 1 64.2% 
- - 20 0 0. ,0t 6 0.0% 



Table 4.2.—Continued Statistical test results from DRIFT1: sign of DELTA for 
scattered light measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ ai N 

23132.73 A 
'• 5/17/74 + + + + 
4/20/74 — — — — — — — — — — + — + + + + + + + + 
4/21/74 +(+)(+)+ +(+)(+)+ + + + - - - - - - - + 
4/22/74 - + + + + + + + + + 
4/29/74 + + + + + + + + + 
4/30/74 + - - - - + - + + + +(+)(+)(+)+ + ( + ) + + + 

38839.36 X 
5/12/74 - - + - + _ + + __- + + + 
5/14/74 1-) (-) (-) (-) (-) M (-)-(-) [-) -------- - (-) 
5/15/74 -

38862.02 A 
5/12/74 ' + + + 
5/14/74 + - + - + + 
5/15/74 + 

45908.50 A  
5/21/74 + + + + 
5/24/74 + -- -- + -- -- - + - + + + + + + + 
5/25/74 - -

46142.57 A 
5/21/74 + + + + + + +(+)(+)(+)+ + + + ------
5/24/74 - -- -- -- - + + + - + + + + + + + + 
5/25/74 - - + + + + + + + + + -- + -- -- --

85636.32 A 
5/20/74 - + - + + + 
5/25/74 + - + + + + -
5/26/74 - - + - + + + + - + + 

104007.55 A  
5/20/74 - + + + - + + 
5/25/74 
5/26/74 - + + + 

16 4 1. 2% 0 100. 0% 
11 9 82. 4% 0 100. 0« 
8 12 50. 3% 4 1. 6% 
11 9 82. 4% 0 100. 0% 
11 9 82. 4% 1 64. 2% 
5 15 4. 1% 4 1. 6% 

13 7 26. 3% 0 100. 0% 
20 0 0. 0% 10 0. .0% 
18 2 0. 0% 1 64. ,2« 

17' 3 0. 3% 3 7. 61 
16 4 1. 2 % 0 100. .01 
17 3 0. 3% 2 26. ,4% 

13 7 26. ,3% 0 100. .0% 
10 10 100. ,04 0 100, ,0% 
19 1 0. ,0% 0 100, .0* 

6 14 11. ,5% 3 7, .61 
9 11 82, ,4% 0 100. .0% 
10 10 100, , 0% 0 100. .0% 

15 5 4, . 1% 1 64 .2% 
13 7 26. . 3% 3 7 .6% 
12 8 50 . 3% 0 100 . 0% 

15 5 4 .1% 1 64 .2% 
17 3 0 .34 3 7 .61 
16 4 1 .2% 2 26 .41 

(J1 
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instrumental zero. Since the residual errors in the back­

ground subtraction procedure generally seem to be less than 

±0.0005, they should have a negligible effect on the limb 

darkening measures. 

Several conclusions may be drawn from the results of 

the statistical tests in DRIFTl. Since the scattered light 

measures appear to be more or less the same off opposite 

limbs of the sun, one can assume that the background was 

relatively constant for each scan and that the smearing 

functions for scattering, seeing, and instrumental diffrac­

tion were nearly symmetric. The fact that the limb darken­

ing measures are generally the same on opposite limbs of the 

sun also demonstrates that the instrumental gain was con­

stant during each scan. 

4.2 Statistical Results from DRIFT2 

The Student's test in DRIFT2 checked the statistical 

hypothesis that the limb darkening was the same on all days 

at each wavelength. The sign of DELTAP is listed at each 

limb position for every daily set in Table 4.3. Parentheses 

signify that the absolute value of T was greater than the 

fractile of the Student's distribution that corresponded to 

a 5% level of significance in the test. A zero in place of 

a sign indicates that the measure was deleted because of a 

sunspot. 



Table 4.3. Statistical test results from DRIFT2: sign of DELTAP for limb 
darkening measures. 

Position Index I 

Daily set 

10840.10 A 
1/31/74 
2/01/74 
2/02/74 

10854.00 A 
2/01/74 
2/02/74 
2/02/74 

10865.00 A 
1/31/74 
2/01/74 
2/02/74 

12466.63 A  
2/16/74 
4/21/74 
4/22/74 
4/29/7 4 
4/30/74 

12505.51 A 
••• J/W74 
4/21/74 
4/22/74 
4/29/74 
4/30/74 

16222.00 A 
2/15/74 
2/24/74 
2/26/74 
3/16/74 
4/20/74 
4/21/74 
4/28/74 
4/29/74 

1 2 3 4 5 6 7 e  9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ ai Nt at 

+  +  +  +  +  (  +  )  +  +  +  +  +  (  +  )  +  ( - )  ( - )  ( - )  7 13 26. 34 5 0 . 3 %  
- _ +  +  - ( - )  - +  - - - ( - )  - - (-) - +  ( + )  +  +  13 7 26. 3% 4 1.6 %  
+  +  - - - +  ( + )  - +  - +  +  +  - +  - +  +  +  +  7 1 3  26. 3% 1  6 4 . 2 %  

+  +  ( + )  ( - )  +  . +  +  . _ _ _ __ 14 6 11. 5% 2 26. 4% 
+  +  +  - +  +  +  +  +  +  +  - - +  +  + +  +  4 16 1 .  2% 0  1 0 0 . 0 %  
- - +  - - ( + )  +  - +  - +  - +  +  +  +  - - +  +  9  11 82. 4% 1 64.2% 

+  ( - )  ( + )  ( - )  + ( - )  + +  +  +  +  12 8 50. 3% 4 1 . 6 %  
_ _ - - - C - )  - - +  - ( - )  +  - - +  +  +  +  14 6 11. 5% 2 26.4% 
+  +  +  +  +  (+) +  +  ( + )  - +  +  +  +  ( + )  +  - ( - )  ( - )  M  5 15 4. 1% 6 0 . 0 %  

+  +  +  ( - )  +  +  +  14 6 11. 5% 1 64.2% 
• - - - +  +  +  ( + )  +  +  - - - - - - - - ( - )  (-) 14 6 11. 5% 3 7.6% 
- +  +  +  +  - - - +  - - - +  - +  +  +  +  +  +  8 12 50. 3% 0 1 0 0 . 0 %  
+  ( + )  +  +  +  ( + )  +  +  • +  +  +  +  +  +  - - - +  +  - 4 16 1 .  2% 2 26.4% 
+  - +  - - - - - ( + }  +  - +  +  +  +  +  +  (+) 9  11 82. 4% 2 2 6 . 4 %  

+  +  +  +  +  +  +  ( - )  +  +  +  +  _ 9  11 82. 4% 1  6 4 . 2 %  
- - +  - +  - - - +  +  +  +  - - - - ( - )  M  M  (-) 14 6 11. 5% 4 1 . 6 %  
+  +  +  +  - - +  - - - (-) - - - - • +  +  +  +  11 9 82. ,4% 1  6 4 . 2 %  
+  +  +  - t+) C+) +  - +  +  +  +  +  +  +  - - - - 5 14 11. ,5% 2 2 6 . 4 %  
- - - +  - ( - )  - +  - - (  +  )  - - +  +  +  +  + + +  10 10 100, .0% 2 26.4% 

0 +  +  +  +  +  +  +  +  (  +  )  ( + >  +  . + . 7 12 16, .7% 2 2 4 . 5 %  
- +  +  .. +  - - - - +  +  +  +  - - 13 7 26, ,3% 0 1 0 0 . 0 %  

- +  - +  .. +  +  - - +  +  +  - - +  +  +  10 10 100, , 0% 0 1 0 0 . 0 %  
+  _ - - +  - +  - +  • - - ( - )  {-) (-) M M (-> 16 4 1 ,  ,2% 6 0 . 0 %  

+  .. +  +  - +  +  +  - +  +  - +  +  +  +  +  (+) +  5 15 4, .1% 1 6 4 . 2 %  
_ +  * - +  +  +  +  - +  - - +  +  .. + +  +  9 11 82, ,4% 0 1 0 0 . 0 %  
+  • - .. - +  +  - - - +  - +  +  +  +  +  +  +  +  8 12 50, ,3% 0  1 0 0 . 0 %  
+  +  +  - +  - - - - - - +  - - - +  • - - 14 6 11, .5% 0 I Q Q . 0 %  

U1 
-J 



Table 4.3.—Continued Statistical test results from DRIFT2: sign of DELTAP for 
limb darkening measures. 

Position Index I 

Daily set 

16513.18 A 
— 2 / 1 5 / 7 4  -  - 0  +  +  -  ( - ) - - -  +  +  +  +  +  +  +  - -  -  1 0  9  1 0 0 . 0 %  1  6 2 . 3 %  

2 / 2 4 / 7 4  +  +  +  -  +  +  +  +  -  +  -  +  +  +  +  + (  +  ) ( + ) ( + ) ( + )  3  1 7  0 . 3 %  4  1 . 6 %  
2 / 2 5 / 7 4  - - -  +  -  +  + ( - ) - ( - ) - - -  +  +  +  +  +  + (  +  )  1 0  1 0  1 0 0 . 0 %  3  7 . 6 %  
2 / 2 6 / 7 4  +  +  +  +  +  +  +  +  +  +  +  -  +  +  +  +  +  +  +  +  1  1 9  0 . 0 %  0  1 0 0 . 0 %  
3 / 1 6 / 7 4  -  -  +  +  +  +  +  +  +  +  +  +  +  - -  - -  - -  -  9  1 1  8 2  . 4 %  0  1 0 0 . 0 %  
4 / 2 0 / 7 4  ( - )  1 - )  t - )  ( - ) - - -  C " )  2 0  0  0 . 0 %  6  0 . 0 %  
4 / 2 1 / 7 4  +  -  +  - -  +  -  +  +  +  +  +  - -  +  +  - -  - -  1 0  1 0  1 0 0 . 0 %  0  1 0 0 . 0 %  
4 / 2 8 / 7 4  +  +  +  +  +  +  +  -  +  +  -  +  +  +  - -  - -  - -  8  1 2  5 0 . 3 %  0  1 0 0 . 0 %  
4 / 2 9 / 7 4  +  +  5  1 5  4  . 1 %  2  2 6 . 4 %  

21855.59 A 
— 2 / 2 4 / 7 4  +  1 8  2  0 . 0 %  0  1 0 0 . 0 %  

4 / 2 1 / 7 4  +  +  +  - -  +  -  +  +  +  +  +  +  +  - -  - -  - -  9  1 1  8 2 . 4 %  0  1 0 0 . 0 %  
4 / 2 8 / 7 4  -  _ -  +  +  - -  +  +  - -  -  +  +  -  +  +  +  +  +  9  1 1  8 2 . 4 %  0  1 0 0 . 0 %  
4 / 2 9 / 7 4  +  +  +  -  +  +  +  +  +  - -  - ^ -  +  +  +  - r -  -  9  1 1  8 2 . 4 %  0  1 0 0 . 0 8  

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ ai Nt 

0 + + (-) + + + + + + + 10 9 100. 0% 1 
+ + + - + + + + - + - + + + + + ( + ) (+) (+) (+) 3  17 0 .  3 %  4  
_ - - + - + + (-) - (-) - - - + + + + + + ( + ) 10 10 100. 0% 3  
+ + + + + + + + + + + - + + + + + + + + 1 19 0 .  0% 0  
_ _ + + + + + + + + + + + - - - - - 9 11 82. 4 %  0  

[-) (-) C - )  (-) - - - (-> ( -> - - - - - - - • - - - - 20 0 0 .  0% 6 
+ + - + - + + + + + - - + + - - - - 10 10 100. 0% 0 
+ + + + + + + - + + - + + + 8 12 50. 3 %  0 
+ + - - - - + + + - - - - C - )  (-) - - - - - 5 15 4 .  1% 2 

. + + 18 2 0 .  0% 0  
+ + + + - + + + + + + + - - - - - - 9 11 82. 4 %  0  

- + + _ - + + - - - + + - + + + + + 9 11 82. , 4 %  0  
+ + + - + + + + - - • - + + + - - 9 11 82. 4 %  0 

+ + + + + + . + + + + + + + + + + + 3  17 0 .  , 3 %  0 
+ + + _ - - - - - + + + - (-) C - )  (-) M  (-) (-) ( - )  14 6 11. ,5% 7 
_ - - - + - + - - - + - + + + + i+) C + )  (+) 1 0  10 100. ,0% 3  

+ « - - + + - - - - + + + + + + + 10 10 100. , 0% 0 
+ + - (+) + + + + + + (+) - + + + + - + + + 3  17 0. ,  3 %  2 

- (-) - + - + + - ** - + - ~ - - ~ "" ~~ 16 4  1, ,2% 1 

+ + + + + + + . . + . + + + + 8 12 50. . 3 %  0  
+ + + + + + - (+) - + + + + + + + - + + + 3  17 0. . 3 %  1  
- - - + - C - )  - + + - - - - - - - - ~ - ~ 17 3  0, . 3 %  1  

+ + + + + + + (+) + + + + (+) (+) (+) (+) + + + + 0 20 0, ,0% 5 
_ _ _ + - - + (-) _ - + + - - + + + + 12 8 50, .  3 %  1  

+ + + + _ _ - + - - - - - (-) ( - )  (-) - •r - 15 5 4  .1% 3  
+ + + _ . - + - - + - + + - - - 1 3  7 26, . 3 %  0 
_ _ + + - - + + + + + + + + + + + 7 1 3  26 . 3 %  0 
+ - + • t  •* (rl - + + + - - •p - - - - + 1 3  7 26, . 3 %  1 

2 1 9 0 7 . 4 7  A 
2 / 2 4 / 7 4  +  +  +  —  +  +  +  —  +  +  +  —  +  +  +  +  +  +  +  +  3  1 7  0 .  3 %  0  1 0 0 . 0 %  
3 / 1 7 / 7 4  +  +  +  +  +  +  - ( - ) ( - ) ( - > ( - )  ( - )  ( - )  ( - )  1 4  6  1 1 . 5 %  7  0 . 0 %  
4 / 2 0 / 7 4  +  -  +  +  +  t + )  ( + )  1 0  1 0  1 0 0 . 0 %  3  7 . 6 %  
4/21/74 - + __--- + + -- -- + + + + + + + 10 10 100.0% 0 100.0% 
4 / 2 8 / 7 4  +  +  - ( + ) +  +  +  +  +  +  ( + ) -  +  +  +  +  -  +  +  +  3  1 7  0 . 3 %  2  2 6 . 4 %  
4 / 2 9 / 7 4  +  _  +  +  1 6  4  1 . 2 %  1  6 4 . 2 %  

23121.03 A  
— 2 / 2 4 / 7 4  +  +  +  _  +  +  +  -  +  - -  - -  +  - -  +  +  +  +  8  1 2  5 0 . 3 %  0  1 0 0 . 0 %  

2 / 2 5 / 7 4  +  +  +  +  +  +  - ( + ) -  +  +  +  +  +  +  +  -  +  +  +  3  1 7  0 . 3 %  1  6 4 . 2 %  
3 / 1 6 / 7 4  -  -  1 7  3  0 . 3 %  1  6 4 . 2 %  

2 3 1 2 7 . 1 9  A 
2 / 2 4 / 7 4  +  +  +  +  +  +  +  ( + )  +  +  +  + ( + ) ( + ) ( + ) ( + ) +  +  +  +  0  2 0  0 . 0 %  5  0 . 3 %  
2 / 2 5 / 7 4  +  1 2  8  5 0 .  3 %  1  6 4 . 2 %  
3 / 1 6 / 7 4  +  +  +  +  1 5  5  4  . 1 %  3  7 . 6 %  
3 / 1 7 / 7 4  +  _  +  _  +  -  -  +  +  -  1 3  7  2 6 . 3 %  0  1 0 0 . 0 %  
4 / 2 0 / 7 4  -  -  +  +  - -  +  +  +  +  -  +  - -  +  +  +  +  +  +  7  1 3  2 6 . 3 %  0  1 0 0 . 0 %  
4 / 2 9 / 7 4  +  , - -  +  * •  +  * •  ( - 1  -  +  +  +  +  1 3  7  2 6 . 3 %  1  6 4 . 2 %  



Table 4.3.—Continued Statistical test results from DRIFT2: sign of DELTAP for 
limb darkening measures. 

Position Index I 

Daily set 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 N_ N+ a± Nt °t 

+ + + + + + + + + + + + 8 12 50. 3% 0 100.0% 
- - - - + - - (-) - - + - + + + + ( + ) + + + 10 10 100. 0% 2 26.4« 
- - - + - - - - + (-) (-) + - (-) (-) (-) - - (-) (-) 17 3 0. 3% 7 0.0% 
- - - _ - - - + - - - - - - - + + - - - 17 3 0. 3% 0 100.0% 
+ + + - - + + + + - + + + + + - - + + + 5 15 4. 1% 0 100.0% 
+ + + + + + + + + (+) + + + + + - - + + + 2 IB 0. 0% 1 64.2% 

0 0 + + + + + + + + + + (+) (+) 6 12 23. 8% 2 22.7% 
+ + + + + + - + - - - - - + + + - - - - 10 10 100. 0% 0 100.0% 
0 - + - - + + - + + 14 5 6. ,4% 0 100.0% 

+ + + + + 0 0 + _ + + + + + + + + + + 1 17 0. ,0% 0 100.0% 
- - - _ + - - - C-) + _ - - - - - - (-) - (-) 18 2 0, , 0% 3 7.6% 
0 - + + - - + + + + - - - + - - - + + + 9 10 100, ,0% 0 100.0% 

+ + . (-1 _ _ . _ (-) . . — . (-) _ IB 2 0, ,0% 3 7.6% 
- - - + - + + + + + + + + - (+) + + + ( + ) (+) 5 15 4, , 1% 3 7.6% 
(+) + - - + + + - - + - - + + - - - - - - 12 8 50, ,3% 1 64.2% 

+ + + + . + + + 13 7 26. , 3% 0 100.0% 
+ + + - - + + - - + - - - - - + + ( + ) ( + ) (+) 9 11 82, , 4% 3 7.6% 
+ + + - + + + + + + + + + + + + - - ~ 5 15 4, ,1« 0 100.0% 

(+) C+) (+) (+) (+) + + + (+) + + + + + _ (-) __ + + 4 16 1. .2% 7 0.0% 
C-) - (-} c-> (-) (-} - M (-) - C-) M (-) - - - - - - 20 0 0, .0% 10 0.0% 
0 - - + + + + + + + + + + ( + ) (+) + + + 4 15 1 .9% 2 24.5% 

+ + + + + + + + _ . (-) 12 8 50, ,3% 1 64.2% 
_ _ (-J • (-] 1 M - + + + - + - + + (+) + 12 8 50. 3% 4 1.6% 

0 + + - + + (+) (+) + + - - - + + + + + - - 6 13 16. ,7% 2 24.5% 

23132.73 A 
3/17/74 
4/20/74 
4/21/74 
4/22/74 
4/29/74 
4/30/74 

38639.36 A 
5/12/74 
5/14/74 
5/15/74 

38862.02 A 
57WT4-
5/14/74 
5/15/74 

45908.50 A 
5/21/74 " 
5/24/74 

46142.57 A 
5/21/74 
5/24/74 
5/25/74 

85636.32 A 

104007.55 A  
5/20/74 
5/25/74 
5/26/74 



Substantially fewer DELTAP of one sign or the other 

in a daily set would indicate that the limb darkening 

measures being tested were systematically different from the 

measures taken on other days at the same wavelength. The 

hypothesis that a positive or negative value of DELTAP was 

equally likely at each limb position was therefore tested in 

each daily set. The strictest significance level for which 

the test would fail was computed in the same manner as it 

was for the statistical test results from DRIFTl. The 

hypothesis that DELTAP had a 5% probability of failing the 

Student's test was also checked in each daily set. The 

computed values of a and aT are included in Table 4.3. An 

examination of the test results shows that most of the limb 

darkening measures agree fairly well from day to day. The 

values of DELTAP for two daily sets that appear to deviate 

somewhat more than expected from the other sets at the same 

wavelength are presented graphically in Figures 4.10 and 

4.11. Since the variations in the limb darkening measures 

from one scan to another were generally as large as those 

from day to day, it was appropriate to average together the 

results from all of the drift scans at each wavelength 

without applying any additional weights to the data. 
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Figure 4.10. Values of DELTAP for limb darkening measures at 16513.18 A on 
April 20, 1974. 
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CHAPTER 5 

THE FINAL RESULTS OF THE OBSERVATIONS 

Final observational limb darkening measures were 

calculated in the reduction program DRIFT2. A quadratic fit 

to these limb darkening measures was also made at each ob­

servational wavelength. These fits were restricted to log y 

values between 0.00 and -0.7 0 in order to avoid systematic 

errors near the limb. The coefficients for these quadratic 

fits and the final limb darkening measures are tabulated in 

Section 5.1. Systematic errors caused by variations in the 

solar declination are considered in Section 5.2. A discus­

sion of the uncertainties in the log y positions of the limb 

darkening measures is given in Section 5.3. The effects of 

atmospheric scattering, atmospheric seeing, and instrumental 

diffraction are then described in Section 5.4. Errors pro­

duced by variations in the instrumental gain and zero are 

considered in Section 5.5. Since all of the observational 

errors were found to be quite small, no systematic correc­

tions were applied to the final limb darkening measures. 

5.1 Final Results of the Limb 
Darkening Observations 

The final limb darkening measures are presented in 

Tables 5.1 to 5.18. The limb darkening measures in these 
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Table 5.1. Limb darkening results for 10840.10 A 

Measured Number Fitted 
limb Standard of limb 

darkening deviation scans darkening 

00000 .00000 36 .99894 

96910 .00248 36 .96902 

94020 .00217 36 .94028 

91199 .00282 36 .91272 

88559 .00260 36 .88635 

85989 .00242 36 .86117 

83731 .00223 36 .83716 

81404 .00266 36 .81435 

79348 .00282 36 .79272 

77341 .00367 36 .77227 

75314 .00272 36 .75301 

73544 .00308 36 .73494 

71855 .00290 36 .71805 

70233 .00350 36 .70234 

68668 .00286 36 .68782 
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Table 5.2. Limb darkening results for 10854.00 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

00 1.00000 .00000 35 .99915 

05 .96972 .00265 35 .96928 

10 .94019 .00302 35 .94059 

15 .91250 .00261 35 .91307 

20 .88600 .00234 35 .88674 

25 .86040 .00260 35 .86158 

30 .83756 .00260 35 .83760 

35 .81530 .00314 35 .81480 

40 .79269 .00307 35 .79317 

45 .77372 .00280 35 .77273 

50 .75531 .00266 35 .75346 

55 .73467 .00253 35 .73537 

60 .71888 .00256 35 .71845 

65 .70268 .00335 35 .70271 

70 .68722 .00313 35 .68816 

\ 
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Table 5.3. Limb darkening results for 10865.00 A 

Measured Number Fitted 
limb Standard of limb 

darkening deviation scans darkening 

00000 .00000 36 .99920 

96957 .00210 36 .96942 

94091 .00293 36 .94081 

91259 .00276 36 .91338 

88624 .00326 36 .88712 

86132 .00344 36 .86204 

83834 .00267 36 .83813 

81504 .00329 36 .81539 

79418 .00271 36 .79383 

77465 .00265 36 .77345 

75404 .00285 36 .75424 

73682 .00251 36 .73620 

71980 .00291 36 .71934 

70379 .00328 36 .70366 

68805 .00289 36 .68915 
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Table 5.4. Limb darkening results for 12466.63 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

00 1.00000 .00000 60 .99952 

05 .97266 .00209 60 .97258 

10 .94629 .00248 60 .94659 

15 .92090 .00259 60 .92154 

20 .89769 .00250 60 .89744 

25 .87407 .00256 60 . 87428 

30 .85193 .00302 60 .85206 

35 .83078 .00250 60 .83078 

40 .81062 .00236 60 .81045 

45 .79132 .00265 60 .79106 

50 .77270 .00299 60 .77261 

55 .75497 .00326 60 .75511 

60 .73878 .00328 60 .73855 

65 .72363 .00331 60 .72293 

70 .70742 .00340 60 .70825 
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O 
Table 5.5. Limb darkening results for 12505.51 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

-.00 1.00000 .00000 60 .99949 

-.05 .97246 .00205 60 .97251 

-.10 .94677 .00217 60 .94649 

-.15 .92104 .00250 60 .92143 

-.20 .89711 .00259 60 .89732 

-.25 .87320 .00251 60 .87417 

-.30 .85191 .00231 60 .85197 

-.35 .83060 .00233 60 .83073 

-.40 .81047 .00274 60 .81045 

-.45 .79165 .00280 60 .79112 

-.50 .77284 .00279 60 .77275 

-.55 .75626 .00251 60 .75533 

-.60 .73932 .00259 60 .73887 

-.65 .72324 .00310 60 .72336 

-.70 .70793 .00330 60 .70881 
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Table 5.6. Limb darkening results for 16222.00 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

-.00 1.00000 .00000 93 . 99979 

-.05 .98104 .00178 93 .98099 

-.10 .96253 .00190 93 .96258 

-.15 •. 94437 .00227 93 .94455 

-.20 .92684 .00202 93 .92691 

-.25 .90928 .00204 93 .90965 

-.30 .89278 .00186 93 .89278 

-.35 .87653 .00238 93 .87630 

-.40 .86008 .00198 93 . 86020 

-.45 .84463 .00226 93 .84449 

-.50 .82939 .00220 93 .82916 

-.55 .81415 .00248 93 .81422 

-.60 .79991 .00240 93 .79967 

-.65 .78558 .00282 93 .78551 

-.70 .77140 .00305 93 .77173 
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Table 5.7. Limb darkening results for 16513.18 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

o
 
0
 • 1 1.00000 .00000 104 .99974 

in 0
 • 

1 .98128 .00144 104 .98130 

-.10 .96332 .00163 104 .96325 

-.15 .94538 .00171 93 .94558 

-.20 .92810 .00190 104 . 92829 

-.25 .91122 .00210 104 .91138 

-.30 .89477 .00194 104 .89486 

-.35 .87859 .00197 104 .87872 

-.40 .86285 .00213 104 .86296 

-.45 .84770 .00208 104 .84759 

-.50 .83297 .00228 104 .83260 

in in • 

1 .81830 .00227 104 .81799 

-.60 .80406 .00266 104 .80377 

-.65 .78981 .00271 104 .78993 

-.70 .77606 .00302 104 .77647 
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Table 5.8. Limb darkening results for 21855.5 9 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

i • o
 
o
 

1.00000 .00000 47 .99988 

-.05 . 98-374 .00155 47 .98364 

-.10 .96769 .00179 47 .96774 

-.15 .95204 .00180 47 .95221 

-.20 . 93678 .00168 47 .93703 

-.25 . 92257 .00197 47 .92221 

-.30 .90755 .00218 47 . 90775 

-.35 .89352 .00221 47 . 89365 

-.40 .87973 .00212 47 .87990 

-.45 .86669 .00220 47 .86651 

-.50 .85379 .00230 47 .85347 

-.55 .84065 .00247 47 .84079 

-.60 .82865 .00223 47 .82847 

-.65 .81672 .00242 47 .81651 

-.70 .80454 .00271 47 .80490 
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Table 5.9. Limb darkening results for 21907.47 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

00 1.00000 .00000 71 .99971 

05 .98325 .00132 71 .98334 

10 ,96733 .00154 71 .96735 

15 .95166 .00157 71 .95174 

20 .93637 .00163 71 .93651 

25 .92145 .00179 71 .92166 

30 .90698 .00186 71 .90718 

35 .89318 .00188 71 . 89309 

40 .87947 .00179 71 . 87938 

45 .86612 .00194 71 .86605 

50 .85328 .00210 71 .85309 

55 .84079 .00201 71 .84052 

60 .82836 .00213 71 . 82833 

65 .81650 .00215 71 .81651 

70 .80480 .00266 71 .80508 
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Table 5.10. Limb darkening results for 23121.03 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

i • O
 
o
 

1.00000 .00000 36 .99992 

-.05 .98398 .00183 36 .98390 

-.10 .96816 .00190 36 . 96828 

-.15 . 95286 .00207 36 . 95304 

-.20 .93822 .00200 36 .93819 

-.25 .92378 .00215 36 .92373 

-.30 .90953 .00221 36 .90966 

-.35 .89633 .00182 36 .89598 

-.40 .88247 .00198 36 .88269 

-.45 .86998 .00218 36 .86979 

-.50 .85722 .00219 36 .85727 

-.55 .84528 .00223 36 .84515 

-. 60 .83298 .00250 36 .83341 

-.65 .82235 .00254 36 .822 07 

-. 70 .81105 ,00280 
i , . 

36 .81111 
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Table 5.11. Limb darkening results for 23127.19 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

-.00 1.00000 .00000 70 .99980 

-.05 .98393 .00192 70 .98393 

-.10 .96852 .00205 70 .96842 

-.15 .95313 .00225 70 .95329 

-.20 .93837 .00208 70 .93853 

-.25 .92381 .00217 70 .92413 

-.30 .91025 .00230 70 .91010 

-.35 .89602 .00249 70 .89644 

-.40 .88340 .00224 70 .88316 

-.45 .87037 .00224 70 .87024 

-.50 .85792 .00260 70 .85768 

-.55 .84597 .00262 70 .84550 

-.60 .83367 .00274 70 .83369 

-. 65 .82189 .00261 70 .82225 

-.70 .81108 .00293 70 .81117 
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Table 5.12. Limb darkening results for 23132.73 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

i • o
 
o
 

1.00000 .00000 70 .99968 

LO o
 • 1 .98385 .00147 70 .98382 

1 • O
 

.96809 .00177 70 .96832 

-.15 .95304 .00193 70 .95319 

-.20 .93835 .00186 70 .93842 

-.25 .92394 .00175 70 .92402 

-.30 .90979 .00195 70 .90998 

-.35 .89630 .00184 70 .89631 

o
 • i .88305 .00215 70 .88301 

-.45 .87008 .00204 70 .87007 

-.50 .85775 .00199 70 . 85750 

-.55 .84549 .00201 70 .84529 

-.60 .83382 .00260 70 .83344 

-.65 .82180 .00272 70 .82197 

I 
M O
 

.81052 .00284 70 .81085 



76 

O 
Table 5.13. Limb darkening results for 38839.36 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

O
 
O
 • i 1.00000 .00000 35 .99960 

-.05 .98751 .00166 23 .98793 

-.10 .97670 .00179 35 .97659 

-.15 .96570 .00179 35 . 96559 

-.20 .95488 .00206 35 .95491 

-.25 .94411 .00194 35 .94457 

-.30 .93443 .00227 35 .93456 

-.35 .92471 .00127 23 .92489 

-.40 .91567 .00146 23 .91554 

-.45 .90706 .00216 35 .90653 

-.50 .89800 .00182 35 .89785 

-.55 .88969 .00223 35 .88950 
0
 

vo •
 

1 .88138 .00188 35 .88148 

-.65 .87352 .00259 35 .87379 

-.70 .86641 .00233 35 .86644 
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Table 5.14. Limb darkening results for 38862.02 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

o
 
o
 i 1. 00000 .00000 36 .99976 

in o
 • l . 98828 .00191 24 .98814 

-.10 . 97681 .00199 36 .97685 

-.15 .96563 .00199 36 .96590 

-.20 .95509 .00160 36 .95529 

-.25 .94494 .00201 36 .94502 

o
 

CO • 

1 .93540 .00232 36 .93509 

-.35 .92506 .00214 24 .92549 

-.40 .91556 .00155 24 .91624 

in • L .90783 .00261 36 .90732 

-.50 .89856 .00222 36 .89874 

-.55 .89117 .00249 36 .89050 

-.60 .88346 .00243 36 .88260 

-.65 .87499 .00229 36 .87503 

-.70 .46699 .00235 36 .86781 
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Table 5.15. Limb darkening results for 45908.50 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

-.00 1.00000 .00000 36 .99961 

-.05 .98902 .00225 36 .98892 

-.10 .97836 .00228 36 .97851 

-.15 .96831 .00264 36 .96839 

-.20 .95839 .00239 36 .95855 

-.25 .94822 .00239 36 . 94899 

-.30 .93954 .00315 36 .93971 

-.35 .93086 .00241 36 . 93072 

I O
 

.92209 .00300 36 .92201 

-.45 .91382 .00316 36 .91359 

-.50 .90603 .00296 36 .90545 

-.55 .89774 .00296 36 .89759 

-.60 .89023 .00330 36 .89001 

-.65 .88269 .00213 36 .88272 

-.70 .87518 .00279 36 .87571 
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Table 5.16. Limb darkening results for 46142.57 A 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

00 1.00000 .00000 36 .99952 

05 .98919 .00255 36 .98910 

10 .97898 .00284 36 .97900 

15 .96848 .00254 36 .96921 

20 .95942 .00283 36 .95973 

25 .95035 .00258 36 .95057 

30 .94154 .00266 36 .94172 

35 .93380 .00242 36 .93318 

40 .92522 .00273 36 .92496 

45 .91702 .00251 36 .91706 

50 .90941 .00281 36 .90946 

55 .90268 .00296 36 .90219 

60 .89496 .00289 36 .89522 

65 .88902 .00287 36 .88857 

70 .88166 .00264 36 .88224 
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Table 5.17. Limb darkening results for 85 63 6.32 A 

Log y 

Measured 
limb 

darkening 
Standard 
deviation 

Number 
of 

scans 

Fitted 
limb 

darkening 

i • O
 
o
 

1.00000 .00000 35 .99958 

-.05 .99367 .00172 23 .99314 

-.10 .98658 .00217 35 .98686 

-.15 .98032 .00250 35 .98073 

-.20 .97386 .00238 35 .97476 

-.25 .96900 .00268 35 .96893 

-.30 .96256 .00229 35 .96327 

-.35 .95805 .00260 35 . 95775 

-.40 .94290 .00259 35 .95239 

-.45 .94760 .00242 35 . 9-4718 

-.50 .94210 .00229 35 .94213 

-.55 .93775 .00329 35 .93723 

-.60 .93295 .00276 35 .93248 

-.65 .92752 .00231 35 .92789 

-.70 .92292 .00273 35 .92345 
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Table 5.18. Limb darkening results for 104007.55 & 

Measured Number Fitted 
limb Standard of limb 

Log y darkening deviation scans darkening 

00 1.00000 .00000 41 1.00003 

05 .99488 .00189 23 .99446 

10 .98872 .00246 41 .98903 

15 .98349 .00296 41 .98374 

20 .97813 .00293 41 .97858 

25 .97365 .00314 41 .97356 

30 .96844 .00296 41 .96868 

35 .96506 .00377 41 .96394 

40 .95980 .00366 41 .95933 

45 .95489 .00415 41 .95486 

50 .95034 .00430 41 .95053 

55 .94610 .00448 41 .94633 

60 .94129 .00599 41 .94227 

65 .93802 .00708 41 .93835 

70 .93545 .00662 41 .93457 



tables were computed in DRIFT2 as APAIR2(I); while the 

standard deviations were computed as SPAIR2(I). The final 

results have been limited to log y values between 0.00 and 

-0.7 0 in order to avoid systematic errors near the limb. 

The standard error associated with each of the final limb 

darkening measures is found by dividing the standard devia­

tion at each position by the square root of the number of 

scans. The standard errors at log y = -0.70 range from 

±0.00030 at 16513.18 A to ±0.00111 at 104007.55 A. The 

standard errors near disk center are generally smaller than 

those close to the limb. 

Systematic errors at most of the observational wave­

lengths were larger than the standard errors. The largest 

systematic errors occurred near the limb and were caused by 

atmospheric scattering, atmospheric seeing, instrumental 

diffraction, and variations in the gain and zero point of 

the detector. The limb darkening measures from 10840.10 to 

38862.02 A have a maximum uncertainty of ±0.002 when these 

effects are included in the error estimates. The limb 

darkening measures at 4 59 08.47 A have an uncertainty of at 

least ±0.006 as a result of the tilt in the scans. Those 

at 46142.57 A have a maximum uncertainty of ±0.003. The 

limb darkening measures at 85636.32 and 104007.55 A have a 

maximum uncertainty of ±0.004. 

A least-squares quadratic fit was made to the final 

limb darkening measures at each wavelength. Fitted limb 



83 

darkening measures were then computed at each limb position 

as follows: 

FIT = C0EF(1) +C0EF(2)•XLOGMU+COEF(3)-XLOGMU2. 

The coefficients for each wavelength are given in Table 

5.19. The fitted limb darkening measures themselves are 

listed in Tables 5.1 to 5.18. An examination of these 

tables shows that the final limb darkening measures can be 

reproduced to an accuracy of ±0.001 at all but a few posi­

tions with the quadratic coefficients. The quadratic co­

efficients can therefore be used to generate a limb darken­

ing measure that is within the observational errors of this 

research at virtually any point on the sun. 

5.2 Corrections for Variations in 
the Solar Declination 

The paths traced across the solar image by the 

entrance aperture of the spectrometer were conic sections 

representing lines of constant declination in the image 

plane. In the geocentric coordinate system shown in Figure 

5.1, the apparent motion of the center of the sun is along 

the surface of a cone swept out by the line SE. The angular 

rate of motion of the sun about the z coordinate axis is 

equal to the angular rotation velocity of the earth a>e. The 

angular velocity about a tilted instantaneous axis z', how­

ever, is given by a^cosS. This declination effect in the 

drift rate must be taken into account when comparing 
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Table 5.19. Coefficients for 
fits to the limb 

the least-squares 
darkening measures 

quadratic 
1 • 

A (A) COEF CI) COEF (2) COEF(3) 

10840.10 .998943 .610361 .236998 

10854.00 .999146 .609143 .235529 

10865.00 .999198 .607389 .234940 

12466.63 .999517 .548107 .188594 

12505.51 .999488 .549065 .191160 

16222.00 .999791 .379879 . 077243 

16513.18 .999739 .372593 .076625 

21855.59 .999883 .328533 .071412 

21907.47 .999712 .331219 .075965 

23121.03 .999920 .324193 .077803 

23127.19 .999799 .321132 .073801 

23132.73 .999679 .320915 .073093 

38839.36 .999597 .236689 .066373 

38862.02 .999762 .235892 .067694 

45908.50 .999609 .216645 .056635 

46142.57 .999519 .211514 .062810 

85636.32 .999579 .130260 .030723 

104007.55 1.000029 .112736 .027460 
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X 

Figure 5.1. Diagram of the coordinate systems used in 
computing the effect of the solar declination 
on the path of a drift scan across the sun. 
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measures of the scattered light off the limb of the sun. It 

is not important to the calculations of the limb darkening 

measures because the log y positions used in the reductions 

were computed from the apparent diameter of the sun in each 

scan. 

The axis of the telescope in Figure 5.1 lies along 

the line SE which also defines the x' axis of the rotated 

coordinate system centered on the earth. A scan line across 

the sun is defined by the locus of points common to the cone 

swept out by the line SE and the spherical surface of the 

sun. The equation for such a curve projected into the image 

plane x' = -F of a telescope objective of focal length F 

located at the point E is 

z|2cos26 - 2z'Fcos6sin6 - y'^sin^fi = 0. 

At the vernal equinox the solar declination is equal to 

zero, and the equation reduces to 

z'2 = 0 

which is a straight line. For other solar declinations 

the path in the image plane is hyperbolic. 

The largest declination in the observing run was 

+21°09.5' on May 26, 1974, and the diameter of the sun in 

the scans on this date was 948.7". Using 3541.5 cm for the 

focal length of the West McMath Telescope, a scan through 

disk center is found to cross the west limb of the sun at 

the position y' = +8.1444 cm and z' = -0.0036 cm. This 
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position represents a deviation from linearity of about 

0.21" in going from the center of the disk to the limb. The 

offset is also produced in a direction that is essentially 

transverse to the direction of the scan and thus does not 

directly affect the radial positions of the points actually 

sampled on the disk. As the effects of the curvature are 

relatively insignificant, the drift scans were handled in 

all stages of the data reductions as if they had been taken 

in straight lines. 

5.3 Corrections for Computational 
Errors in Log y 

Point positions for particular values of XLOGMU in 

the limb darkening reduction subroutine OPTION were calcu­

lated as follows: 

XMU = 10.0 0XLOGMU 

THETA = COS"1 (XMU) 

FRACT = SIN(THETA) 

POINTW = CENTER - RSOLAR* FRACT 

POINTE = CENTER + RSOLAR-FRACT 

The variables POINTW and POINTE were thus the point numbers 

of the two positions in every scan where log y was equal 

to XLOGMU. Implicit in the calculation of point numbers 

from log y positions in this manner is the geometry shown 

in Figure 5.2. The center of the solar disk is at C, and 

the limb is normally taken to be the point L for an 



Earth 

Figure 5.2. Diagram of the geometry used in calculating the 
limb darkening measures in OPTION. 



observer at the earth. With the assumption of this partic­

ular geometry, the numerical relationships used in OPTION 

are exact for points C and L as well as for any other point 

P on the sun where the emitted ray to the observer makes an 

angle 0 to the normal at the surface. 

In actual fact, however, the observed limb does not 

fall precisely at the point L on the sun because of the 

finite distance of the sun to the earth. The actual 

geometry is shown in Figure 5.3. The true value of 0 at P1 

is seen from the geometry to be given by the relation 

0, = a + 6 . 
true 

In the subroutine OPTION, however, each point P1 was 

assigned a calculated value of 0 such that 

9calc = arcsin(3/y). 

The values of 0 actually calculated in OPTION are therefore 

equal to the true values only at disk center where a and 3 

are both zero and at the extreme observable limb L1 where 

6 = Y 

and 

a + 3 = it/2 . 

At all other points on the disk the true and calculated 

values of 0 are slightly different. 

True values of log y are listed for the values of 

XLOGMU that were used in OPTION in Table 5.20. The true 
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Figure 5.3. Diagram of the geometry used in calculating the 
true value of log y for each value of XLOGMU. 
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Table 5.20. True values of log y for a drift scan through 
disk center (RSOLAR = 1599.5). 

XLOGMU R = 1599.0 R = 1599.5 R = 1600.0 © o o 

-0.050000 -0.050035 -0.050000 -0.049965 

-0.100000 -0.100080 -0.100001 -0.099921 

-0.150000 -0.150136 -0.150001 -0.149866 

-0.200000 -0.200206 -0.200001 -0.199796 

-0.250000 -0.250295 -0.250001 -0.249708 

-0.300000 -0.300406 -0.300001 -0.299597 

-0.350000 -0.350547 -0.350001 -0.349458 

-0.400000 -0.400724 -0.400001 -0.399282 

-0.450000 -0.450946 -0.450001 -0.449061 

-0.500000 -0.501227 -0.500001 -0.498784 

-0.550000 -0.551581 -0.550001 -0.548434 

-0.600000 -0.602028 -0.600001 -0.597996 

-0.650000 -0.652591 -0.650001 -0.647445 

-0.700000 -0.703302 -0.700002 -0.696753 

-0.750000 -0.754201 -0.750002 -0.745885 

-0.800000 -0.805338 -0.800002 -0.794798 

-0.850000 -0.856778 -0.859992 -0.843437 

-0.900000 -0.908604 -0.900002 -0.891735 

-0.950000 -0.960925 -0.950002 -0.939611 

-1.000000 -1.013882 -1.000002 -0.986967 
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values of log y were calculated using the solar radius given 

above each column of figures. As the largest systematic 

error in calculating the solar radius was one-half data 

point, the three cases cover the possible range of true 

values for log y when the observed solar radius was 1599.5 

data points. The tabulated values were computed using 1.496 

13 x 10 cm for the distance from the earth to the sun and 

6.96 x 10"^ cm for the solar radius. 

The steepest gradient of the limb darkening in the 

log y interval from -0.65 to -0.75 was 0.30755 at 10840.10 K. 

Using this gradient and the tabulated true values of log y, 

one finds that the observed limb darkening should range from 

0.00102 below the true value to 0.00100 above the true value 

at XLOGMU = -0.70. Such errors in the limb darkening will 

tend to average out over several scans and thus should have 

a negligible effect on the final limb darkening measures. 

The drift scans in each daily set covered a narrow 

range in declination either side of disk center. The 

largest offset from disk center was usually 2.5 mm or 14.56". 

Such an offset changes the apparent diameter of the sun in 

the scan and also alters the true values of log y that are 

sampled at various points across the disk. The true values 

of log y in a scan offset 2.5 mm from disk center are listed 

in Table 5.21. Using the gradient of 0.30902 that was 

observed in the limb darkening over the interval in XLOGMU 

from 0.00 to -0.05 at 10840.10 A, one finds that the limb 
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Table 5.21. True values of log y for a drift scan with an 
offset of 2.5 mm CRSOLAR = 1599.5). 

XLOGMU R = 1599.0 
o 

R = 1599.5 
o 

R = 1600. 
o 

-0.050000 -0.050086 -0.050051 -0.050016 

-0.100000 -0.100130 -0.100051 -0.099972 

-0.150000 -0.150186 -0.150051 -0.149916 

-0.200000 -0.200257 -0.200051 -0.199846 

-0.250000 -0.250345 -0.250052 -0.249758 

-0.300000 -0.300457 -0.300052 -0.299647 

-0.350000 -0.350597 -0.350052 -0.349508 

-0. 40000-0 •-0.400774 -0.400052 -0.399332 

-0.450000 -0.450997 -0.450052 -0.449112 

-0.500000 -0.501278 -0.500052 -0.498834 

-0.550000 -0.551632 -0.550052 -0.548485 

-0.600000 -0.602078 -0.600052 -0.598046 

-0.650000 -0.652642 -0.650052 -0.647495 

-0.700000 -0.703353 -0.700052 -0.696804 

-0.750000 -0.754252 -0.750052 -0.745936 

-0.800000 -0.805388 -0.800052 -0.794848 

-0.850000 -0.856828 -0.850052 -0.843487 

-0.900000 -0.908654 -0.900052 -0.891785 

-0,950000 -0.960975 -0.950052 -0.939662 

-1.000000 -1.013933 -1.000052 -0.987017 
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darkening at the center of the sun in the scan should be 

0.99998 instead of 1.00000. This error affects all points 

in the scan equally through the disk-center normalization 

procedure in OPTION. Even with this additional effect, how­

ever, the limb darkening measures at XLOGMU = -0.7 0 should 

still vary from 0.00102 below to 0.00100 above the true 

value. The error introduced by offsetting the drift scans 

is therefore negligible. 

5.4 Corrections for Instrumental and 
Atmospheric Effects 

A theoretical drift scan of the sun was generated 

from the quadratic coefficients at each observational wave­

length. These scans were used to study the observational 

effects that were produced by the diffraction pattern of the 

telescope, the entrance aperture of the spectrometer, and 

the atmospheric seeing conditions. The center of the solar 

profile in each theoretical drift scan was located at the 

point I = 2049, and values of R(I) were computed for a solar 

radius of 1599.5 data points. The background in each scan 

was set equal to zero. 

The solar image was much larger than the observa­

tional smearing functions. The solar limb darkening was 

therefore expressed as 

l1(x,y) = l(x) = R(I); x = (1-2049)/4096. 

The coordinates x,y were thus defined in units that were 



dimensionless fractions of a block, length, and the solar 

profile was assumed to be independent of the variable y. 

The transmission function of the entrance aperture 

of the spectrometer was expressed as 

1 IT a,(x,y) = a (r) = —j~2 ̂  (r s ) = 
irr s o o o o 

vr-~ for r < r s 2 2 o o irr s o o 

2-rrr o o 

^—=• for r = r s 
2 2 o o 

for r > r s o o 

- 2 2, 1/2 ; r = (x +y ) , 

The scale factor s = 0.0237 cm was used to convert o 

distances in the image plane into dimensionless fractions of 

a block length. The parameter rQ was equal to the physical 

radius of the entrance aperture of the spectrometer. 

The diffraction pattern of the telescope was given 

by the intensity distribution 

4TTR 

d1'(x,y) = d(r) = 
(Af s ) o o 

2IRR r » 
J1 (Xf±) 

O O 
2TTR r _ 

( 2_) 2 
*f s ' o o 

. 2 , 2,1/2 r = (x + y ) 

The parameter Rq = 40.6 cm was the radius of the entrance 
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pupil of the telescope, and f = 3541.5 cm was the focal 

length of the primary mirror. 

The seeing function for the observations was assumed 

to be a Gaussian of the form 

, .  2  , , 2  2 ,  
. - 4r /d s - oi/i / \ / \ 4  oo ,2,2.1/2 s,(x,y) = s(r) = —2~2 0 ; r = (x +y ) . 

ird s o o 

The parameter dQ was the width of the seeing disk in the 

image plane. 

The observed solar profile was expected to appear 

very much like the convolution of the functions 

L(x) = 1^ (x, 0) , 

+oo 

A(x) = / a1(x,y) dy, 
— OO 

+ oo 

and 

D(x) = / d1(x,y) dy, 

+oo 

S (x) = f s1'(x,y) dy. 

The convolution L(x)*A(x) was computed as a direct sum at 

each point since 
„, 2 2 2,1/2 2(r s -x ) - , \ o o 

(x) ~ 2 2 
7Tr^s^ o o 

The Fourier transform of L(x)*A(x) was then computed in 

REDUCER using the command FOURTRAN. The transform L(x)*A(x) 

= L(x)•A(x) was next multiplied by D(x)•S(x). Since a 
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Hankel transform is equivalent to an Abel transform followed 

by a one-dimensional Fourier transform, D(x) and S(x) were 

computed from the Hankel transforms of d(r) and s(r). Thus, 

„ t Xf s u ^f s u Xf s u ~ 
^ r ""1/ OO* / O O \ /I / O O v l/z, 

D(x) = -[cos ( 2R 0 " ( —2R—) (3--( 2H > > 1 

o o o 

and j 
ITS d u „ 

-(—f-2-)2 

S(xj = e 

where u is the coordinate in frequency space. The product 

L(x)•A(x)*D(x)«S(x) was then inverse transformed with the 

REDUCER command INVTRAN. The resulting solar profile was 

equal to L(x)*A(x)*D(x)*S(x). 

The theoretical drift scans and the convolved drift 

scans were each processed with REDUCER and the limb darken­

ing subroutine OPTION. The difference between each limb 

darkening measure that was derived from L(x)*A(x)*D(x)*S(x) 

and the corresponding measure from L(x) was then calculated 

at each limb position. The differences for three limb 

positions are listed in Table 5.22. 

A short scan of the background radiation was made 

from each convolved drift scan in order to determine if the 

convolution procedure accurately predicted the scattered 

light in the observational drift scans. These short scans 

were processed with REDUCER, and the resulting measures of 

the scattered light were compared to the observational 

measures at each wavelength. The theoretical scattered 



Table 5.22. Theoretical limb darkening errors for a 2" 
seeing disk. 

XLOGMU 
0 

A CA) -0.50 I o
 

• o
 

-0.95 

10840.10 .00040 .00069 .00057 

10854.00 .00041 .00070 .00060 

10865.00 .00040 .00068 .00056 

12466.63 .00033 .00058 .00049 

12505.51 .00031 .00053 .00036 

16222,00 -.00004 -.00017 -.00116 

16513.18 -.00009 -.00030 -.00151 

21855.59 -.00043 -.00113 -.00400 

21907.47 -.00044 -.00117 -.00410 

23121,03 -.00051 -.00134 -.00463 

23127.19 -.00051 -.00133 -.00458 

23132.73 -.00050 -.00132 -.00457 

38839.36 -.00115 -.00299 -.00991 

38862.02 -.00116 -.00300 -.00994 

45908.50 -.00137 -.00357 -.01187 

46142.57 -.00139 -.00362 -.01207 

85636.32 -.00299 -.00852 -,12200 

104007.55 -.00352 -.01009 -.13392 
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light measures for a 2" seeing disk are given along with the 

observational measures of the scattered light in Tables 5.23 

to 5.40. The observed measures from 10840.10 to 12505.51 A 

are all greater than expected. Those from 16222.00 to 

219 07.47 & are high just beyond the limb and almost the same 

as expected farther out. The observational measures from 

23127.19 to 104 007.55 A tend to be smaller than those pre­

dicted at nearly all positions off the limb. 

The high values of the scattered light can be 

accounted for fairly easily since Rayleigh and aerosol 

scattering could cause the observed measures to be greater 

than expected. The low measures of the scattered light, 

however, are more difficult to explain. The possibility of 

an error in the theoretical treatment of the atmospheric 

seeing was ruled out when it was found that the discrepancy 

between the observed and predicted measures remained even 

when the smearing function for the seeing was left out of 

the computations. An error in the theoretical treatment of 

the diffraction was also unlikely since the scattered light 

from a two-dimensional integral of an approximate expression 

for the diffraction pattern of the telescope was found to be 

nearly identical to the scattered light that was predicted 

from the theoretical drift scans. 

The discrepancy between the observed and predicted 

measures of the scattered light was finally resolved when it 

was realized that the spectrometer was a partially coherent 
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Table 5.23. Scattered light results for 10840.10 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .24353 .02285 36 .18555 

2" .14540 .02969 36 .05413 

3" .07945 .02822 36 .01079 

4" .04094 .01860 36 .00367 

5" .02150 .00947 36 .00255 

6" .01267 .00492 36 .00205 

7" .00790 .00246 36 .00172 

8" .00552 .00162 36 .00148 

9" .00428 .00117 36 .00130 

10" .00348 .00103 36 .00116 

15" .00178 .00028 36 .00074 

20" .00127 .00020 36 .00054 

25" ,00103 .00017 36 .00042 

30" .00089 .00016 36 .00033 

35" .00078 .00015 36 .00027 

40" ,00071 .00016 36 .00023 

45" .00063 .00015 36 .00019 

50" .00058 .00015 36 .00017 

55" .00053 .00015 36 .00014 

60" .00049 .00014 36 .00012 
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Table 5.24. Scattered light results for 10854.00 A 

Distance Measured Number Expected 
from scattered Standard of scattered 
limb light deviation scans light 

1" .24329 .03233 35 .18574 

2" .14975 .04233 35 .05422 

3" .08319 .03080 35 .01085 

4" .04169 .01862 35 .00368 

5" .02257 .01182 35 .00256 

6" .01185 .00481 35 .00205 

7" .00739 .00273 35 .00172 

8" .00518 .00185 35 .00148 

9" .00390 .00112 35 .00130 

10" .00311 .00079 35 .00116 

15" .00166 .00036 35 .00075 

20" .00121 .00020 35 .00054 

25" .00099 .00017 35 .00042 

30" .00086 .00016 35 .00033 

35" .00077 .00014 35 .00027 

40" .00069 .00013 35 .00023 

45" .00063 .00013 35 .00020 

50" .00057 .00014 35 .00017 

55" .00052 .00012 35 .00014 

60" .00047 .00013 35 .00012 
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Table 5.25. Scattered light results for 10865.00 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .24152 .02211 36 .18537 

2" .13636 .02958 36 .05406 

3" .06843 .02644 36 .01077 

4" .03562 .02033 36 .00368 

5" .01966 .01428 36 .00256 

6" .01184 .00843 36 .00206 

7" .00814 .00668 36 .00172 

8" .00569 .00414 36 .00148 

9" .00426 .00193 36 .00130 

10" .00341 .00111 36 .00116 

15" .00181 .00040 36 .00075 

2 0" .00130 .00025 36 .00054 

25" .00105 .00018 36 .00042 

30" .00090 .00016 36 .00033 

35" .00080 .00015 36 .00028 

40" .00071 .00015 36 .00023 

45" .00066 .00015 36 .00020 

50" .00059 .00013 36 .00017 

55" .00053 .00015 36 .00014 

60" .00047 .00014 36 .00013 
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Table 5.26. Scattered light results for 12466.63 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .21675 .02684 60 .18521 

2" .11249 .03409 60 .05475 

3" .05344 .02768 60 .01155 

4" .02727 .02092 60 .00425 

5" .01553 .01316 60 .00299 

6" .00910 .00613 60 .00241 

7" .00651 .00448 60 .00203 

8" .00490 .00341 60 . 00175 

9" .00366 .00214 60 .00154 

10" .00283 .00143 60 .00137 

15" .00133 .00041 60 .00089 

20" .00088 .00036 60 .00065 

25" .00068 .00036 60 .00050 

30" .00057 .00038 60 .00041 

35" .00052 .00035 60 .00034 

40" .00048 .00036 60 .00028 

45" .00043 .00034 60 .00024 

50" .00038 .00034 60 .00021 

55" .00035 .00034 60 .00018 

60" .00036 .00033 60 .00016 
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Table 5.27. Scattered light results for 12505.51 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .22412 . 02994 60 .18449 

2" .12286 .03415 60 .05445 

3" .06563 .02438 60 .01138 

4" .03557 .01696 60 .00426 

5" .02072 .01141 60 .00301 

6" .01331 .00663 60 .00242 

7" .00931 .00496 60 .00204 

8" .00716 .00375 60 ;00175 

9" .00538 .00327 60 .00154 

10" .00405 .00207 60 .00138 

15" .00171 .00062 60 .00089 

20" .00100 .00035 60 .00065 

25" .00074 .00027 60 .00051 

30" .00060 .00023 60 .00041 

35" .00053 .00023 60 .00034 

40" .00048 .00022 60 .00029 

45" .00045 .00021 60 .00024 

50" .00037 .00022 60 .00021 

55" .00036 .00020 60 .00018 

60" .00034 .00022 60 .00016 
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Table 5.28. Scattered light results for 16222.00 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .21274 .03514 93 .17647 

2" .11868 .04082 93 .05264 

3" .06417 .02966 93 .01131 

4" ,03712 .02271 93 .00558 

5" .02242 .01328 93 .00408 

6" .01479 .00977 93 .00330 

7" .01038 .00675 93 .00279 

8" ,00744 .00410 •' 93 .00241 

9" .00559 .00258 93 .00212 

10" .00441 .00191 93 .00190 

15" .00186 .00069 93 .00124 

20" .00105 .00049 93 .00090 

25" .00071 .00044 93 .00070 

30" .00054 .00039 93 .00057 

35" .00046 .00037 93 .00047 

40" .00040 .00038 93 .00040 

45" .00035 .00041 93 .00034 

50" .00031 .00038 93 .00029 

55" .00026 .00039 93 .00026 

60" .00025 .00037 93 .00022 
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Table 5.29. Scattered light results for 16513.18 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .20993 .03616 104 .17458 

2" .11263 .03872 104 .05191 

3" .06006 .02956 104 .01117 

4" .03334 .01915 104 .00568 

5" . 02034 .01309 104 .00417 

6" .01284 .00704 104 .00337 

7" .00928 .00533 104 .00285 

8" .00678 .00331 104 .00247 

9" .00531 .00251 104 .00217 

10" .00417 .00195 104 .00195 

15" .00175 .00062 104 .00127 

20" .00100 .00041 104 .00092 

25" .00066 .00038 104 .00072 

30" .00050 .00037 104 .00058 

35" .00041 .00036 104 .00048 

40" .00034 .00036 104 .00040 

45" .00031 .00035 104 .00035 

50" .00027 .00034 104 .00030 

55" .00023 .00033 104 .00026 

60" .00023 .00033 104 .00023 
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Table 5.30. Scattered light results for 21855.59 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .18963 .03165 47 .16644 

2" .09273 .02962 47 .05051 

3" .04621 .01821 47 .01363 

4" .02424 .00790 47 .00745 

5" .01532 .00520 47 .00566 

6" .01045 .00361 47 .00460 

7" .00774 .00260 47 .00388 

8" .00597 .00200 47 .00337 

9" .00498 .00174 47 .00297 

10" .00421 .00164 47 .00266 

15" .00203 .00068 47 .00173 

20" .00130 .00052 47 .00126 

25" .00099 .00043 47 .00098 

30" .00078 .00035 47 .00079 

35" .00065 .00032 47 .00065 

40" .00055 .00034 47 . 00055 

45" .00049 .00035 47 .00047 

50" .00044 .00032 47 .00041 

55" .00041 .00028 47 .00035 

60" .00038 .00029 47 .00031 



108 

Table 5.31. Scattered light results for 21907.47 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .19137 .03754 71 .16559 

2" .09552 .03818 71 .05011 

3" .04636 .02519 71 .01362 

4" .02580 .01613 71 .00746 

5" .01590 .01057 71 .00567 

6" .01034 .00636 71 .00461 

7" .00737 .00341 71 .00389 

8" .00561 .00239 71 .00338 

9" .00441 .00155 71 .00298 

10" .00358 .00126 71 .00266 

15" .00162 .00073 71 .00173 

20" .00096 .00065 71 .00126 

25" .00063 .00048 71 .00098 

30" .00045 .00042 71 .00079 

35" .00041 .00044 71 .00065 

40" .00035 .00049 71 .00055 

45" .00029 .00053 71 .00047 

50" .00026 .00049 71 .00041 

55" .00025 .00043 71 .00036 

60" .00022 .00042 71 .00031 
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Table 5.32. Scattered light results for 23121.03 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .18500 .02675 36 .16351 

2" .08247 .03203 36 .04963 

3" .03774 .01962 36 .01416 

4" .01783 .00741 36 .00786 

5" .01080 .00542 36 .00601 

6" .00767 .00460 36 .00490 

7" .00570 .00353 36 .00413 

8" .00417 .00191 36 .00359 

9" .00327 .00145 36 .00317 

10" .00264 .00119 36 .00283 

15" .00143 .00064 36 .00184 

20" .00097 .00062 36 .00134 

25" .00068 .00064 36 . 00104 

30" .00054 .00055 36 .00084 

35" .00047 .00063 36 .00069 

40" .00041 .00069 36 . 00059 

45" .00034 .00083 36 .00050 

50" .00023 .00093 36 .00043 

55" .00020 .00089 36 .00038 

60" .00025 .00085 36 .00033 
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5.33. Scattered light results for 23127.19 A 

Measured Number Expected 
scattered Standard of scattered 
light deviation scans light 

19163 .03456 70 .16410 

09510 .02887 70 .04993 

04700 .02168 70 .01419 

02530 .01085 70 .00787 

01551 .00588 70 .00602 

01068 .00374 70 .00490 

00794 .00283 70 .00414 

00625 .00246 70 .00359 

00495 .00200 70 .00317 

00407 .00174 70 .00283 

00187 .00081 70 .00184 

00095 .00074 70 .00134 

00065 .00078 70 .00104 

00043 .00072 70 .00084 

00028 .00068 70 .00070 

00029 .00066 70 .00059 

00022 .00064 70 .00050 

00023 .00066 70 .00043 

00017 .00068 70 .00038 

00012 .00069 70 .00033 



Ill 

Table 5.34. Scattered light results for 23132.73 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .18060 .03998 70 .16431 

2" .08538 .03161 70 .05004 

3" .03960 .01481 70 .01420 

4" .02060 .00697 70 .00787 

5" .01299 .00435 70 .00602 

6" ,00933 .00343 70 .00490 

7" .00704 .00280 70 .00413 

8" .00545 .00217 70 .00359 

9" .00441 .00179 70 .00317 

10" .00369 .00146 70 .00283 

15" .00181 .00086 70 .00184 

20" .00102 .00079 70 . 00134 

25" .00072 .00072 70 .00104 

30" .00056 .00053 70 .00084 

35" .00042 .00053 70 .00070 

40" .00035 .00050 70 .00059 

45" .00027 .00054 70 .00050 

50" .00026 .00049 70 .00043 

55" .00021 .00056 70 .00038 

60" .00019 .00051 70 .00033 
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Table 5.35. Scattered light results for 38839.36 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .12644 .03110 35 .16447 

2" .04888 .01971 35 .05132 

3" .02357 .00842 35 .02147 

4" .01413 .00376 35 .01368 

5" ,00958 .00302 35 .01049 

6" .00720 .00173 35 .00862 

7" .00568 .00147 35 .00731 

8" .00449 .00126 35 .00633 

9" .00367 .00089 35 .00559 

10" .00304 .00070 35 .00500 

15" .00148 .00053 35 .00323 

2 0" .00090 .00043 35 .00234 

25" .00057 .00041 35 .00180 

30" .00040 .00036 35 .00144 

35" .00032 .00039 35 .00118 

40" .00032 .00046 35 .00098 

45" .00022 .00040 35 .00083 

50" .00012 .00039 35 .00071 

55" .00018 .00037 35 .00061 

60" .00008 .00032 35 .00053 
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Table 5.36. Scattered light results for 38862.02 A. 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .13248 .03635 36 .16417 

2" . 0487 0 .01600 36 .05128 

3" .02253 .00759 36 .02145 

4" .01457 .00483 36 .01370 

5" .00965 .00325 36 .01051 

6" .00716 .00225 36 .00864 

7" .00552 .00162 36 .00732 

8" .00443 .00136 36 .00634 

9" ,00356 .00114 36 .00560 

10" .00306 .00099 36 .00501 

15" .00158 .00060 36 .00324 

20" .00094 .00055 36 .00234 

25" .00059 .00047 36 .00180 

30" .00043 .00048 36 .00144 

35" .00037 .00045 36 .00118 

40" .00023 .00045 36 .00099 

45" .00018 .00051 36 .00083 

5 0" .00012 .00041 36 .00071 

55" .00008 .00040 36 .00061 

60" .00007 .00039 36 .00053 
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Table 5.37. Scattered light results for 45908.50 A. 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .15621 .02980 36 .16824 

2" .06981 .01909 36 .05672 

3" . 03955 .01159 36 .02500 

4" .02738 .01263 36 .01624 

5" .01831 .00708 36 .01249 

6" .01378 .00472 36 .01026 

7 »  .01109 .00410 36 .00870 

8" .00915 .00329 36 .00754 

9" .00782 .00320 36 .00666 

10" .00663 .00277 36 .00595 

15" .00366 .00184 36 .00385 

20" .00233 .00147 36 .00278 

25" .00179 .00141 36 .00214 

30" .00139 .00138 36 .00171 

35" .00073 .00142 36 .00141 

40" ,00056 .00140 36 .00117 

45" .00051 .00135 36 .00099 

50" .00049 .00137 36 .00085 

55" .00035 .00152 36 .00073 

60" .00043 .00130 36 .00063 
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Table 5.38. Scattered light results for 46142. 57 A. 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .14030 .03651 36 .16678 

2" .06242 .02232 36 .05659 

3" .03528 .01640 36 .02493 

4" .02315 .00997 36 .01641 

5" .01645 .00582 36 .01265 

6" .01279 .00569 36 .01038 

7" .01019 .00401 36 .00881 

8" .00845 .00317 36 .00764 

9" .00665 .00220 36 .00675 

10" .00584 .00206 36 .00603 

15" .00302 .00174 36 .00390 

2 0" .00217 .00151 36 .00282 

25" .00145 .00139 36 .00217 

30" .00109 .00135 36 .00173 

35" .00072 .00131 36 .00142 

40" .00056 .00157 36 .00119 

45" .00057 .00139 36 .00100 

50" ,00057 .00146 36 .00086 

55" .00035 .00118 36 .00074 

60" .00051 .00156 36 .00064 
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Table 5.39. Scattered light results for 85636.32 A 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .26510 .02483 35 .29581 

2" .19072 .03245 35 .22835 

3" .12714 .03418 35 .16609 

4" .08026 .02988 35 .11123 

5" .04571 .02160 35 .06816 

6" .02564 .01116 35 .03899 

7" .01472 .00588 35 .02358 

8" .00993 .00308 35 .01738 

9" .00751 .00293 35 .01431 

10" .00632 .00273 35 .01236 

15" .00337 .00159 35 .00758 

20" .00181 .00219 35 .00540 

25" .00135 .00145 35 .00413 

30" .00074 .00125 35 .00330 

35" .00071 .00173 35 .00270 

40" .00034 .00156 35 .00226 

45" .00047 .00179 35 .00191 

50" .00029 .00134 35 .00163 

55" -.00014 .00122 35 .00140 

60" .00036 .00127 35 .00121 
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Table 5.40. Scattered light results for 104007.55 A. 

Distance 
from 
limb 

Measured 
scattered 
light 

Standard 
deviation 

Number 
of 

scans 

Expected 
scattered 
light 

1" .25750 .02243 41 .29597 

2" ,19019 .02952 41 .22870 

3" .12706 .02918 41 .16716 

4" .07959 .02652 41 .11338 

5" .04069 .01689 41 .07131 

6" .02262 .01249 41 .04339 

7" .01243 .01036 41 .02785 

8" .01083 .01017 41 .02089 

9" .00757 .00894 41 .01736 

10" .00863 .00966 41 .01503 

15" .00285 .00498 41 .00925 

20" .00319 .00545 41 .00660 

25" .00189 .00556 41 . 00505 

30" .00072 .00510 41 .00403 

35" .00074 .00572 41 .00331 

40" -.00102 .00498 41 .00276 

45" .00057 .00490 41 .00233 

50" -.00009 .00434 41 .00199 

55" .00098 .00496 41 .00171 

60" .00227 .00478 41 .00148 
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detector and that the theoretical estimates of the scattered 

light would only hold if the diffraction pattern of the 

telescope were very much larger or smaller than the entrance 

aperture of the spectrometer. The phase of the radiation 

falling on various parts of the entrance aperture must be 

taken into account for all situations in.between these two 

extremes. The observed measures of the scattered light seem 

to be low at a number of wavelengths in this research 

because a significant fraction of the radiation outside the 

central maximum of the telescope diffraction pattern missed 

the collimator of the spectrometer after it passed through 

the entrance aperture. Since the scattered light is very 

sensitive to the instrumental configuration, the observa­

tional measures of the scattered light in Tables 5.23 to 

5.40 really only apply to the drift scans that were taken in 

this research. The results also indicate that deconvolu-

tions which are based only on the diffraction pattern of the 

telescope and the size of the entrance aperture of the 

spectrometer are not reliable. In many cases in the past 

such computations have resulted in predictions of limb 

brightening at wavelengths that are formed far below the 

chromosphere. 

The calculated differences between the limb darken­

ing measures that were derived from the convolved drift 

scans and the limb darkening measures from the theoretical 

drift scans were intended to be used to correct the 



observational measures of the limb darkening. Since the 

scattered light was underestimated at short wavelengths and 

overestimated at long wavelengths, estimates of the 

systematic errors in the limb darkening measures were 

derived from the observational measures of the scattered 

light rather than the theoretical computations. These 

estimates were based on the assumption that the scattered 

light at a given distance beyond the limb was equal to the 

radiation lost at the same distance inside the limb. This 

hypothesis was tested by comparing the scattered light 

measures at 6" from the limb to the differences between the 

fitted and observed limb darkening measures at log y = 

-0.95. Table 5.41 shows that the agreement is excellent 

except at 85636.32 and 104007.55 A. The disparity at these 

two wavelengths is due to the fact that the entrance aper­

ture of the spectrometer was 14.6" in diameter. 

The position log y = -0.70 was located approxi­

mately 19.3" inside the limb of the sun in each drift scan. 

The scattered light measures at 2 0" off the limb of the sun 

thus provide reasonable estimates of the corrections that 

are needed at log y = -0.70. These scattered light measures 

are plotted as a function of wavelength in Figure 5.4. The 

limb darkening measures from 10840.10 to 38862.02 A need to 

be raised by amounts that vary from 0.00088 to 0.00130. 

Those from 45908.50 to 104007.55 & need to be raised by 

amounts that range from 0.00181 to 0.00319. The corrections 
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Table 5.41. Fitted limb darkening minus observed limb 
darkening at log y = -0.95 and the scattered 
light 6" from the limb. 

Fitted limb darkening Measured 
minus scattered 

X (A) observed limb darkening light 

10840.10 .01398 .01267 

10854.00 .01317 .01185 

10865.00 .01226 .01184 

12466.63 .00880 .00910 

12505.51 .01144 .01331 

16222.00 .01136 .01479 

16513.18 .01148 .01284 

21855.59 .01093 .01045 

21907.47 .01060 .01034 

23121.03 .00844 .00767 

23127.19 .01197 .01068 

23132.73 .00806 .00933 

38839.36 .00728 .00720 

38862.02 .00842 .00716 

45908.50 .01281 .01378 

46142.57 .01400 .01279 

85636.32 .07068 .02564 

104007.55 .08349 .02262 
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from the limb. 
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that are needed closer to disk center are significantly 

smaller. Because of the small and uncertain nature of the 

estimated corrections, none were actually applied to the 

final limb darkening measures. 

The limb darkening reductions assumed that the back­

ground radiation was identically equal to zero at 2.5 or 

3.0' from the limb. The convolved drift scans indicated 

that this background radiation actually varied from 0,0001 

at the shortest wavelengths in the observing program to 

0.0015 at the longest wavelengths. The fact that the 

observed scattered light measures were about three times 

smaller than those predicted at the longest wavelengths, 

however, tends to indicate that the actual background 

radiation was probably less than 0.0 0 05 at all wavelengths. 

Direct observations that were taken at 3' and 5° from the 

sun at several wavelengths support this conclusion. 

5.5 Corrections for Nonlinearities in 
the Instrumentation 

The agreement between the west and east limbs of the 

sun shows that there were no significant variations in the 

instrumental gain during the drift scans. Background scans 

taken at the end of each daily set with the entrance aper­

ture of the spectrometer closed also indicate that the 

instrumental zero varied in a highly linear manner. Solar 

heating effects on the entrance aperture of the spectrometer 

were also investigated and found to be neglibible. Light 
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contamination from other spectral orders was eliminated by 

carefully selecting the filters and slit widths that were 

used at each wavelength during the observations. 

The linearity of the InSb detector was checked at 

21907.47 A at the end of the observing run. The transmis­

sion of a broad-band filter in front of the entrance slit of 

the spectrometer was measured at four different light levels 

by changing the width of the exit slit of the spectrometer. 

A different gain setting on the a/d converter was used for 

each set of measures. Ten measures of the filter trans­

mission were taken at each light level. The mean measures 

of the filter transmission and the standard errors of the 

mean measures are listed in Table 5.42. The average value 

of all the measures is 0.80589. The per cent difference 

between each mean measure and the average for all of the 

measures is shown in Figure 5.5. Since the average value of 

the filter transmission lies within the standard error range 

of each mean measure, there is no indication of a non-

linearity in the detector. No linearity tests were per­

formed with the silicon diode or the arsenic-doped silicon 

detector. Both of these detectors were expected to be 

acceptably linear at the signal levels that were encountered 

in this research. 
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Table 5.42. Results of the detector linearity test. 

Exit 
slit 

Filter 
transmission 

Standard 
error 

Gain 
setting 

0.100 mm 0.80617 ±0.00050 . 01 mA 

0.200 mm 0.80626 ±0.00048 . 02 mA 

0.400 mm 0.80557 ±0.00032 . 05 mA 

0.600 mm 0.80554 ±0.00035 .10 mA 
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CHAPTER 6 

THE SOLAR ABSOLUTE INTENSITY OBSERVATIONS 

The absolute intensity measures of several inde­

pendent investigators were used to develop empirical models 

of the solar temperature structure in this research. In 

general, only a few well-calibrated measures were chosen 

from each investigator. Many of these measures were 

corrected for line blanketing or for changes in the absolute 

temperature scale before they were used in calibrating the 

models, A brief discussion of the basic principles that 

are involved in measuring solar absolute intensities is 

provided in Section 6.1. The observations of Labs and 

Neckel (1962, 1963, 1967, 1968, 1970) are then discussed 

in Section 6.2. The absolute intensity observations of 

Saiedy and Goody (1959) and Saiedy (1960) are described in 

Section 6.3. The observations of Houtgast (197 0) are dis­

cussed in Section 6.4. 

6.1 Principles of the Solar Absolute 
Intensity Observations 

Published absolute solar intensity measures are 

normally referenced to black body sources that have been 

calibrated either on the International Practical Temperature 

Scale of 1948 (IPTS-48) or the International Practical 

126 
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Temperature Scale of 1968 (IPTS-68). The Celsius tempera­

ture scale in the IPTS-48 was fixed to the freezing point of 

water at 0°C and the boiling point of water at- 100°C. The 

Kelvin scale was then established by adopting the unit of 

temperature for the Celsius scale and assigning a value of 

273.15°K to the ice point at 0°C. In the IPTS-68 the 

triple point of water was fixed at 0.01°C. The basic unit 

of temperature, the Kelvin, was then defined as the fraction 

1/273.16 of the thermodynamic temperature of the triple 

point. Usage of the term "degree Kelvin" was discontinued, 

and Kelvin temperatures in the IPTS-68 are expressed 

directly in Kelvins (K). Celsius temperatures are still 

properly given in degrees C (°C). A further discussion of 

the IPTS-68 can be found in Barber C1969). A similar 

description of the older IPTS-48 is given in Stimson (1949). 

The highest primary fixed point in both the IPTS-48 

and the IPTS-68 is the freezing point of gold. All tempera­

tures above the gold point are then defined by the following 

equation that is based on the Planck radiation law: 

Ia(T) exp(c2 /ATAu) -  l 
1 

A (TAu) exp (C2 /AT) -  1 '  

In this equation I^CT) is equal to the intensity of a black 

body at the temperature T, and J^ âû  ec3ual to the 

intensity of a black body at the temperature of freezing 

gold TAu> The effective temperature of an unknown source is 
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thus defined directly by the ratio of its own intensity to 

that of an ideal black body at the gold point. Such an 

ideal black body can be approximated experimentally by 

placing a spherical cavity with a small observing aperture 

in direct contact with a mixture of liquid and solid gold. 

If the material on the internal surface of the cavity is 

moderately diffusive and also has a high absorptivity, the 

overall cavity emissivity will be very close to unity. The 

intensity distribution of the radiation emitted by the 

cavity will then be given by the Planck function. 

An unknown absolute intensity 1^ (T) is often 

determined experimentally by using a differential observing 

technique to measure the ratio Î (T)/î CTAu). Usually in 

such an experiment both the radiation source under investi­

gation and a primary standard black body are examined 

alternately with the same observing equipment. The angular 

distribution and wavelength of the incident radiation that 

reaches the detector will then be identical for the two 

sources, making the ratio of the instrumental signals 

SxtT)/Sx(T ) a direct measure of the intrinsic intensity 

ratio I^(T)/i^CT ). The unknown intensity IX(T) is then 

calculated from the observed signal ratio as follows: 

Sa(T) 2Cl/A5 

IxCT) = SX»W ' exp(c2/ATAu) - 1 • 
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In this equation the calculated intensity I^(T) is shown 

to depend not only on the observed signal ratio but also on 

the values adopted for the physical constants c^, c2, and 

2 T, . The value of the radiation constant c, = he is Au 1 

left undefined in both the IPTS-48 and the IPTS-68 because 

it does not explicitly appear in any of the equations used 

to define either temperature scale. The radiation constant 

c2 = hc/k does have a defined value, however, because it 

specifically appears in the equation establishing the 

temperature scale above the gold point. The value of c2 

adopted in the IPTS-4 8 was 1.43 8 0 cm °K. This value was 

then revised to 1.4388 cm K in the IPTS-68. The thermo­

dynamic temperature of freezing gold is also defined in both 

the IPTS-48 and the IPTS-68. The value of T^ in the 

IPTS-48 was 1336.15 °K. This value was changed to 1337.58 °K 

in the IPTS-68. 

6.2 Absolute Intensity Observations of 
Labs and Neckel 

A comprehensive set of solar absolute intensity 

measures from 3287.9 to 12480.0 A was published and dis­

cussed by Labs and Neckel (1962, 1963, 1967, 1968, 1970). 

The disk-center intensity measures that were reported in 

this series of papers were obtained at the Jungfraujoch 

Scientific Station in Switzerland at an altitude of 3600 m. 

These observations were performed differentially by measuring 

the radiation from both the sun and a calibrated tungsten 
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ribbon lamp with an equatorially-mounted Cassegrain tele­

scope and double monochromator. During the observations the 

Cassegrain telescope was switched back and forth between the 

sun and the comparison lamp at regular intervals not 

exceeding 15 minutes. Neutral density filters were mounted 

in front of the sun in order to reduce the intensity differ­

ence between the sun and the lamp. The transmission of each 

filter set was redetermined every day. 

The filament of a calibrated tungsten ribbon lamp 

was placed at the exact focus of a large collimating mirror 

that was aimed at the Cassegrain telescope during the com­

parison lamp measurements. The reflectivity of the 

collimating mirror was measured as a function of wavelength 

on several occasions during each observing run. The two 

tungsten ribbon lamps that served alternately as the com­

parison source were both calibrated at the Happel Laboratory 

of the Heidelberg Observatory. A detailed description of 

the black body and the procedure that was used to calibrate 

it against a gold point standard can be found in Mehltretter 

(I960) . 

Atmospheric extinction coefficients were determined 

directly at a number of preselected wavelengths each day. 

These extinction coefficients were used to extrapolate the 

solar intensity measures to zero airmass. The extinction 

coefficients at most wavelengths were interpolated from the 

extinction coefficients actually measured. 
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Labs and Neckel (1962) described the techniques 

that they used to obtain 132 absolute intensity measures 

from 4010.0 to 6569.0 A. Labs and Neckel (1963) then 

presented 32 additional measures of the solar intensity from 

6389.0 to 12480.0 A, The passbands for all of these 

measures were 2 0.0 A wide and almost perfectly rectangular. 

Regions in the solar spectrum that were strongly affected 

by atmospheric absorption were not investigated. 

Labs and Neckel (1967) published a complete revision 

of their original intensity measures from 4010.0 to 

12480.0 A. Included as part of this revision were 44 new 

measures that were taken from 32 87.9 to 4127.1 A. The 

O 
passbands for these new measures were 2 0.5 A wide. The 

revision of the original measures from 4010.0 to 12480.0 A 

resulted from intercomparisons which had been made with a 

number of standard lamps that had been calibrated at 

Heidelberg and several other laboratories from 1958 through 

1965. These intercomparisons indicated that lamp intensi­

ties based on the Heidelberg black body were systematically 

too high relative to the radiation standards at the other 

laboratories. Labs and Neckel (1967) therefore recomputed 

all of their absolute intensity measures using lamp intensi­

ties that were uniformly reduced by 1%. Labs and Neckel 

(1968) later republished these results using a revised gold 

point of 1337.58 °K and a new value of c^. Labs and Neckel 

(197 0) then published a differential correction scheme that 
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could be used to bring these data into complete agreement 

with the IPTS-68. Table 6.1 gives a simplified listing of 

the physical constants that were assumed in each paper of 

this series. 

Table 6.1. Physical constants for the absolute intensity 
measures of Labs and Neckel. 

Reference 2c^ (erg*cm2*s C2 Ccm*K) T (K) Au 

1962 1.1970 x 10"5 1.4380 1336.20 

1963 1.1907 x 10~5 1.4380 1336.20 

1967 1.1907 x 10~5 1.4380 - 1336.20 

1968 1.1910 x 10~5 1.4380 1337.58 

1970 1.1910 x 10"5 1.4388 1337.58 

Several of the disk-center absolute intensity 

measures of Labs and Neckel (1967) were used in calibrating 

the solar models in this research. The passbands for these 

measures were located in regions of the spectrum that were 

believed to be relatively free from blanketing by solar and 

terrestrial absorption lines. The atmospheric extinction 

in each of the selected passbands had also been accurately 

measured during the observations. 

The intensity at the central wavelength in each 

calibration passband was obtained in this research by 
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dividing the published integrated intensity by the width of 

the passband. These intensities were then converted from 

the IPTS-48 to the IPTS-68 as follows: 

68 _ 48. 1.1910 exp (1.4380/ (A • 25 00. 0)) - 1 
1 1.1907 ' exp (1.4388/(A-2503. 6)) - 1 * 

The resulting intensities are listed as I, and I in 
A V 

Table 6.2. A revised temperature of 2503.6 K was adopted 

for the Heidelberg black body since it was originally 

calibrated against a gold point standard at several wave­

lengths near 57 00 A. 

The observational absolute intensities in Table 6.2 

were corrected for absorption lines using high resolution 

spectra that were taken with the McMath Solar Telescope and 

the Main Spectrometer. These spectra were fitted with a 

parabolic solar continuum for a range of several hundred 

angstroms about each observational passband. The program 

chose the solar continuum in each region by minimizing the 

area between the parabola and the spectrum without allowing 

the parabola to fall below the spectrum at any point over 

the range of the fit. The spectrum was then normalized by 

adjusting the fitted continuum to a value of unity at each 

wavelength, A line blanketing coefficient n for each pass-

band was calculated by a direct integration of the 

normalized solar spectrum. The continuum intensity in 

each passband was then computed by dividing the observed 



Table 6.2. Absolute solar intensities for the passbands used by Labs and Neckel. 

X (A) 

Observed absolute intensity 
Corrected continuum 

intensity 

-2 -1 -2 -1 ,erg cm s , ferg cm s 
i-itvi » r< ster cm ster Hz 

Line blanketing 

Present L & N 
research (1968) 

H K 
-2 -1 s ferg cm s . ,erq cm 

<—• -i- V rum ' » n a v 

-2 -1 

ster cm ster Hz 

6080 .3102 x 10 15 

6239 .2955 x 10 

6399 .2874 x 10 

6621 .2772 x 10 

7465 ,2216 x 10 

8465 .1731 x 10 

15 

15 

15 

15 

15 

9815 .1272 x 10 15 

.3825 x 10 

.3837 x 10 

.3925 x 10 

.4053 x 10 

.4119 x 10 

.4137 x 10 

.4087 x 10 

-4 

-4 

-4 

-4 

-4 

-4 

-4 

.0243 

. 0513 

. 0382 

.0108 . 

.0171 

.0291 

.0379 

. 0210 

. 0330 

. 0270 

.0070 

.0130 

.0160 

. 0100 

.3179 x 

.3115 x 

.2988 x 

.2802 x 

.2254 x 

.1783 x 

.1322 x 

10 
15 

10 

10 

10 

10 

15 

15 

15 

15 

10 

10 

15 

15 

.3920 x 10 -4 

4045 x 10 -4 

4081 x 10 -4 

.4098 x 10 -4 

4191 x 10 

.4261 x 10 

-4 

-4 

.4249 x 10 -4 
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intensity by 1 - ri. The line blanketing coefficients and 

the continuum intensities I,' and I1 are given in Table 6.2. 
A V 

There are several potential sources of error in 

using the line blanketing coefficients from the high resolu­

tion spectra to calculate continuum intensities from the 

observed disk-center intensity measures. Atmospheric 

absorption lines are largely eliminated through the 

extinction corrections. Correcting the observed intensities 

for line blanketing thus results in a second correction for 

the atmospheric lines in each passband. Solar lines at 

either end of the instrumental passband will also be 

inaccurately accounted for in computing the line blanketing. 

A proper treatment would require an exact knowledge of the 

original instrumental passband. The line blanketing 

coefficients that were calculated from the high resolution 

scans are accurate to only ±10% as a result of these 

uncertainties. Since most of the line blanketing coeffi­

cients are quite small, the overall effect of this error on 

the continuum intensities is actually fairly insignificant. 

Labs and Neckel (1968) also published line blanket­

ing coefficients for each of their observational passbands. 
O 

Above 5500 A these line blanketing coefficients were 

obtained from a direct planimetry of published solar 

atlases. Coefficients for the passbands that were used in 

calibrating the solar models are shown in Table 6.2. In 

most cases these line blanketing coefficients are somewhat 
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smaller than those that were derived from the high resolu­

tion spectra. This discrepancy is probably caused by the 

large uncertainty that is inherent in trying to determine 

the level of the continuum in published atlas spectra. 

According to Labs and Neckel (196 8) the standard 

error associated with their absolute intensity measures 

is ±1.5%. Systematic errors that might affect the overall 

calibration of the measures were thought to be less than 

±2%. Any solar model that produces disk-center continuum 

intensities that are more than a few per cent from those in 

Table 6.2 should probably be rejected. 

6.3 Absolute Intensity Observations of 
Saiedy and Goody 

A well-calibrated solar absolute intensity measure 

at 111000 A was published by Saiedy and Goody (1959), Two 

similar measures of the solar absolute intensity at 863 00 

and 120200 A were later published by Saiedy (1960). The 

solar observations that were used in deriving these 

absolute intensity measures were taken at the Ascot Field 

Station of the Department of Meteorology, Imperial College 

during 1958 and 1959. A sidereostat was used with a 

parabolic primaiy mirror to form an image of the sun on the 

entrance slit of a grating double monochromator in these 

observations. A chopping wheel in front of the double 

monochromator modulated the incoming radiation at 11 Hz. 

The infrared radiation from the double monochromator was 
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detected with a Golay cell which was coupled to a phase-

sensitive rectifier and a Honeywell-Brown recorder. 

The sidereostat was rotated into a position where 

radiation was sent to the double monochromator from a 

carefully regulated black body reference source at 1300 °K 

between individual observations of the sun. A parabolic 

mirror was used in the reference source measurements to 

send a collimated beam of radiation from the black body to 

the sidereostat. Except for the additional reflection at 

this mirror and the change in the angle of reflection at 

the sidereostat, the radiation from the black body followed 

the same optical path as the radiation from the sun. The 

reflectivity of the collimating mirror and the angular 

dependence of the reflectivity of the sidereostat were both 

calibrate using a Nernst filament and a special optical 

system with the double monochromator. Polarization effects 

were not included in the measurements. The large intrinsic 

intensity difference between the sun and the black body was 

minimized in the observations by placing a second sector 

wheel in front of the double monochromator during the 

observations of the sun. This sector wheel was calibrated 

geometrically and interrupted the incoming beam of radiation 

at 100 Hz. This sector wheel had no effect on the linearity 

of the measurements. 

The final recorder deflections were used with the 

various instrumental calibrations to obtain individual 
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measures of the solar intensity. A least-squares linear 

fit to each series of intensity measures was then used to 

extrapolate the observations to zero airmass. A small 

correction was also made for the effects of limb darkening. 

The final absolute intensity measures are listed in 

Table 6.3, These measures are based on a revised black 

body temperature of 13 01.32 K. 

Table 6.3. Absolute intensity measures of Saiedy and Goody. 

Observed absolute intensity 

I, I X v 
-2 -1 -2 -1 . °, /-erg cm s . /-erg cm s . 

* CA) C ster cm }( ster Hz > 

86300 6.543 x 1010 1.625 x 10~6 

111000 2.412 x 1010 .9914 x 10~6 

120200 1.777 x 1010 .8564 x 10~6 

6.4 Absolute Intensity Observations of Houtgast 

Houtgast (197 0) described a series of absolute 

intensity measures that were obtained during July and 

August, 1960 with the Snow Spectrometer at Mt. Wilson. 

These measures covered high points in the solar spectrum 

from 2935,3 to 4087,4 A. A coelostat and a large optical 

flat were used to direct solar radiation to the primary 
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mirror of the telescope during observations of the sun. A 

calibrated tungsten ribbon lamp and a large auxiliary flat 

were used during the comparison source measurements. The 

comparison lamp was located in front of and slightly to the 

side of the spectrometer. Light from the filament reflected 

off the primary and travelled to the auxiliary flat. The 

reflected radiation from the flat then travelled back to the 

primary mirror and was reimaged on the slit of the 

spectrometer. 

Comparison lamp measurements were usually taken 

first at all wavelengths. Tracings of the solar spectrum 

were then recorded at as many wavelengths as possible. A 

final series of comparison lamp measurements were taken 

immediately after the solar observations. Because of 

weather conditions, the entire observing sequence was 

finished on only two occasions. Relative measurements were 

obtained on several additional days. 

The reflectivities of the mirrors were measured in 

a separate series of measurements that incorporated an 

extra flat that was identical to that which was used in the 

comparison lamp measurements. Polarization effects were 

not investigated directly although a 3% loss was expected 

during the observations of the sun. This was balanced by 

a 4% loss that was caused by placing the lamp filament in 

front of the spectrometer during the comparison source 

measurements. Uncertainties were also introduced in 
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calibrating the ribbon lamp and in determining the solar 

intensity outside the earth's atmosphere. The cumulative 

effects of these and other errors were estimated to range 

from ±18% at 3000 A to ±8% at 4000 A. 

The extinction at each wavelength was based on a 

set of extinction coefficients that were obtained by 

Dunkelman and Scolnik CI959) at Mt. Lemmon on October 4, 

1959. Houtgast used these coefficients for his reductions 

after he increased the Rayleigh scattering component of the 

extinction by 9% in order to account for the airmass dif­

ference between Mt. Wilson and Mt. Lemmon. The ozone 

component of the extinction was assumed to be the same at 

both locations. Although this procedure is acceptable in 

principle, the results are difficult to verify. Houtgast 

(197 0) claimed that the observations at Mt. Wilson were 

compatible with the corrected extinction coefficients from 

Mt. Lemmon. The estimates of the extinction at Mt. Wilson, • ' 

however, were frequently based on only two observations of 

the sun at each wavelength. 

Most conventional solar models produce intensities 

that are almost 50% higher than those of Houtgast (1970) 
O 

near 3 000 A. Since the observations of Houtgast provide 

evidence of a missing opacity source in the ultraviolet, it 

is important to know whether the observational errors could 

be large enough to account for this discrepancy. Labs and 

Neckel C1967) measured the solar intensity in a passband 
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O 
from 32 87.9 to 33 08.4 A. High resolution spectra taken 

with the McMath Solar Telescope indicate that n = 0.31 in 

this passband. When this line blanketing is taken into 

account, the intensity of the apparent continuum in this 

spectral region is found to be 5% above that measured by 

Houtgast (.1970) in the window at 3300.3 A. Both sets of 

observations thus agree to well within the quoted estimates. 

Errors as large as 50% are quite unlikely in view of the 

excellent agreement between the two independent sets of 

observations. The absolute intensity measures of Houtgast 

(197 0) at 32 04.7 and 4019.7 A were used to evaluate the 

ultraviolet predictions of the solar models in this research. 



CHAPTER 7 

THE SOLAR MODELS 

A series of continuum solar models were computed 

with the SOURCE model atmosphere program in this research. 

Details of this program have been published by Gingerich 

(1964); Carbon and Gingerich (1969); Carbon, Gingerich, and 

Latham (1969); and Gingerich et al. (1971). A description 

of the specific version of the program that was used in 

computing the solar models is given in Section 7.1. 

Limb darkening observations from 3033.27 to 7296.75 

%. have recently been taken by Pierce and Slaughter (1977) 

with the McMath Solar Telescope. Limb darkening measures 

from these observations were used in deriving several of the 

solar models in this research. A brief discussion of the 

limb darkening observations of Pierce and Slaughter (1977) 

is therefore provided in Section 7.2. 

Techniques for fitting the solar models to the 

observations are described in Section 7.3. One-component 

models of the solar atmosphere are then discussed in Section 

7.4. A discussion of two-component models follows in 

Section 7.5. A number of basic conclusions that can be 

drawn from the solar models are presented in Section 7.6. 

142 
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7.1 Description of the Model 
Atmosphere Computations 

The temperature structure of the solar atmosphere 

can be studied with theoretical models. The emergent 

intensity at any angle to the surface of a plane-parallel 

atmosphere can be calculated as 

-TX/P DTJ 

V' = f
0  W e  IT • 

where is the source function and is the mono­

chromatic optical depth along a normal to the surface. The 

integral is normally performed as a finite sum over a large 

number of depths in the atmosphere. The source function 

S^(T^) is the ratio of the emissivity to the absorptivity at 

each depth. The physical conditions at each point in the 

atmosphere depend only on the surface gravity, the chemical 

composition, and the local temperature if one assumes hydro­

static equilibrium and LTE. It is therefore possible to 

determine the temperature structure of the solar atmosphere 

by empirically itotching the predictions of a theoretical 

model to actual observations of the solar intensity once one 

knows the surface gravity and the chemical composition of 

the atmosphere. 

A series of continuum solar models were computed 

with the SOURCE model atmosphere program. The temperatures 

in each of these models were defined at regular intervals in 

the logarithm of the continuous opacity at 5000 A. There 
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were 20 steps per decade of optical depth from log T = -8.0 

to log T = +1.4 in each model. The He/H ratio by number was 

set at 1/10. All other atomic abundances except iron were 

taken from Lambert (19 68) and Lambert and Warner (1968). 

The iron abundance was derived by Garz et al. (1969). The 

elemental abundances are given in Table 7.1. The level 

populations of all atomic and molecular species including 

hydrogen were assumed to be in LTE. Hydrostatic equilibrium 

was also assumed in all of the models. 
— —j- — 

Contributions to the opacity from H, H , H^, , 

He , Rayleigh scattering, electron scattering, and the 

metals were included in the computations. References for 

the opacity representations in the program are given in 

Table 7.2. The references in this table are listed in 

chronological order. The primary reference for the theo­

retical work is therefore listed first. Scattering contri­

butions to the source function were computed at nineteen 

steps in the atmosphere. The scattering at all other steps 

was found by interpolation. The scattering contributions 

to the source function were small throughout most of the 

atmosphere. 

Since H is the dominant opacity source in both the 

visible and the infrared throughout most of the photosphere, 

errors in the computation of the bound-free or free-free 

absorption coefficient of H could significantly affect the 

models. Geltman (1962) computed the H bound-free 
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Table 7.1. Elemental abundances by number in the model 
atmosphere program. 

Element Abundance 

H 1.000 X 10° 

He 1.000 X 10_1 

C 3.548 X 10~4 

N 8.511 X 10"5 

0 5. 888 X 10~4 

Na 1.514 X 10"6 

Mg 3. 020 X 10"5 

A1 2.512 X 10-6 

Si 3.548 X 10-5 

S 1. 622 X 10-5 

K 1.122 X 10"7 

Ca 2.138 X H
 
o
 1 0^
 

Fe 3.162 X 10"5 
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Table 7.2. References for the opacity representations in 
the model-atmosphere program. 

Opacity source Reference 

H 

H bound-free 

H free-free 

Mg, Si 

Ht 

H2 

He free-free 

H Rayleigh 

H2 Rayleigh 

Menzel and Pekeris (1935) 
Burgess (1958) 
Karsas and Latter (1961) 
Gingerich (1964) 
Carbon and Gingerich (1969) 

Geltman (1962) 
Gingerich (1964) 
Carbon and Gingerich (1969) 

Stilly and Callaway (197 0) 
Kurucz (197 0) 

Peach (1967) 
Carbon and Gingerich (1969) 

Peach (1970) 
Kurucz C1970) 

Bates (1951, 1952) 
Bates, Ledsham, and Steward (1953) 
Gingerich (1964) 
Carbon and Gingerich (1969) 

Somerville (1964) 
Dalgarno and Lane (1966) 
Carbon et al. (1969) 

John (1968) 
Carbon et al. (1969) 

Dalgarno (1962) 
Gingerich (1964) 
Carbon and Gingerich (1969) 

Dalgarno and Williams (1962) 
Gingerich (1964) 
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absorption coefficient using a seventy-parameter bound-state 

wave function and a variationally determined free-state wave 

function. Doughty, Fraser, and McEachran (1966) and Bell 

and Kingston (1967) have also calculated the bound-free 

absorption coefficient of H . The velocity results of 

Geltman (1962) and Doughty et al. (1966) agree to ±5% from 

300 to 13000 A. The velocity results of Bell and Kingston 

(1967) also agree to ±20% with those of Geltman (1962) over 

the same spectral range. Errors larger than -2 0% in the H 

bound-free absorption coefficient should therefore be con­

fined to regions of the spectrum that are outside the range 

from 3000 to 13000 K. Stilly and Callaway (1970) computed 

the free-free absorption coefficient of H using polarized 

orbital theory to obtain the continuum state of the external 

electron. The length and velocity results in their formula­

tion agree to *10% beyond 10000 K. Since the results of 

Stilly and Callaway (197 0) also agree very well with those 

of Doughty and Fraser (1966) and Bell, Kingston, and 

Mcllveen (1975), systematic errors in the H free-free 

absorption coefficient are probably less than ±10% beyond 

10000 A. 

Departures from LTE can significantly affect the 

solar radiation field. Vernazza, Avrett, and Loeser (1976) 

developed an empirical model of the solar photosphere and 

low chromosphere in which they explicitly solved the 

statistical equilibrium and radiative transfer equations for 
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H, H , CI, and Si I. Non-LTE effects in hydrogen and 

carbon were generally found to be negligible except in the 

chromosphere. Non-LTE effects in silicon, .however, were 

found to be important in the upper levels of the photo­

sphere and in the temperature minimum. These non-LTE 

effects may have a slight influence on the limb darkening 

measures at 85636.32 and 104077.55 A. Small changes in the 

upper levels of the photosphere, however, cannot signifi­

cantly affect the limb darkening measures at any of the 

other observational wavelengths, Non-LTE effects are 

therefore unimportant in the layers of the solar atmosphere 

that are of primary interest in this study. 

7.2 Limb Darkening Observations of 
Pierce and Slaughter 

Pierce and Slaughter (19 77) have recently published 

several tables which can be used to reconstruct observa­

tional profiles of the solar limb darkening at a number of 

wavelengths from 3033.27 to 7297.75 A. The numerical co­

efficients that are listed in these tables were derived 

from least-squares polynomial fits to drift scans that were 

taken with the Main McMath Solar Telescope during 1974 and 

1975. 

Pierce and Slaughter (1977) used the Main Spectrom­

eter in double pass for their observations. The background 

in each drift scan was determined by closing the inter­

mediate shutter of the spectrometer for a short period of 
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time when the solar image was about nine-tenths of a solar 

radius away from the entrance aperture of the spectrometer. 

Two additional closures of the intermediate shutter as the 

sun actually passed over the entrance slit were used to 

determine the amount of stray light that was scattered 

inside the spectrometer. This stray light was then sub­

tracted out of each scan by assuming that it was directly 

proportional to the solar intensity at each point on the 

disk. The inflection points that occurred on opposite sides 

of the solar profiles were used to define the solar limbs 

in the data reductions. A least-squares polynomial fit to a 

series of normal points across the solar disk was used to 

derive a final limb darkening curve at each wavelength. 

A fifth-degree polynomial in y was found to be the most 

accurate. No corrections for diffraction, atmospheric 

seeing, or atmospheric scattering were made from disk center 

to y = 0.10. Probable errors over this range were generally 

less than ±0.005. Most, but not all, of the observations 

were taken in relatively clean windows of the solar spectrum. 

7.3 Procedure for Testing the 
Solar Models 

A large number of solar models were investigated in 

this research. A few of the more successful models are 

discussed in the remaining sections of this chapter. The 

temperatures in most of these models were adjusted until the 

limb darkening and absolute intensity predictions of the 
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model atmosphere program matched the observational measures 

as well as possible. Limb darkening residuals for each 

solar model were calculated by subtracting the observational 

measures of the limb darkening from the limb darkening 

measures that were derived from the program. Each positive 

residual indicated that the model limb darkening was too 

high; while each negative residual indicated that the model 

limb darkening was too low. Observational measures of the 

limb darkening in the infrared were computed from the 

quadratic coefficients in Table 5.19. Observational 

measures of the limb darkening at 3204.68, 4019.70, 4615.10, 

4929.05, 5256.35, 6109.75, and 6694.00 A were computed from 

the (coefficients of the fifth-degree polynomials in y that 

were published by Pierce and Slaughter (1977), High resolu­

tion atlas spectra indicated that these particular wave­

lengths were relatively unaffected by solar and terrestrial 

absorption lines. Ratios of the predicted absolute inten­

sity at disk center to the observed absolute intensity at 

disk center were also calculated at several wavelengths in 

each model. 

The temperatures at various depths in the solar 

models were adjusted up or down in an effort to minimize the 

absolute values of the limb darkening residuals at each 

wavelength. An effort was also made to keep the absolute 

intensity ratios as close as possible to one. At most 

wavelengths the solar limb darkening can be approximated by 
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an equation of the form 

Ix(y)/IA(1.0) = a + b p. 

The source function under such conditions can be expressed 

as 

SA(xA) = a IA(1.0) + b I^(1.0)x^ . 

The solar limb darkening at 4 50 0 & is approximately equal 

to 0.25 + 0.75 y, and the source function can be expressed 

as 

Sx(Tx)=0.25Ix(1.0) + 0.75Ix(1.0)Tx. 

Starting with this expression one can show that a ±5% error 

in the source function of a proposed solar model at all 

depths above T, = 0.099 or a +5% error at all depths below 
A 

T, = 2.44 could be responsible for a limb darkening residual 

of ±.0050 at p = 0.20. At 22000 K the limb darkening is 

approximately equal to 0.75 + 0.25 y, and the source function 

can be expressed as 

Sa(ta) = 0.75 IA(1.0) + 0.25 I a(1.0)Ta. 

A limb darkening residual of ±.0020 at y = 0.20 at this 

wavelength could be caused by a ±2% error in the source 

function at all depths above Ta = 0.100 or by a =F2% error at 

all depths below xA = 2.43. A ±40 K error at 5000 K or a 

±78 K error at 7 000 K would be large enough to produce a 

±5% error in the source function at 4500 A. A ±57 K error 
/ 

at 5000 K or a ±93 K error at 7000 K would be sufficient to 
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produce a ±2% error in the source function at 22 000 A. As a 

whole, these results indicate that the residuals in both the 

visible and the infrared will be smaller than the observa­

tional errors as long as the temperature errors in a pro­

posed model are less than ±4 0 K above x^ = 0.10 and less 

than ±8 0 K below x^ = 2.43. 

7.4 One-Component Models of the 
Solar Atmosphere 

The HSRA was recomputed with the version of the 

SOURCE model atmosphere program that was described in 

Section 7.1. The physical parameters of this model are 

given in Table 7.3 and are slightly different from those 

that were published by Gingerich et al. (1971). Most of the 

differences are extremely small and result from changes in 

the opacity representations that have been incorporated 

into the current version of the model atmosphere program. 

The limb darkening residuals for the HSRA are given 

in Table 7.4. The absolute intensity ratios for the HSRA 

are listed with those of other one-component models in Table 

7.9 (p. 167). The largest limb darkening residuals occur 

at 3204 .68, 16222.00, and 16513.18 JL. The residuals at 

3204.68 A are positive; while those at 16222.00 and 16513.18 

A are negative. Since optical depth unity at each of these 

wavelengths lies below optical depth unity at 5000 A, most 

of the radiation at all three wavelengths comes from deep 

within the photosphere. The positive residuals at 3204.68 A 
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Table 7.3. Physical parameters of the HSRA. 

Log 
T5000 A 

T 
CK) 

Log 

(dyne^cm2) 

Log 
Pe 2 (dyne/cm ) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1. 668 -1.205 -9.864 7.947 
-4.9 5170 1.885 -1.254 -9.636 7.916 
-4.8 5040 2. 074 -1.314 -9.436 7. 888 
-4.7 4910 2.242 -1-37 0 -9.256 7.862 
-4.6 4790 2.392 -1.398 -9.095 7.838 
-4.5 4660 2.524 -1.400 -8.952 7.817 
-4.4 4530 2. 636 -1.365 -8.827 7.798 
-4.3 4400 2.729 -1.317 -8.722 7.782 
-4,2 4280 2. 808 -1.276 -8.630 7.769 
-4.1 4200 2. 879 -1.240 -8.551 7.757 

-4.0 4170 2. 946 -1.195 -8.481 7.745 
-3.9 4175 3. Oil -1.139 -8.417 7.734 
-3.8 4190 3. 073 -1.080 -8.356 7.722 
-3.7 4205 3.135 -1.022 -8.296 7.711 
-3.6 4225 3.195 -.964 -8.'237 7.699 
-3.5 4250 3.255 -.903 -8.180 7.687 
-3.4 4280 3. 314 -.842 -8.124 7.675 
-3.3 4305 3.373 -.783 -8.068 7.663 
-3.2 4330 3. 431 -.724 -8.013 7.650 
-3.1 4355 3.488 -.666 -7.958 7.636 

-3.0 4380 3.546 -.608 -7.903 7.623 
-2.9 4405 3. 603 -.551 -7.848 7. 609 
-2.8 4430 3. 660 -.494 -7.794 7.594 
-2.7 4460 3.716 -.435 -7.740 7.579 
-2.6 4490 3.773 -.376 -7.686 7.563 
-2.5 4525 3.829 -.316 -7.633 7.547 
t2.4 4550 3. 885 -.260 -7.580 7. 52 9 
-2.3 4575 3. 941 -.204 -7.526 7.511 
-2.2 4600 3. 997 -.148 -7.472 7. 493 
-2.1 4630 4. 053 -.090 -7.419 7.473 

-2.0 4660 4.109 -.033 -7.366 7 . 452 
-1. 9 4690 4.165 . 025 -7.313 7. 430 
-1.8 4720 4.220 . 082 -7.260 7.407 
-1.7 4750 4.276 .139 -7.207 7.382 
-1.6 4790 4.332 .200 -7.155 7.356 
-1.5 4840 4.387 .264 -7.104 7.327 
-1.4 4895 4.443 .329 -7.054 7.297 
-1,3 4950 4.498 .395 -7.003 7.263 
-1.2 5010 4.554 . 462 -6.953 7.227 
-1.1 5080 4. 609 .533 -6.904 7.187 
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Log 
X5000 A 

T 
(K) 

Log 
pgas 9 

Cdyne/cm ) 

Log 

^e 2 
(dyne/cm ) 

Log 
density 
(g/cm ) 

Log 
depth 
(cm) 

-1.0 5160 4. 664 . 608 -6.856 7.142 
-.9 5240 4.718 . 685 -6.808 7. 091 
-.8 5330 4.772 .767 -6.761 7.034 
-.7 5430 4. 825 . 857 -6.716 6. 968 
-.6 5540 4. 876 . 956 -6.674 6. 892 
-.5 5650 4. 925 1. 060 -6.634 6. 801 
-.4 5765 4. 971 1.170 -6.596 6. 691 
-.3 5890 5. 015 1.290 -6.562 6. 550 
-.2 6035 5. 055 1. 428 -6.532 6.355 
-.1 6200 5. 091 1.582 -6.508 6. 033 

. 0 6390 5.123 1.755 -6.498 0. 000 

.1 6610 5.151 1. 947 -6.477 5. 982 

.2 6860 5.174 2 .154 -6.470 6.255 

.3 7140 5.194 2.372 -6.468 6.403 

.4 7440 5.210 2.589 -6.470 6. 499 

.5 7750 5.223 2.797 -6.475 6.569 

. 6 8030 5.235 2.973 -6.479 6. 624 

.7 8290 5.245 3.127 -6.483 6. 669 

.8 8520 5.255 3.256 -6.486 6.709 

. 9 8710 5.265 3.358 -6.487 6.747 

1.0 8880 5.275 3. 447 -6.487 6.782 
1.1 9050 5.285 3.533 -6.486 6.816 
1.2 9220 5.296 3.616 -6.485 6. 850 
1.3 9390 5.307 3.697 -6.484 6. 882 
1,4 9560 5.318 3.774 -6,482 6.914 



Table 7.4. Residuals for the HSRA. 

Log y 

X (A) -.10 -.20 -.30 

o
 1 -.50 

o
 1 -.70 

3204.68 +.0159 +.0255 +.0305 +.0342 +.0363 +.0361 +.0335 
4019.70 -.0011 -.0019 -.0022 -.0006 +.0020 +.0042 +.0050 
4615.10 -.0053 -.0095 -.0110 -.0096 -.0069 -.0046 -.0041 
4929.05 -.0050 -.0087 -.0105 -.0102 -.0084 -.0059 -.0037 
5256.35 -.0008 -.0049 -.0051 -.0046 -.0039 -.0025 -.0001 
6109.75 -.0023 -.0043 -.0043 -.0035 -.0023 -.0007 +.0007 
6694.00 -.0068 -.0066 -.0059 -.0060 -.0063 -.0057 -.0045 
10840.10 -.0029 -.0047 -.0052 -.0048 -.0045 -.0049 -.0064 
10854.00 -.0031 -.0050 -.0055 -.0052 -.0048 -.0051 -.0066 
10865.00 -.0033 -.0053 -.0059 -.0057 -.0054 -.0057 -.0073 
12466.63 -.0033 -.0057 -.0069 -.0071 -.0067 -.0065 -.0067 
12505.51 -.0031 -.0053 -.0065 -.0067 -.0065 -.0065 -.0069 
16222.00 -.0048 -.0093 -.0132 -.0162 -.0183 -.0194 -.0197 
16513.18 -.0048 -.0093 -.0133 -.0163 -.0185 -.0199 -.0205 
21855.59 -.0030 -.0054 -.0069 -.0078 -.0080 -.0077 -.0071 
21907.47 -.0025 -.0048 -.0063 -.0071 -.0074 -.0072 -.0069 
23121.03 -.0027 -.0047 -.0061 -.0069 -.0071 -.0070 -.0069 
23127.19 -.0028 -.0050 -.0065 -.0073 -.0075 -.0073 -.0069 
23132.73 -.0027 -.0049 -.0064 -.0071 -.0073 -.0070 T.0065 
38839.36 -.0006 -.0011 -.0016 -.0019 -.0025 -.0032 -.0042 
38862.02 -.0007 -.0015 -.0020 -.0026 -.0033 -.0043 -.0056 
46142.57 -.0003 -,0009 -.0015 -.0023 -.0033 -.0045 -.0060 
85636.32 -,0017 -.0034 -,0049 -.0060 -.0070 -.0078 -.0083 

1040.07,55 -.0022 -.0041 -.0057 -,0069 -.0079 -.0088 -.0095 
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suggest that the temperatures below optical depth unity rise 

too slowly; while the negative residuals at 16222.00 and 

16513.18 A indicate that these temperatures rise too 

rapidly. The temperature gradient in the deep layers of the 

HSRA is thus too low to produce the dramatic limb darkening 

that is observed at short wavelengths and too high to 

account for the rather mild limb darkening that is observed 

near the H opacity minimum at 164 00 A. The absolute 

intensities at 3204.7 and 4019.7 A are also quite high; 

while those at longer wavelengths tend to be too low. 

Since similar discrepancies in the deep layers of the 

photosphere occur in one form or another with virtually all 

of the solar models that have been presented in recent 

years, these problems are not restricted solely to the HSRA. 

It will be shown in later sections of this chapter that many 

of the discrepancies in the deep layers of the photosphere 

can be explained by line blanketing and by the temperature 

fluctuations that are associated with the solar granulation. 

An effort was initially made to develop a one-

component solar model that would deviate only slightly from 

the HSRA and still fit the new infrared limb darkening 

measures. The atmospheric model that was achieved in this 

effort is shown as Model 1 in Figure 7.1. The physical 

parameters of Model 1 at regular intervals in log x are 

listed in Table 7.5. Model 1 has a minimum temperature of 

4136 K at logx= -4.0. Temperatures from log t = -3.6 to 
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Figure 7.1. Solar models: Ca) Model 1, ; Cb) HSRA, . 
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Table 7.5. Physical parameters of Model 1 

Log 
t5000 A 

T 
(K) 

Log 

(dyne^cm2) 

Log 
pe 2 

(dyne/cm ) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1.669 -1.205 -9.863 7.948 
-4.9 5168 1.886 -1.256 -9.635 7. 917 
-4,8 5036 2. 075 -1.318 -9.435 7. 889 
-4.7 4904 2.243 -1.376 -9.254 7.863 
-4.6 4772 2.395 -1.412 -9.091 7. 839 
-4.5 4640 2.527 -1.410 -8.947 7. 817 
-4.4 4512 2.638 -1.369 -8.823 7.799 
-4.3 4384 2.730 -1.319 -8.719 7.783 
-4.2 4256 2. 808 -1.283 -8.628 7.770 
-4.1 4160 2.879 -1.256 -8.547 7.758 

-4.0 4136 2. 946 -1.210 -8.478 7.747 
-3.9 4142 3. 010 -1.154 -8.414 7.736 
-3.8 4156 3. 073 -1.096 -8.353 7.724 
-3.7 4178 3.135 -1.035 -8.293 7.713 
-3.6 4208 3.195 -.971 -8.236 7.701 
-3.5 4244 3.255 -.906 -8.180 7.690 
-3.4 4280 3.314 -.842 -8.124 7.677 
-3.3 4316 3. 372 -.778 -8.070 7.665 
-3.2 4352 3. 431 -.715 -8.015 7.652 
-3.1 4388 3. 488 -.653 -7.961 7.639 

-3.0 4424 3.546 -.591 -7.907 7.625 
-2.9 4460 3. 603 -.529 -7.853 7.611 
-2.8 4496 3. 660 -.468 -7.800 7.596 
-2.7 4532 3.717 -.407 -7.746 7.580 
-2.6 4568 3.774 -.346 -7.693 7.564 
-2.5 4604 3. 830 -.286 -7.640 7.548 
-2.4 4640 3. 886 -.226 -7.587 7.530 
-2.3 4676 3. 943 -.166 -7.534 7.512 
-2.2 4712 3. 999 -.106 -7.481 7.492 
-2.1 4748 4. 055 -.047 -7.428 7.472 

-2.0 4784 4.111 . 013 -7.376 7.451 
-1.9 4820 4.167 . 072 -7.323 7.428 
-1.8 4856 4. 222 . 131 -7.271 7.404 
-1.7 4892 4.278 .190 -7.218 7.378 
-1. 6 4928 4.334 .249 -7.166 7.351 
-1.5 4964 4.389 .308 -7.114 7.321 
-1.4 5000 4.444 .367 -7.061 7.290 
-1.3 5042 4,499 .428 -1. 010 7.255 
-1.2 5092 4,555 ,492 -6.959 7.218 
-1.1 5150 4,609 .560 -6,909 7.176 
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Table 7.5.—Continued 

Log 
t5000 A 

T 
CK) 

Log 
pgas o 

Cdyne/cm^) 

Log 
Pe, 2 

(dyne/cm ) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-1. 0 5216 4. 664 . 631 -6.860 7.130 
-.9 5290 4.718 .706 -6.812 7 . 078 
-.8 5372 4.771 .786 -6.766 7. 019 
-.7 5462 4. 824 . 873 -6.721 6. 951 
-.6 5560 4. 874 . 967 -6.678 6.871 
-.5 5672 4. 923 1. 072 -6.638 6.776 
-.4 5800 4. 968 1.193 -6.602 6. 660 
-.3 5954 5. 010 1.336 -6.571 6. 512 
-.2 6134 5.047 1.503 -6.547 6.311 
-.1 6328 5. 080 1. 680 -6.529 5.986 

. 0 6528 5,108 1. 858 -6.514 0. 000 

.1 6728 5.133 2. 030 -6.503 5.943 

.2 6928 5.155 2.195 -6.493 6.226 

.3 7128 5.175 2.353 -6.486 6.387 

.4 7328 5.193 2.504 -6.480 6. 498 

.5 7528 5.210 2. 648 -6.475 6.584 

.6 7728 5.226 2.785 -6.470 6.653 

.7 7 92 8 5.242 2. 916 -6.466 6.712 

. 8 8128 5.257 3. 041 -6.463 6.763 

.9 8328 5.271 3.161 -6.460 6. 809 

1. 0 8528 5.2 85 3.275 -6.457 6. 850 
1.1 8728 5.299 3.385 -6.454 6. 888 
1.2 8928 5.313 3.490 -6.452 6. 923 
1.3 9128 5.326 3. 590 -6.449 6. 956 
1.4 9328 5.339 3. 686 -6.447 6. 987 
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log x = -1.4 rise at exactly 360 K per decade of optical 

depth; while those below log T = -0,1 rise at 2000 K per 

decade of optical depth. Model 1 reaches a temperature of 

6528 K at optical depth unity. 

The limb darkening residuals for Model 1 are shown 

in Table 7.6. The absolute intensity ratios for Model 1 are 

given in Table 7.9 (p. 167). The limb darkening residuals 

in the infrared range from -.0040 to +.0028. Those in the 

visible range from +.0004 to +.0764. The largest residuals 

in the infrared are only slightly bigger than the observa­

tional errors. The largest residuals in the visible, how­

ever, are many times the size of the expected errors in the 

observational measures of the limb darkening. The limb 

darkening residuals at 3204.68 and 4019.70 A range from 

+.0223 to +.0764; while those from 4615.10 to 6694.00 A 

range from +.0004 to +.0202. Although the residuals in the 

infrared are quite a bit smaller than those in the visible, 

there are similar trends as a function of wavelength. The 
O 

residuals from 10840.10 to 12505.51 A are all positive; 

while those from 16222.00 to 23132.73 A are positive near 

disk center and negative close to the limb. The residuals 

from 38839.36 to 46142.57 A are all negative. Positive limb 

darkening residuals thus tend to occur at short wavelengths; 

while negative residuals tend to occur at long wavelengths. 

The absolute intensities for Model 1 are in good agreement 

with the observations except at 3204.7 and 4019.7 A. 



Table 7.6. Residuals for Model 1. 

Log y 

X (A) -.10 -.20 -.30 -.40 -.50 -.60 

o
 

r-• I 

. 3204.68 + • 0391 + . 0622 +. 0728 +. 0764 +. 0747 +.0692 +.0610 
3204.68a + • 0225 + . 0358 +. 0423 +. 0464 +. 0486 +.0487 +.0471 
4019.70 + . 0223 + . 0351 +. 0403 +. 0417 +. 0407 +.0381 +.0343 
4019.70b + . 0203 + . 0323 +. 0377 +. 0399 +. 0402 +.0392 +.0371 
4615.10 + • 0127 + . 0183 +. 0202 +. 0209 +. 0208 +.0198 +.0179 
4929.05 + . 0106 + . 0150 +. 0159 +. 0153 +. 0147 +.0147 +.0153 
5256.35 + • 0126 + . 0152 +. 0170 +. 0166 +. 0153 +.0150 +.0164 
6109.75 + • 0068 +. 0090 +. 0099 +. 0099 +. 0101 +.0112 +.0131 
6694.00 + t 0004 + . 0038 +. 0051 +. 0044 +. 0036 +.0042 +.0063 
10840.10 + - 0016 + . 0019 +. 0019 +. 0022 +. 0024 +.0023 +.0018 
10854.00 + . 0013 + . 0016 +. 0017 +. 0018 +. 0021 +.0021 +.0016 
10865.00 + . 0012 +. 0012 +. 0013 +. 0014 +. 0015 +.0014 +.0009 
12466.63 + . 0018 + . 0023 +. 0024 +. 0023 +. 0023 +.0023 +.0022 
12505.51 + . 0020 +. 0027 + . 0028 +. 0027 +. 0026 +.0024 +.0021 
16222.00 + f 0012 + , 0015 +. 0012 +. 0004 - .  0007 -.0018 -.0028 
16513.18 + • 0011 +. 0013 +. 0008 . 0001 0013 -.0027 -.0040 
21855.59 + . 0003 • 0000 * • 0006 —. 0014 0020 -.0024 -.0024 
21907.47 + • 0007 + . 0005 • 0000 . 0008 • 0015 -.0020 -.0023 
23121.03 + • 0001 • 0003 0010 . 0019 0027 -.0032 -.0036 
23127.19 0000 • 0006 • 0014 . 0024 • 0030 -.0035 -.0037 
23132.73 + • 0001 • 0005 • 0013 - .  0021 - .  0028 -.0032 -.0032 
38839.36 -  .  0010 """ * 0021 • 0028 - .  0031 - .  0032 -.0030 -.0027 
38862.02 - . 0012 « 0025 • 0033 • 0037 • 0039 -.0040 -.0040 
46142,57 • 0007 0015 « 0019 ~ • 0020 0019 -.0016 -.0016 
85636.32 . * 0002 ~ « 0004 ~ • 0002 +. 0002 +. 0009 +.0014 +.0021 

.104.007...55 ^ • 0005 """" « 0008 • 0008 —. 0006 —. 0003 -.0001 -.0001 

aH~ bound-free absorption coefficient raised 81%. 

^H~ bound-free absorption coefficient raised 16%. 
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When the residuals for the limb darkening observa­

tions of Pierce and Slaughter (1977) were first computed, it 

became obvious that Model 1 was unsatisfactory in the 

visible. An attempt was therefore made to improve the fit 

of the model by modifying the temperatures in the deeper 

layers of the photosphere. Model la is the result of this 

effort and illustrates what happens when the temperature 

gradient is steepened near optical depth unity. The deeper 

layers of Model 1 and la are shown together in Figure 7.2. 

The physical parameters of Model la are given in Table 7.7. 

Temperatures above log T = -0.4 are the same in both models. 

Temperatures just below this level, however, are lower in 

Model la than they are in Model 1. Temperatures in Model la 

then rise above those in Model 1 slightly below optical 

depth unity. Temperatures below log x = +0.4 are identical 

in both models. Model la reaches a temperature of 6508 K 

at optical depth unity. 

The limb darkening residuals for Model la are listed 

in Table 7.8. The absolute intensity ratios for the model 

are given in Table 7.9. The modifications to the atmos­

pheric temperature structure in Model la produce a number of 

small but important changes in the limb darkening residuals. 

It is useful to study these changes with the aid of Table 

7.10. This table contains a list of the monochromatic 

optical depths that correspond to regular intervals of log T 

at 5000 A in Model 1. It can therefore be used to determine 
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Figure 7.2. Solar models: (a) Model 1, 
; (c) HSRA, — 

; (fc>) Model l,a, 
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Table 7.7. Physical parameters of Model la. 

Log 
5000 A 

T 
CK) 

Log 
pgas 2 

Cdyne/cm ) 

Log 
pe 2 

Cdyne/cm ) 

Log 
density 
Cg/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1. 669 -1.205 -9.863 7 . 948 
-4.9 5168 1.886 -1.256 -9.635 7. 917 
-4.8 5036 2. 075 -1.318 -9.435 7.889 
-4.7 4904 2.243 -1.376 -9.254 7.863 
-4.6 4772 2.395 -1.412 -9.091 7. 839 
-4.5 4640 2,527 -1.410 -8.947 7. 818 
-4.4 4512 2. 638 -1.369 -8. 823 7.799 
-4.3 4384 2.730 -1.319 -8.719 7.784 
-4.2 4256 2 . 808 -1.283 -8.628 7 .771 
-4.1 4160 2. 879 -1.256 -8.547 7.759 

-4.0 4136 2. 946 -1.210 -8.478 -7.748 
-3.9 4142 3. 010 -1.154 -8.414 7.736 
-3.8 4156 3. 073 -1.096 -8.353 7 .725 
-3.7 4178 3.135 -1.035 -8.293 7.714 
-3.6 4208 3.195 -.971 -8.236 7 .702 
-3.5 4244 3.255 -.906 -8.180 7 . 690 
-3.4 4280 3. 314 -.842 -8.124 7.678 
-3.3 4316 3.372 -.778 -8.070 7.666 
-3.2 4352 3. 431 -.715 -8.015 7.653 
-3.1 4388 3. 488 -.653 -7.961 7.640 

—3. 0 4424 3.546 -.591 -7.907 7. 626 
-2. 9 4460 3.603 -.529 -7.853 7.612 
-2.8 4496 3. 660 -.468 -7.800 7.597 
-2.7 4532 3.717 -.407 -7.746 7.582 
-2.6 4568 3.774 -,346 -7.693 7.566 
-2.5 4604 3. 830 -.286 -7.640 7.549 
-2.4 4640 3. 886 -.226 -7.587 7. 531 
-2.3 4676 3. 943 -.166 -7.534 7.513 
-2.2 4712 3. 999 -.106 -7.481 7.494 
-2.1 4748 4. 055 -.047 -7.428 7 .474 

-2.0 4784 4.111 . 013 -7.376 7.452 
-1.9 4820 4.167 .072 -7.323 7.430 
t1.8 4856 4.222 .131 -7.271 7.406 
-1.7 4892 4,278 .190 -7.218 7 .380 
-1,6 4 92 8 4.334 .249 -7.166 7.353 
-1.5 4964 4.389 .308 -7.114 7 .324 
-1.4 5000 4,444 .367 -7.061 7.2 92 
-1.3 5042 4,499 .428 -7.010 7.258 
-1.2 5092 4.555 ,4 92 -6.959 7.220 
-1.1 5150 4.609 .560 -6.909 7.179 
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Table 7.7.—Continued 

Log 
T5000 A 

T 
CK) 

Log 
P *gas o 

Cdyne/cm ) 

Log 
PE ? 

Cdyne/cm^) 

Log 
density 
Cg/cm3) 

Log 
depth 
(cm) 

-1.0 5216 4. 664 . 631 -6.860 7.133 
-.9 5290 4.718 . 706 -6.812 7.082 
-.8 5372 4.771 .786 -6.766 7. 023 
-.7 5462 4. 824 . 873 -6.721 6.956 
-.6 5560 4. 874 . 967 -6.678 6. 877 
-.5 5672 4. 923 1. 072 -6.638 6.784 
-.4 5800 4. 968 1.193 -6.602 6. 670 
-.3 5944 5. 010 1.329 -6.571 6.525 
-.2 6104 5.048 1.479 -6.544 6.327 
-.1 6284 5. 082 1.645 -6.523 5. 999 

. 0 6508 5.111 1. 844 -6.509 0.000 

.1 6756 5.136 2. 053 -6.501 5. 934 

.2 6960 5.157 2.220 -6.494 6.212 

.3 7140 5.176 2.362 -6.485 6.373 

.4 7330 5.194 2.506 -6.479 6.487 

.5 7528 5.211 2. 648 -6.474 6.574 

.6 7728 5.227 2.786 -6.469 6.645 

.7 7928 5.243 2. 916 -6.465 6.704 

. 8 8128 5.258 3. 042 -6.462 6.756 

.9 8328 5.272 3.161 -6.459 6. 802 

1.0 8528 5.286 3.276 -6.456 6. 844 
1.1 8728 5.300 3.385 -6.453 6. 882 
1.2 8928 5.313 3. 490 -6.451 6.918 
1.3 912 8 5.327 3. 590 -6.449 6.951 
1.4 9328 5.340 3. 687 -6.447 6.982 



Table 7.8. Residuals for Model la. 

Log y 

X CA) -.10 -.20 -.30 -.40 -.50 -.60 -.70 

3204.68 +. 0383 +. 0602 +. 0695 +. 0719 +.0697 +.0643 +.0569 
4019.70 +. 0214 +. 0333 +. 0377 +. 0385 +.0373 +.0350 +.0320 
4615.10 +. 0117 +. 0163 +. 0175 +. 0178 +.0179 +.0175 +.0164 
4929.05 +, 0096 +, 0131 +. 0133 + • 0125 +.0122 +.0128 +.0142 
5256.35 +. 0116 +. 0133 +. 0146 +. 0141 +.0132 +.0135 +.0156 
6109.75 +. 0059 +. 0074 +. 0080 +. 0082 +.0090 +.0107 +.0131 
6694.00 """ • 0004 +. 0024 +. 0036 +, 0032 +.0029 +.0041 +.0067 
10840.10 + • 0011 +. 0010 +. 0010 +. 0014 +.0019 +.0023 +.0021 
10854.00 + • 0008 +. 0007 +. 0007 +. 0010 +.0016 +.0021 +.0019 
10865.00 + • 0007 +. 0004 +. 0003 +. 0006 +.0011 +.0015 +.0012 
12466.63 + « 0013 +. 0014 +. 0012 +. 0011 +.0013 +.0016 +.0019 
12505.51 + . 0015 +. 0018 +. 0017 +. 0015 +.0015 +.0017 +.0018 
16222.00 + » 0011 +. 0011 +. 0003 • 0009 -.0024 -.0039 -.0050 
16513.18 + . 0010 +. 0009 • 0000 • 0014 -.0031 -.0048 -.0062 
21855.59 • 0001 """ • 0009 • 0019 ~ • 0030 -.0037 -.0039 -.0036 
21907,47 + • 0003 • 0004 • 0013 • 0023 -.0031 -.0035 -.0036 
23121.03 0003 • 0012 • 0023 0033 -.0041 -.0045 -.0045 
23127.19 • 0004 ~ • 0015 - .  0027 • 0038 -.0045 -.0047 -.0046 
23132.73 ~ • 0003 * • 0014 - .  0026 9 0036 -.0043 -.0044 -.0041 
38839.36 • 0010 • 0018 • 0023 0022 -.0021 -.0018 -.0014 
38862.02 0012 0022 ~ • 0027 • 0029 -.0029 -.0028 -.0028 
46142.57 0005 « 0009 0010 • 0010 -.0008 -.0005 -.0004 
85636.32 • 0002 ™" « 0003 • 0001 H- t 0003 +.0009 +.0015 +.0022 

104007,5.5 • 0005 — . 0008 ™— « 0008 « 0006 -.0003 -.0001 -.0001 
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Table 7.9. Ratios of the predicted absolute intensity at 
disk center to the observed absolute intensity 
at disk center for the one-component solar 
models. 

Model 

X CA) HSRA Model 1 Model la 

3204.7 1.378 1.363 1.368 

4019.7 1.109 1. 094 1.094 

6080.0 .983 1. 012 1.010 

6239.0 . 963 .992 .991 

6399.0 .966 . 995 .993 

6621.0 . 974 1.004 1.001 

7465.0 . 977 1. 007 1.005 

8465.0 . 969 . 996 .994 

9815.0 . 952 . 977 .975 

86300.0 1.000 1.012 1.012 

111000.0 .999 1. 014 1.014 

120200.0 . 988 1.003 1.003 
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Table 7.10. Monochromatic optical depths for Model 1. 

log t5000 A 

X CA) -2.0 -1.5 i •
 o
 

-0.5 0 . 0 + 0. 5 + 1.0 

3204. 68 . 0074 . 0216 . 066 .209 .75 3. 22 15.2 
4019. 70 . 0082 . 0254 . 079 .250 .79 2. 51 7.8 
4615. 10 . 0093 . 0292 . 092 .291 .92 2. 91 9.1 
4929. 05 . 0099 . 0312 . 099 .312 .99 3. 12 9.8 
5256. 35 . 0105 . 0332 .105 .332 1 .05 3. 32 10. 6 
6109. 75 . 0118 . 0377 .119 .378 1 .19 3. 80 12.4 
6694. 00 . 0125 . 0399 .127 . 400 1 .26 4. 06 13. 5 
10840. 10 .0117 . 0375 .120 .380 1 .21 4. 00 13.9 
10854. 00 . 0117 . 0374 .119 .380 1 .21 4. 00 13.9 
10865. 00 . 0117 . 0374 .119 .379 1 .21 3. 99 13.9 
12466. 63 . 0090 . 0288 . 093 .299 .99 3. 49 13.6 
12505. 51 . 0089 . 0286 . 092 .297 .98 3. 48 13.6 
16222. 00 . 0022 . 0078 . 028 .107 .46 2. 27 11.7 
16513. 18 . 0021 . 0075 . 027 .105 .46 2. 30 12. 0 
21855. 59 . 0036 . 0129 . 047 .180 .79 3. 95 21.2 
21907. 47 . 0036 . 0129 . 047 .181 .79 3. 97 21.3 
23121. 03 . 0040 . 0144 . 052 .200 .87 4. 24 21.8 
23127. 19 . 0040 . 0144 . 052 .200 .87 4. 24 21. 8 
23132. 73 . 0040 . 0144 . 052 .200 .87 4. 24 21. 8 
38839. 36 . 0110 . 0398 .144 .551 2 .37 11. 57 60.0 
38862. 02 . 0111 . 0398 .144 .552 2 .37 11. 58 60.1 
45908. 50 . 0154 . 0553 .200 .766 3 .28 15. 93 82.1 
46142. 57 . 0155 . 0559 .202 .774 3 .31 16. 09 82.9 
85636. 32 . 0528 .1901 . 687 2.635 11 .42 58. 18 320.8 
104007. 55 . 0775 .2794 1. 010 3.874 16 .78 85. 56 471.9 
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the atmospheric depths that affect the limb darkening 

residuals at each wavelength. 

The residuals at 3204-68 and 4019.70 & range from 

+.0214 to +.0719 in Model la. The residuals at these two 

wavelengths are therefore lowered by the changes in Model 

la. From Table 7.10 one finds that the residuals at 3204.68 

and 4019.70 A are primarily affected by the temperatures from 

from log T = -1.0 to log X = +0.5. The lower temperatures 

above optical depth unity and the higher temperatures im­

mediately below optical depth unity in Model la are 

obviously responsible for the reduced limb darkening resid­

uals at these two wavelengths. The residuals at 4615.10, 

4 929.05, and 5256.35 K are also slightly reduced by the 

changes in Model la. 

The residuals from 6109.75 to 10865.00 & are lowered 

near disk center and raised near the limb in Model la. The 

radiation at these wavelengths comes from somewhat higher 

levels in the atmosphere than that at shorter wavelengths. 

The residuals at these wavelengths are therefore primarily 

affected by the lower temperatures above optical depth unity 

in the model. As one proceeds to still longer wavelengths, 

however, the atmosphere once again becomes relatively trans­

parent. The limb darkening residuals from 124 66.63 to 

23132.7 3 A are therefore also lowered by the changes in 

Model la. Unfortunately, many of the residuals at these 

wavelengths are already negative. Model la is therefore 
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worse than Model 1 in this region of the spectrum. The 

negative residuals at 38839.36, 38862.02, and 46142.57 A are 

raised by the changes in Model la. These wavelengths are 

formed high in the photosphere and are affected only by the 

lower temperatures above optical depth unity. The resid­

uals at 85636.32 and 104007.55 A are left essentially un­

changed. 

The changes in Model la improve the fit in the 

visible, but they have a deleterious effect at wavelengths 

around the H opacity minimum. Since it is necessary to 

adopt a fairly low temperature gradient in the deepest 

layers of the atmosphere in order to keep the residuals at 

16222.00 and 16513.18 A within reasonable bounds, it is 

impossible to reproduce the observations in the visible. 

Thus neither the HSRA, Model 1, or Model la is completely 

satisfactory. 

Since the bound-free and free-free absorption co­

efficients of H are somewhat uncertain, several models were 

developed to ascertain the effects of changes in the H 

opacity representations in the program. In one model the 

H bound-free absorption coefficient was reduced at all 

wavelengths by 20%. The residuals for this model were only 

slightly different from those without the change. In­

creasing the H bound-free absorption coefficient by 20% 

also had a negligible effect. In neither model was there 
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any indication that an even larger change would resolve the 

discrepancy in the deep layers of the atmosphere. 

The disk-center intensity at 3204.7 & is very high 

in Model 1. An error in the H~ bound-free absorption co­

efficient at this wavelength would affect both the limb 

darkening and the absolute intensity at disk center. The 
O 

limb darkening at 3204.68 A was therefore computed a second 

time with Model 1. The H bound-free absorption coefficient 

at 3204.68 A, however, was increased as much as necessary to 

drive the predicted intensity at disk center to within ±0.5% 

of the- observational value. This required an 81% increase 

in the absorption coefficient. A similar experiment was 

also performed at 4019.70 A. Only a 16% increase in the 

bound-free absorption coefficient was required at this 

wavelength. The limb darkening residuals at both wave­

lengths in the experimental models are given in Table 7.6. 

The residuals are improved near disk center but are worse 

near the limb. The fact that the residuals are worse near 

the limb indicates that the H bound-free absorption co­

efficient is not the source of the large residuals at these 

wavelengths. 

The HSRA has a steep temperature gradient near 

optical depth unity, and the residuals in the visible are 

smaller than those for Model 1. The H free-free absorption 

coefficient, however, would have to be increased by 150% in 

order to correct the residuals at 16222.00 or 16513.18 K. 
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The increase that is required at 16222.00 and 16513.18 A is 

also very much larger than that required at slightly shorter 

and longer wavelengths. An increase of 50% in the H free-

free absorption coefficient is more than enough to correct 

the residuals at 12505.51 and 21855.59 A. A constant or 

simple monotonic change in the K free-free absorption 

coefficient as a function of wavelength throughout the 

infrared would therefore not improve the fit of the model. 

7.5 Two-Component Models of the 
Solar Atmosphere 

The solar surface is covered with thousands of small 

granules that brighten and fade into obscurity in a matter 

of minutes. These granules are the direct result of a sub­

surface convection zone on the sun, and their existence 

shows that the assumption of a single temperature versus 

optical depth relation for the photosphere is inherently 

incorrect. 

A model solar atmosphere with inhomogeneities was 

first proposed by Bohm (1954) to explain the center-to-limb 

variations of a number of lines in the solar spectrum. The 

Utrecht Reference Model of the Photosphere and Low Chromo­

sphere by Heintze et al. (1964) later became the first major 

reference model to incorporate more than one temperature 

component in the atmosphere. One component of the URP 

represented the hot gas in the rising granules, a second 

component represented the cool gas that was descending 
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around the rising granules, and a third component repre­

sented the stationary gas that was at some intermediate 

temperature. The splitting of the hot and cool components 

was based on a model by Voight (19 56) that had been pro-

O 
posed to explain the asymmetry of the 0 I triplet at 7 774 A. 

Unfortunately, the individual components of the URP were not 

well defined by other observations, and most users of the 

model chose to ignore the hot and cool components alto­

gether. Estimates of the rms intensity fluctuations in the 

solar atmosphere by Schwarzschild (1959), Bahng and 

SchwarzschiId (1961), and Edmonds (1962) also tended to 

support the view that the temperature variations in the 

visible layers of the atmosphere were small and unimportant. 

All of the major reference models since the URP have there­

fore simply ignored the spatial inhomogeneities in the 

atmosphere. 

Model 2 is a composite of two standard solar models. 

One component of Model 2 represents the half of the solar 

surface that:is covered by columns of gas that are generally 

above the median temperature at each depth in the atmos­

phere; while the other component represents the half of the' 

solar surface that is covered by columns of gas that are 

generally below the median temperature at each depth. The 

specific intensity at any point on the sun is therefore 

computed by simply averaging together the intensities from 

the hot and cool components of the model. Measures of the 
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solar limb darkening are then derived by normalizing the 

resulting intensities to the average intensity at disk 

center. Since the two components of Model 2 are independent, 

they have separate optical depth scales. Small pressure 

differences also exist between the hot and cool components 

of the model at various depths in the atmosphere. 

The two components of Model 2 are shown in Figure 

7.3. The physical parameters of the hot and cool components 

of the model are listed separately in Tables 7.11 and 7.12. 

Temperatures in both components above log T = -3.6 are the 

same as those in Model 1. Temperatures then run slightly 

cooler than those in Model 1 until the components split at 

log T = -0.4. The hot component then rises rapidly and 

reaches a temperature of 6818 K at optical depth unity; 

while the cool component turns over and only reaches a 

temperature of 6168 K at the same depth. Temperatures in 

the hot component rise at 400 0 K per decade of optical depth 

from optical depth unity to log x = +0.1. The hot component 

then levels off, and temperatures below log x = +0.5 rise 

at 3000 K per decade of optical depth. Temperatures in the 

cool component of Model 2 rise at only 600 K per decade of 

optical depth from optical depth unity to log x = +0.3, The 

temperature gradient then steepens graduallyiand tempera­

tures below log x = +1.1 rise at 3000 K per decade of 

optical depth just as they do in the hot component of the 
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Figure 7.3. Solar models: Ca) Model 2, ; (b) Model 1/ 
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Table 7.11. Physical parameters of the hot component of 
Model 2. 

Log 
5000 A 

T 
(K) 

Log 

(dyne^cm2) 

Log 

2 Cdyne/cm ) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1. 669 -1.205 -9.863 7. 946 
-4.9 5168 1. 886 -1.256 -9.635 7. 915 
-4.8 5036 2. 075 -1.318 -9.435 7. 887 
-4.7 4904 2.243 -1.367 -9.254 7. 860 
-4.6 4772 2. 395 -1.412 -9.091 7. 836 
-4.5 4640 2.527 -1.410 -8.947 7. 815 
-4.4 4512 2. 638 -1.369 -8.823 7.796 
-4.3 4384 2. 730 -1.319 -8.719 7.781 
-4.2 4256 2. 808 -1.283 -8.628 7.767 
-4.1 4160 2. 879 -1.256 -8.547 7.755 

-4.0 4136 2. 946 -1.210 -8.478 7.744 
-3.9 4142 3. 010 -1.154 -8.414 7.733 
-3. 8 4156 3. 073 -1.096 -8.353 7. 721 
-3,7 4178 3.135 -1.035 -8.293 7.710 
-3. 6 4208 3.195 -.971 -8.236 7.698 
-3.5 4240 3. 255 -.908 -8.179 7. 686 
-3.4 4272 3. 314 -.845 -8.124 7. 674 
-3.3 4304 3.372 -.783 -8.068 7.661 
-3.2 4336 3. 430 -.722 -8.013 7.648 
-3.1 4368 3. 488 -.661 -7.959 7.635 

-3.0 4400 3.546 -.600 -7.905 7. 621 
-2.9 4436 3.603 -.538 -7.851 7.607 
-2.8 4472 3. 660 -.477 -7.798 7.5 92 
-2.7 4508 3. 716 -.416 -7.744 7.577 
-2.6 4544 3. 773 -.355 -7.691 7.561 
-2.5 4580 3. 830 -.295 -7.638 7.544 
-2.4 4616 3. 886 -.235 -7.585 7.526 
-2.3 4652 3. 942 -.175 -7.532 7.508 
-2.2 4688 3. 998 -.115 -7.480 7. 488 
-2.1 4724 4. 054 - . 055 -7.427 7.468 

-2.0 4760 4.110 . 004 -7. 374 7.446 
-1. 9 4796 4.166 . 063 -7.322 7. 424 
-1. 8 4832 4. 222 .123 -7.269 7.399 
-1.7 4868 4.278 .182 -7.217 7.374 
-1. 6 4904 4.333 .241 -7.164 7.346 
-1.5 4942 4.389 . 300 -7.112 7.316 
-1.4 4982 4. 444 . 361 -7.060 7.284 
-1.3 5026 4. 499 . 422 -7.009 7.250 
-1.2 5076 4.554 , 486 -6.958 7.211 
-1.1 5134 4. 609 .553 "6.908 7.169 
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Table 7.11.—Continued Physical parameters of the hot 
component of Model 2. 

L°9 O 
Log Log Log Log 

L°9 O T P gas o Pe 2 density depth 
5000 A (K) (dyne/cirr) (dyne/cm ) (g/cm3) (cm) 

-1. 0 5200 4.664 . 624 -6.859 7.122 
-.9 5274 4.718 .699 -6.811 7.069 
-.8 5356 4. 772 .779 -6.764 7. 009 
-.7 5446 4. 824 . 865 -6.719 6. 939 
-.6 5546 4. 875 . 959 -6.676 6.857 
-.5 5662 4. 924 1. 067 -6.636 6.758 
-.4 5794 4. 970 1.189 -6.600 6. 635 
-.3 5946 5. 012 1.331 -6.569 6. 477 
-.2 6138 5. 049 1.507 -6.546 6.254 
-.1 6442 5. 079 1.773 -6.537 5. 890 

. 0 6818 5.101 2. 083 -6.540 0. 000 

.1 7218 5.117 2.388 -6.550 5.767 

.2 7590 5.128 2.647 -6.560 6. 019 

. 3 7926 5.138 2. 862 -6.571 6.15 7 

. 4 8242 5.146 3. 050 -6.581 6.251 

.5 8548 5. 153 3.218 -6.591 6. 323 

.6 8848 5.159 3.373 -6.602 6. 380 

.7 9148 5.165 3.517 -6.614 6. 428 

. 8 9448 5.170 3. 651 -6.626 6.469 

. 9 9748 5.175 3.777 -6.639 6.505 

1. 0 10048 5.179 3. 894 -6.653 6.538 
1.1 10348 5.183 4. 003 -6.668 6.567 
1.2 10648 5.187 4.104 -6.685 6.594 
1. 3 10948 5.191 4.198 -6.702 6.619 
1.4 11248 5.194 4.284 -6.721 6.643 
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Table 7.12. Physical parameters of the cool component of 
Model 2. 

Log 
T5000 A 

T 
(K) 

Log 
pgas •) 

(dyne/cm^) 

Log 
pe 9 

(dyne/cmz) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1. 669 -1.205 -9.863 7.950 
-4.9 5168 1. 886 -1.256 -9.635 7. 919 
-4. 8 5036 2. 075 -1.318 -9.435 7. 891 
-4.7 4904 2.243 -1.376 -9.254 7. 866 
-4.6 4772 2. 395 -1.412 -9.091 7.842 
-4.5 4640 2.527 -1.410 -8.947 7.820 
-4.4 4512 2. 638 -1.369 -8.823 7.802 
-4.3 4384 2. 730 -1.319 -8.719 7.787 
-4.2 4256 2. 808 -1.283 -8.628 7.774 
-4.1 4160 2. 879 -1.256 -8.547 7.762 

-4.0 4136 2. 946 -1.210 -8.478 7.751 
-3. 9 4142 3. 010 -1.154 -8.414 7.739 
-3.8 4156 3. 073 -1.096 -8.353 7.728 
-3.7 4178 3.135 -1.035 -8.293 7.717 
-3.6 4208 3.195 -.971 -8.236 7.705 
-3.5 4240 3.255 -.908 -8.179 7.694 
-3.4 4272 3.314 -.845 -8.124 7.682 
-3.3 4304 3.372 -.783 -8.068 7.669 
-3.2 4336 3. 430 -.722 -8.013 7.657 
-3.1 4368 3.488 -.661 -7.959 7.644 

-3.0 4400 3.546 -.600 -7.905 7. 630 
-2.9 4436 3.603 -.538 -7.851 7. 616 
-2.8 4472 3.660 -.477 -7.798 7.601 
-2.7 4508 3.716 -.416 -7.744 7.586 
-2.6 4544 3.773 -.355 -7.691 7.571 
-2.5 4580 3. 830 -.295 -7.638 7.554 
-2.4 4616 3. 886 -.235 -7.587 7.537 
-2.3 4652 3. 942 -.175 -7.532 7.519 
-2.2 4688 3. 998 -.115 -7.480 7.500 
-2.1 4724 4. 054 -.055 -7.427 7.480 

-2.0 4760 4.110 . 004 -7.374 7. 459 
-1.9 4796 4.166 . 063 -7.322 7.437 
-1.8 4832 4.222 .123 -7.269 7. 414 
-1.7 4868 4.278 .182 -7.217 7.389 
-1.6 4904 4.333 .241 -7.164 7.362 
-1.5 4942 4.389 .300 -7.112 7.334 
-1.4 4982 4.444 . 361 -7.060 7.303 
-1,3 5 02 6 4. 499 .422 -7.009 7.270 
-1.2 5076 4.554 .486 -6.958 7.234 
-1.1 5134 4. 609 .553 -6.908 7.194 
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Table 7.12.—Continued Physical parameters of the cool 
component of Model 2. 

Log 
T — O 
5 000 A 

T 
CK) 

Log 
Pgas N 

(dyne/cm^) 

Log 
pe 2 

(dyne/cm ) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-1. 0 5200 4. 664 . 624 -6. 859 7.149 
-.9 5274 4. 718 . 699 -6.811 7.100 
-.8 5356 4.772 .779 -6.764 7. 044 
-.7 5446 4. 824 . 865 -6.719 6.980 
-.6 5546 4. 875 . 959 -6.676 6.905 
-.5 5662 4, 924 1.067 -6.636 6. 818 
-. 4 5792 4. 970 1.188 -6.600 6.714 
-.3 5916 5. 012 1.308 -6.567 6.584 
-.2 6016 5. 053 1. 411 -6.534 6. 406 
-.1 6100 5. 092 1.502 -6.501 6.104 

. 0 6168 5.131 1.579 -6.467 0. 000 

.1 6228 5.170 1. 650 -6.432 6.115 

.2 6288 5.209 1.721 —6.396 6. 420 

.3 6348 5.249 1.792 -6.360 6. 600 

.4 6416 5.290 1. 868 -6.325 6. 729 

.5 6500 5.329 1. 957 -6.291 6. 828 

.6 6612 5.368 2. 066 -6.260 6.908 

.7 6760 5.404 2.199 -6.233 6 . 972 
,8 6956 5. 436 2. 363 -6.213 7. 024 
. 9 7196 5.464 2.551 -6.200 7.066 

1. 0 7468 5.488 2.750 -6.193 7. 099 
1.1 7760 5.508 2. 948 -6.190 7.127 
1.2 8060 5.525 3.138 -6.190 7.150 
1.3 8360 5.541 3.314 -6.191 7.170 
1.4 8660 5. 554 3. 479 -6.194 7.188 
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model. The two components of Model 2 are split by 650 K at 

optical depth unity. 

The physical conditions in the hot and cool compo­

nents of Model 2 are identical above log T = -0.4, There 

is a slight offset in the height scale above this level, 

however, because of differences between the two components 

near optical depth unity. One can compare the two compo­

nents on a single height scale if the depths in each com­

ponent of the model are zeroed at the temperature minimum 

rather than at optical depth unity. The depths and physical 

conditions in both components will then be the same at all 

points above log x = -0.4. Geometric depths on such a 

scale for both components of Model 2 are given in Table 7.18 

(p. 196). The entries in this table show quite clearly that 

the opacity in the hot component rises much faster than the 

opacity in the cool component as a function of depth. 

The limb darkening residuals for Model 2 are given 

in Table 7.13. The absolute intensity ratios for Model 2 

are listed in Table 7.17 (p. 189). The limb darkening 

residuals from 4615.10 to 104007.55 A are almost all quite 

a bit smaller than the expected errors in the observational 

measures of the limb darkening. The absolute intensity 

ratios for the model are also close to one except at 3204.7 

O 
and 4019.7 A. At short wavelengths a large fraction of the 

radiation comes from the hot components of the model; while 

at long wavelengths the contributions from the two 



Table 7.13. Residuals for Model 2. 

. x (A) 

Log y 

. x (A) -

o
 

r-
H

 

-.20 -.30 

o
 1 -.50 i • cn

 
o
 

-.70 

3204.68 +. 0300 +.0464 +.0527 +.0541 +.0522 +.0480 +.0421 
4019.70 +, 0074 +.0100 +.0090 +.0075 +.0063 +.0055 +.0046 
4615.10 +, 0021 +.0003 -.0022 -.0035 -.0035 -.0031 -.0032 
4929.05 +. 0017 . 0000 -.0029 -.0050 -.0055 -.0043 -.0021 
5256.35 +. 0052 +.0027 +.0014 -.0002 -.0012 -.0006 +.0021 
6109.75 +, 0022 +,0012 +.0003 -.0002 +.0003 +.0020 +.0046 
6694,00 — • 0030 -,0019 -.0018 -.0028 -.0034 -.0023 +.0003 
10840.10 + • 0005 +.0001 -.0002 .0000 +.0004 +.0006 +.0002 
10854.00 + • 0003 -.0002 -.0004 -.0003 +.0001 +.0004 .0000 
10865.00 + • O0O2 -.0005 -.0008 -.0007 -.0004 -.0002 -.0007 
12466.63 + • 0014 +.0018 +.0016 +.0016 +.0018 +.0019 +.0021 
12505.51 + » 0017 +.0022 +.0021 +.0020 +.0020 +.0021 +.0020 
16222.00 + . 0012 +.0018 +.0017 +,0013 +.0005 -.0003 -.0009 
16513.18 + . 0012 +,0016 +.0015 +.0009 .0000 -.0010 -.0019 
21855,59 + • 0008 +.0009 +.0008 +.0005 +.0003 +.0004 +.0008 
21907.47 + • 0012 +.0015 +.0014 +.0011 +.0009 +.0008 +.0009 
23121.03 + • 0005 +.0005 +.0002 -.0002 -.0006 -.0007 -.0006 
23127.19 + . 0004 +.0003 -.0002 -.0007 -.0009 -.0010 -.0007 
23132.73 + . 0006 +.0004 -.0001 -.0005 -.0007 -.0006 -.0003 
38839.36 """ • 0005 -.0011 -.0014 -.0014 -.0014 -.0013 -.0011 
38862.02 • 0007 -.0015 -.0019 -.0021 -.0022 -.0023 -.0025 
46142.57 • 0003 -.0007 -.0009 -.0009 -.0009 -.0008 -.0010 
85636,32 • 0004 -.0007 -.0007 -'. 0005 .0000 +.0003 +.0008 
104007,55 — t 0007 -,0012 -.0013 -.0013 -.0013 -.0012 -.0013 
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components are nearly equal. Branching the model thus 

allows one to steepen the limb darkening in the visible 

without changing it in the infrared. The splitting in 

Model 2 is large enough to resolve the difficulties in 

fitting the observations from 4615.10 to 104007,55 A. 

Model 2 is partially successful in resolving the 

discrepancy between the visible and infrared limb darkening 

measures. Other two-component models were studied, however, 

in order to see if the residuals at 3204.68 and 4019.70 A 

could be further improved, One of the best of these models 

is shown as Model 2a in Figure 7.4. The physical parameters 

of the hot and cool components of Model 2a are given in 

Tables 7,14 and 7,15. Model 2a has a minimum temperature 

of 44 50 K at log T = -4.0. Temperatures in both components 

then rise at 200 K per decade of optical depth from log T = 

-3.5 to log T = -1.7. Model 2a splits at log T = -0.6. 

Temperatures in the hot component rise at 8000 K per decade 

of optical depth from log T = +0.1 to log T = +0.3. Tempera­

tures in both components of Model 2a rise at only 400 K per 

decade of optical depth below log T = + 0.5. 

The limb darkening residuals for Model 2a are given 

in Table 7.16. The absolute intensity ratios for the model 

are listed in Table 7.17. The limb darkening residuals at 

3204.68 A range from -.0012 to +.0150; while the residuals 

at 4019.7 0 A range from -.0155 to +,005 0, Limb darkening 

residuals in the infrared range from -.0082 to +.0088, The 
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Figure 7.4. Solar models: (a) Model 2, ; (b) Model 2a, 
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Table 7.14. Physical parameters 
Model 2a. 

of the hot component of 

Log 
t5000 A 

T 
CK) 

Log 
Pgas 2 

Cdyne/cm ) 

Log 
pe o 

Cdyne/cm ) 

Log 
density 
Cg/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1. 669 -1.205 -9.863 7. 953 
-4.9 5168 1. 886 -1.256 -9.635 7.922 
-4.8 5036 2.075 -1.318 -9.435 7. 894 
-4.7 4904 2.243 -1.376 -9.254 7. 869 
-4.6 4772 2.395 -1.412 -9.091 7.845 
-4.5 4640 2.527 -1.410 -8.947 7.824 
-4.4 4528 2.638 -1.364 -8.825 7.806 
-4.3 4482 2.731 -1.294 -8.727 7.790 
-4.2 4462 2.813 -1.225 -8.643 7.776 
-4.1 4452 2. 888 -1.159 -8.568 7.763 

-4.0 4450 2 . 957 -1.097 -8.498 7.750 
-3.9 4452 3.023 -1.037 -8.433 7.738 
-3.8 4458 3. 087 -.979 -8.370 7.726 
-3.7 4468 3.148 -.921 -8.309 7.714 
-3.6 4482 3.209 -.863 -8.250 7.701 
-3.5 4500 3.268 -.806 -8.192 7. 689 
-3.4 4520 3.327 -.748 -8.135 7.676 
-3.3 4540 3.385 -.691 -8.079 7.663 
-3.2 4560 3.442 -.635 -8.024 7.649 
-3.1 4580 3.499 -.579 -7.968 7.636 

-3.0 4600 3.556 -.523 -7.913 7.621 
-2.9 4620 3. 613 -.468 -7.859 7. 606 
-2.8 4640 3. 669 -.413 -7.804 7.591 
-2.7 4660 3.725 -.358 -7.750 7.575 
-2.6 4680 3.781 -.303 -7.696 7.559 
-2.5 4700 3.837 -.249 -7.642 7.542 
-2,4 472 0 3.892 -.195 -7.588 7.524 
-2.3 4740 3. 948 -.141 -7.535 7. 505 
-2.2 4760 4. 003 -.087 -7.481 7.486 
-2.1 4780 4. 059 -.033 -7.428 7.465 

-2.0 4800 4.114 . 021 -7.374 7.443 
-1.9 4820 4.169 . 07 4 -7.321 7 . 421 
-1.8 4840 4.224 .127 -7.267 7.396 
-1.7 4860 4.280 .181 -7.214 7.371 
-1.6 4886 4.335 .236 -7.161 7.343 
-1,5 4920 4.390 .294 -7.109 7.314 
-1.4 4962 4.445 .355 -7.058 7.282 
-1.3 5012 4.500 . 418 -7.007 7.247 
-1.2 5070 4. 555 .485 -6.957 7.209 
-1.1 5136 4. 610 .555 -6.908 7.167 
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Table 7.14.—Continued Physical parameters of the hot 
component of Model 2a. 

Log 
T 5 0 0 0 A 

T 
(K) 

Log 
P rgas o 

Cdyne/cm ) 

Log 
pe o 

(dyne/cm^) 

Log 
density 
(g/cm3) 

Log 
depth 
(cm) 

-1.0 5210 4. 664 . 628 -6.859 7.119 
-.9 5292 4.718 .707 -6.812 7.066 
-.8 5382 4.771 .791 -6.766 7 . 005 
-.7 5480 4 . 823 .882 -6.722 6. 935 
-. 6 5592 4. 873 .986 -6.681 6. 853 
-.5 5720 4. 920 1.104 -6.644 6.756 
-.4 5864 4. 964 1.238 -6.611 6.639 
-.3 6024 5. 004 1.388 -6.583 6.491 
-.2 6200 5. 03 9 1.552 -6.561 6.289 
-.1 6396 5. 069 1.730 -6.544 5. 960 

. 0 6640 5. 095 1. 941 -6.534 0. 000 

.1 7000 5.116 2.229 -6.537 5.875 

.2 7800 5.129 2.781 -6.572 6. 099 

.3 8600 5.134 3.236 -6.613 6.177 

.4 8900 5.138 3.387 -6.626 6.227 

.5 9000 5.142 3.437 -6.628 6.275 

.6 9040 5.147 3.458 -6.625 6.325 
,7 9080 5.153 3.480 -6.622 6.379 
.8 9120 5.159 3.501 -6.618 6.435 
,9 9160 5.167 3.524 -6.612 6.493 

1.0 9200 5.176 3.546 -6.605 6.553 
1.1 9240 5.187 3.570 -6.596 6.615 
1.2 9280 5.200 3.594 -6.586 6.678 
1.3 9320 5.214 3. 619 -6.574 6.741 
1.4 9360 5.231 3.645 -6.559 6.804 
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Table 7.15. Physical parameters of the cool component of 
Model 2a. 

Log 
t5000 A 

T 
CK) 

Log 
pgas p 

(dyne/cm ) 

Log 
pe 2x 

Cdyne/cm ) 

Log 
density 
Cg/cm3) 

Log 
depth 
(cm) 

-5.0 5300 1.669 -1.205 -9.863 7.960 
-4.9 5168 1.886 -1.256 -9.635 7. 930 
-4.8 5036 2. 075 -1.318 -9.435 7.902 
-4.7 4904 2.243 -1.376 -9.254 7.877 
-4.6 4772 2.395 -1.412 -9.091 7.854 
-4.5 4640 2.527 -1.410 -8.947 7.833 
-4.4 4528 2 . 638 -1.364 -8.825 7.815 
-4.3 4482 2.731 -1.294 -8.727 7.800 
-4.2 4462 2.813 -1.225 -8.643 7.787 
-4.1 4452 2.888 -1.159 -8.568 7.774 

-4.0 4450 2. 957 -1.097 -8.498 7.761 
-3.9 4452 3.023 -1.037 -8.433 7.749 
-3.8 4458 3. 087 -.979 -8.370 7.737 
-3.7 4468 3.148 -.921 -8 .309 7.726 
-3.6 4482 3.209 -.863 -8.250 7.714 
-3.5 4500 3.268 -.806 -8.192 7.701 
-3.4 4520 3.327 -.748 -8.135 7.689 
-3.3 4540 3.385 -.691 -8.079 7.676 
-3.2 4560 3. 442 -.635 -8.024 7.663 
-3.1 4580 3.499 -.579 -7. 968 7.650 

-3.0 4600 3.556 -.523 -7.913 7.636 
-2.9 4620 3.613 -.468 -7.859 7.622 
-2.8 4640 3. 669 -.413 -7.804 7.607 
-2.7 4660 3.725 -.358 -7.750 7.592 
-2.6 4680 3.781 -.303 -7.696 7.576 
-2,5 4700 3. 837 -.249 -7.642 7.559 
-2.4 4720 3. 892 -.195 -7.588 7.542 
-2.3 4740 3. 948 -.141 -7.535 7.524 
-2.2 4760 4. 003 -.087 -7.481 7.506 
-2.1 4780 4. 059 -.033 -7.428 7.486 

-2.0 4800 4.114 . 021 -7.374 7.465 
-1.9 4820 4.169 . 074 -7.321 7.444 
-1.8 4840 4.224 .127 -7.267 7.421 
-1.7 4860 4.280 .181 -7.214 7.397 
-1.6 4886 4.335 .236 -7.161 7.371 
-1.5 4920 4.390 .294 -7.109 7.343 
-1.4 4962 4.445 .355 -7.058 7.313 
-1.3 5012 4. 500 . 418 -7.007 7.281 
-1.2 5070 4. 555 . 485 -6.957 7.246 
-1.1 5136 4. 610 .555 -6.908 7.207 
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Table 7.15.—Continued Physical parameters of the cool 
component of Model 2a. 

Log 
T5000 A 

T 
CK) 

Log 

(dyne^cm2) 

Log 
Pe 2 

(dyne/cm ) 

Log 
density 
Cg/cm3) 

Log 
depth 
(cm) 

-1.0 5210 4.664 . 628 -6.859 7.165 
-.9 5292 4.718 .707 -6.812 7.117 
-.8 5382 4.771 .791 -6.766 7.063 
-.7 5480 4.823 .882 -6.722 7.003 
-.6 5578 4. 873 . 977 -6.680 6. 933 
-.5 5668 4. 922 1.069 -6.639 6.852 
-.4 5750 4. 969 1.157 -6.598 6.755 
-.3 5824 5. 014 1.241 -6.558 6. 630 
-.2 5890 5. 059 1.319 -6.518 6.455 
-.1 5948 5.104 1.391 -6.477 6.156 

.0 5998 5.149 1.457 -6.436 0.000 

.1 6040 5.194 1.517 -6.394 6.164 

.2 6080 5.240 1.576 -6.351 6.470 

.3 6120 5.286 1. 635 -6.307 6.650 

.4 6160 5.333 1.694 -6.263 6.779 

.5 6200 5.381 1.753 -6.218 6.880 

. 6 6240 5.429 1.812 -6.173 6.963 

.7 6280 5.477 1.871 -6.128 7 .033 

.8 6320 5.525 1. 930 -6.082 7.094 

.9 6360 5.574 1.988 -6.036 7.149 

1.0 6400 5.623 2. 047 -5.990 7.198 
1.1 6440 5. 672 ,2.106 -5.943 7.242 
1.2 6480 5.722 2.164 -5.897 7.283 
1.3 6520 5.772 2.222 -5.850 7.320 
1.4 6560 5.821 2.280 -5.802 7.355 



Table 7.16. Residuals for Model 2a. 

Log y 

X CA) -.10 

0
 

<N 1 -.30 

o
 i -.50 -.60 -.70 

3204.68 +.0043 +.0017 -.0012 +.0005 +.0058 +.0113 +.0150 
4019.70 +.0050 -.0009 -.0101 -.0155 -.0156 -.0120 -.0090 
4615.10 -.0049 -.0145 -.0217 -.0230 -.0192 -.0151 -.0107 
4929.05 -.0058 -.0143 -.0203 -.0212 -.0173 -.0125 -.0064 
5256.35 -.0022 -.0103 -.0132 -.0126 -.0093 -.0051 +.0009 
6109.75 -.0035 -.0072 -.0072 -.0040 -.0003 +.0048 +.0093 
6694.00 -.0073 -.0075 -.0056 -.0029 -.0005 +.0034 +.007 4 
10840.10 -.0011 -.0015 -.0001 +.0029 +.0057 +.0079 +.0086 
10854.00 -.0013 -.0018 -.0004 +.0026 +.0053 +.0077 +.0084 
10865.00 -.0015 -.0021 -.0007 +.0021 +.0048 +.0070 +.0077 
12466.63 -.0007 -.0013 -.0007 +.0014 +.0043 +.0067 +.0088 
12505.51 -.0004 -.0009 -.0002 +.0018 +.0045 +.0069 +.0086 
16222.00 -.0008 -.0029 -.0054 -.0071 -.0076 -.0068 -.0048 
16513.18 -.0009 -.0032 -.0057 -.0075 -.0082 -.0075 -.0058 
21855,59 -.0012 ' -.0018 -.0013 +.0002 +.0026 +.0052 +.0079 
21907.47 -.0007 -.0011 -.0006 +.0010 +.0032 +.0057 +.0080 
23121.03 -,0010 -.0013 -.0006 +.0011 +.0032 +.0055 +.0075 
23127.19 -.0011 -.0016 -.0010 +.0006 +.0029 +.0052 +.0075 
23132.73 -.0010 -.0015 -.0008 +.0008 +.0031 +.0056 +.0079 
38839.36 ' +.0019 +.0036 +.0049 +.0061 +.0066 +.0069 +.0068 
38862.02 +.0017 +.0032 +.0045 +.0054 +.0058 +.0058 +.0055 
46142.57 +.0018 +.0029 +.0036 +.0039 +.0039 +.0038 +.0033 
85636.32 -.0006 -.0012 -.0013 -.0011 -.0004 +.0004 +.0017 
104007.55 -.0009 -.0015 -.0015 -.0011 -.0003 +.0007 +.0020 
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Table 7.17. Ratios of the predicted absolute intensity at 
disk center to the observed absolute intensity 
at disk center for the two-component solar 
models. 

Model 

A CA) Model 2 Model 2a 

3204.7 1. 415 1.526 

4019.7 1.170 1.218 

6080.0 1. 014 1. 015 

6239.0 . 992 .993 

6399.0 . 994 .993 

6621.0 1. 001 .999 

7465.0 1.001 .996 

8465.0 . 991 .987 

9815.0 . 970 . 965 

86300.0 1.009 1. 012 

111000.0 1. 010 1.012 

120200.0 . 999 1. 002 
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changes in the infrared indicate that the limb darkening 

residuals at 3204.68 and 4019.70 A cannot be significantly 

improved without making the residuals in other regions of 

the spectrum substantially worse. There also seems to be 

a fundamental discrepancy between the limb darkening 

residuals at 3204.68 and 4019.70 A. 

The absolute intensities at 3204.7 and 4019.7 A are 

higher in Model 2 than they are in Model 1. Experiments 

with a number of two-component solar models indicated that 

it is virtually impossible to make any significant improve­

ments in the limb darkening residuals without increasing the 

disk-center absolute intensities at these two wavelengths. 

The anomalous limb darkening residuals and the high absolute 

intensities at these two wavelengths both suggest that line 
O 

blanketing may play an important role below 4500 A. Non-LTE 

effects can be excluded because the radiation at both of 

these wavelengths comes from the deepest layers of the 

photosphere. The experiments with Model 1 also showed that 

changes in the H absorption coefficient would have to be 

very large in order to significantly affect the absolute 

intensities at these wavelengths. Such changes were also 

found to be only marginally useful in improving the limb 

darkening residuals. One therefore requires an alternative 

opacity source that has the proper depth dependence at very 
O 

short wavelengths. At 32 04.7 A such an opacity source would 

have to reduce the solar intensity by 2 9.3% at disk center 
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and by 39.2% at y = 0.20. At 4019.7 A this opacity source 

would only have to reduce the intensity by 14.5% at disk 

center and by 15.7% at y = 0.20. Line blanketing is the 

most likely source of this opacity. 

Intensity fluctuations in the solar atmosphere have 

been studied by a number of investigators. Stratoscope I 
O 

photographs of the solar granulation at approximately 5500 A 

have been examined by Schwarzschild (1959), Bahng and 

Schwarzschild (1961), Edmonds (1962), Namba and Diemel 

(1969), and Edmonds and Hinkle (1977). Schwarzschild (1959) 

and Bahng and Schwarzschild (1961) found rms intensity 

fluctuations of 7.2% near disk center in a one-dimensional 

study of several photographs that were taken in 1957 and 

195 9. Using a different calibration technique with some of 

the 1957 photographs, Edmonds (1962) concluded that there 

were rms intensity fluctuations of 13.9% near disk center. 

He also found that the rms intensity fluctuations reached a 

maximum of 20.5% at Q = 53°. Namba and Diemel (1969) later 

deduced that there were rms intensity fluctuations of 9.3% 

at disk center by studying two photographs that were taken 

in 1959, In a two-dimensional study of two other photographs 

from 195 9, however, Edmonds and Hinkle (1977) concluded that 

there were rms intensity fluctuations as large as 14.7% near 

disk center. Recent ground-based observations also show a 

large scatter. Mehltretter (1971) found rms intensity 
O 

fluctuations of 9.5% near disk center at 5520 A; while Levy 
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CI971) found rms intensity fluctuations of 17.5% at 5300 A. 

Deubner and Mattig (1975) determined that there were rms 

O 
intensity fluctuations of 12.8% at 6070 A. In a two-

dimensional study of the center-to-limb variation of the 

granulation at 5520 A, Keil (1977) measured rms intensity 

fluctuations of 13.2% at disk center. 

Much of the scatter in the observational measures of 

the rms intensity fluctuations can be blamed on systematic 

errors in the instrumental corrections that were applied in 

the various investigations. Some scatter can also be 

attributed to transient local variations in the granulation 

pattern itself. All that one can really say for sure is 

that rms intensity fluctuations of 15 ± 5% are normally 

observed at 55 00 A. Model 2 predicts that one should 

observe rms intensity fluctuations of 17.3% near disk center 

at 5500 A. This estimate assumes that the temperatures in 

the solar atmosphere vary in a coherent and sinusoidal 

fashion as a function of time along the line of sight and 

that the hot and cool components of Model 2 each accurately 

represent the temperatures over exactly half of the solar 

surface. If, on the other hand, one assumes that the 

temperatures along the line of sight vary linearly with 

time, then Model 2 predicts that one should observe rms 

intensity fluctuations of 25.4% near disk center. One must 

therefore know something about the evolutionary history of 

the granulation in order to derive an accurate estimate of 
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the rms intensity fluctuations from Model 2. On the 

average, however, the observational estimates of the rms 

intensity fluctuations agree fairly well with those that can 

be derived from Model 2. 

Edmonds (1964, 1967, 1974) and Wilson (1963, 1964a, 

1964b, 1969a, 1969b) developed a number of models that were 

based on the observations of the rms intensity fluctuations 

in the solar atmosphere. Unfortunately, much of their work 

was based on the observations of Edmonds (1962) which indi­

cated that there was a maximum in the intensity fluctua­

tions at -0 = 53°. Recent studies by Turon and Lena (1973), 

Pravdjuk, Karpinsky, and Andreiko (1974), Albregtsen and 

Hansen (197 7), and Keil (1977) do not confirm the existence 

of this maximum. Neither is there any evidence of such a 

maximum in the drift scans that were taken in this research. 

In fact, the bulk of the observational evidence now indi­

cates that there is merely a general decline in the rms 

intensity fluctuations as one goes from disk center to the 

limb. Model 2 also predicts that the rms intensity fluctua­

tions should decrease toward the limb. 

Margrave and Swihart (196 9) developed a two-component 

representation of the solar granulation that was based on 

a pair of non-grey model atmospheres. They adopted a rela­

tively hot model for 4 0% of the solar surface and a much 

cooler model for the remaining 6 0% of the solar surface. 

Initially, they also assumed that each component was in 
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hydrostatic equilibrium and that each carried a constant 

fraction of the total flux at all depths in the atmosphere. 

In order to reproduce the limb darkening measures of Pierce 

and Waddell (1961), however, they found that it was neces­

sary to allow the flux in the cool component to increase 

with height in the atmosphere. There was no direct 

theoretical computation of the energy exchange between the 

hot and cool components of the model. 

Temperatures for the two-component model of 

Margrave and Swihart (196 9) are shown with Model 2 in 

Figure 7.5. Temperatures in the cool component of their 

model are much lower than those in the cool component of 

Model 2. Temperature differences between the hot and cool 

components of their model at equal optical depths are 

also larger than temperature differences at equal geometric 

depths. Table 7.18 shows that just the opposite is true in 

Model 2. The splitting in their model is also fairly large 

in the upper levels of the photosphere. Most of these 

discrepancies can be traced back to their initial decision 

to simulate the temperature fluctuations in the solar 

atmosphere with a pair of standard non-gray models. The 

possibility of a substantial amount of energy exchange 

between the hot and cool columns of gas in the atmosphere 

makes this procedure somewhat questionable. Nonetheless, 

they still found that they could construct a relatively 

simple two-component model that would fit the observations 
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Figure 7.5. Solar models: (a) Model 2, ; (b) Margrave 
and Swihart (1969), ; (c) Ulrich (1970), 

(d) Nordlund (197 6), 
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Table 7.18. Normalized physical depths for the hot and 
cool components of Model 2. 

Depth below 
x = 10"4 

(km) 

Log 
'5000 A t5000 A 

Hot 
component 

Cool 
component 

(Az) 
(km) 

-.4 .398 512 512 0 

-.3 .501 525 525 0 

-.2 .631 537 538 1 

-.1 .794 547 551 4 

. 0 1. 000 555 564 9 

.1 1.256 561 577 16 

.2 1.585 565 590 25 

.3 1.995 569 603 34 

.4 2.512 572 617 45 

.5 3.162 576 631 55 

.6 3. 981 579 645 66 

.7 5. 012 581 657 76 

.8 6.310 584 669 85 

.9 7. 943 587 680 93 

1.0 10.000 589 689 100 
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better than any of the one-component models they had 

studied. 

Ulrich (1970) developed a method, for'computing the 

physical conditions in a two-stream model of the solar 

atmosphere. Basically, he considered a steady-state 

atmosphere in which there were rising and falling columns 

of gas. Assumptions were also made about the horizontal 

scale and vertical velocity distribution of these columns 

of gas. The physical conditions in the rising and falling 

columns were then computed in an iterative fashion with the 

aid of an unperturbed semiempirical solar model. The 

results showed that one could expect temperature fluctua­

tions of about the right order of magnitude in the visible 

layers of the atmosphere. Actual temperatures for a typical 

model are shown with Model 2 in Figure 7.5. The qualitative 

features of this model agree very well with those of Model 2. 

Nordlund C1976) has recently presented a completely 

deductive technique for computing a two-component convective 

model of the solar atmosphere. One component of his model 

was assumed to be rising; the other falling. A diffusion-

type differential equation for the convective velocity was 

then used with a series of energy conservation equations to 

compute the physical conditions in the two components. No 

detailed assumptions were made about the geometry, although 

the components were characterized by a typical linear size 

that was equivalent to the mixing length of the local mixing 
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length theory. In the standard model it was also assumed 

that each component represented half of the solar surface. 

A composite of the solar models that were presented 

by Nordlund (1976) is shown with Model 2 in Figure 7.5. 

Each component of this model is plotted on its own optical 

depth scale. Because the details of Model 2 were worked out 

several months before the models of Ulrich (1970) and 

Nordlund (1976) were found in the literature, it was never 

constrained to fit any of their theoretical models. The 

basic agreement between Model 2 and the theoretical models 

is therefore quite remarkable and tends to confirm the two-

component approach to modeling stellar atmospheres. 

7.6 Conclusions 

The qualitative agreement between Model 2 and the 

solar models of Ulrich (1970) and Nordlund (1976) suggests 

strongly that theoretical models of the solar atmosphere 

must ultimately take into account the effects of the solar 

granulation. The high precision of the current observations 

allows one to distinguish between models that differ by 

only a few tens of degrees in the visible layers of the 

atmosphere. The assumption of a single average temperature 

at each depth in the atmosphere obviously breaks down when • 

one looks at the sun in such detail. One-component models 

will continue to be of use in stellar and solar studies that 

do not require the highest possible precision. A 
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significant improvement in accuracy, however, can be 

achieved by going to a two-component model. 

Model 2 is the simplest and best model that could be 

found in this study, and it provides an excellent fit to 

the observations from at least 4500 to 100000 A. Further 

improvements in the model will likely require a more 

complete investigation of non-LTE effects as well as 

improved theoretical estimates of the line blanketing in 

the ultraviolet. Absolute intensity measurements are also 

needed in the vicinity of the opacity minimum at 16400 

Since there is still a remote possibility that the absolute 

intensities in the visible are off by a few per cent, direct 

comparisons between the sun and a primary standard should 

be made at several wavelengths. Temperature fluctuations 

in the solar atmosphere should also be studied as a function 

of depth. High resolution observations at two or more 

wavelengths, in particular, should be used to study indi­

vidual granules as they rise to the surface. Since there 

is a similarity between the cool component of Model 2 and a 

number of solar sunspot models, it is possible that sun-

spots are simply atmospheric regions in which the normal 

pattern of the convection has been seriously upset by 

magnetic fields. This possibility should also be investi­

gated further. 

Solar abundance should be recomputed with Model 2. 

Line profile studies of the solar temperature structure 
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should also be reevaluated. In many cases there may be a 

significant improvement in the agreement between theory and 

observation with the two-component model. Two-component 

models should also be considered for use in studying other 

stars with convectively unstable atmospheres. 

/ 
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