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The purpose of this study is to understand the space density and properties 

of active galaxies to z~0.8. We have investigated the frequency and nature of 

unresolved nuclei in galaxies at moderate redshift as indicators of nuclear activity 

such as Active Galactic Nuclei (AGN) or starbursts. Candidates are selected by 

fitting imaged galaxies with multi-component models using ma-yimnTn likelihood 

estimate techniques to determine the best model fit. We select those galaxies 

requiring an unresolved, point source component in the galaxy nucleus, in addition 

to a disk and/or bulge component, to adequately model the galaxy light. 

We have searched 70 WFPC2 images primarily from the Medium Deep Survey 

for galaxies containing compact nuclei. In our survey of 1033 galaxies, the fraction 

containing an unresolved nuclear component >3% of the total galaxy light is 

16±3% corrected for incompleteness and 9±1% for nuclei >5% of the galaxy 

light. Most of the nuclei are ^2Q% of the total galaxy light. The majority of the 

host galaxies are spirals with little or no bulge component. The V-I colors of the 

nuclei are compared with synthetic colors for Seyferts and starburst nuclei to help 

differentiate between AGNs and starbursts in our sample. Spectroscopic redshifts 

have been obtained for 35 of our AGN/starburst candidates and photometric 

redshifts are estimated to an accuracy of (Ts~0.1 for the remaining sample. 

We present the upper limit luminosity fimction (LF) for low-luminosity AGN 

(LLAGN) in two redshift bins to z=0.8. We detect mild number density evolution 

of the form 0oc(l4-z)'^'® for nuclei at -18;^Mb;;^-14. The LFs appear to flatten 

at MB >-16 and this flatness, combined with the increase in number density, is 

inconsistent with pure luminosity evolution. Based on the amount of density 



16 

evolution observed for these objects, we find that almost all present-day spiral 

galaxies could have hosted a LLAGN at some point in their lives. We estimate the 

likely contribution of these compact nuclei to the soft X-ray backgrotmd to be as 

much as ~15% or all of the X-ray background depending on assumptions about 

their X-ray nature. 
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CHAPTER 1 

INTRODUCTION 

Accurate knowledge of the luminosity function (LF) of active galactic nuclei over 

a wide range of absolute magnitudes is necessary to understand the nature and 

evolution of these objects. The faint end of the AGN LF (Mb>-23) has been 

determined using Seyfert galaxy nuclei which are considered to be the intrinsically 

fainter counterparts of more distant, brighter AGNs (Cheng et al. 1985; Huchra 

& Burg 1992). It is difficult, however, to obtain a Sejrfert sample which is free 

from biases. Seyferts selected by UV or X-ray excess are likely to favor tjT)e 1 

nuclei. Selection based on IR properties are biased toward galaxies with high 

star formation rates. The Huchra & Burg (1992) Seyfert sample from the CfA 

redshift survey was obtained through spectroscopic selection of galaxies based on 

the presence of broad emission lines, indicative of Seyfert 1 activity, or emission 

line flux ratios indicating Seyfert 2 or LINER activity. The presence of such 

emission lines differentiates between a thermal and non-thermal energy source in 

the nucleus. This selection technique, however, requires that the nucleus dominate 

the galaxy light or have adequate spatial resolution for subtraction of the galaxy 

light from the nucleus. Maiolino & Rieke (1995) show that the CfA Seyfert nuclei 
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luminosities axe closely related to the integrated galaxy luminosities indicating a 

bias towards brighter, nucleus-dominated Seyferts. For this reason, the local AGN 

LF does not extend below MB~-17.5. 

Even more interesting is the behavior of the LF as a fimction of redshift 

enabling us to derive the manner in which AGNs evolve. Understanding how the 

faint end of the AGN LF evolves is necessary to determine the frequency and total 

space density of these objects at earlier epochs. There are several models for quasar 

evolution which can be much better constrained with accurate knowledge of the 

shape at the faint end. Koo (1986) explains how many of the models are difficult 

to descriminate when only bright quasars are included. The bright end LF shape is 

close to that of a power-law with a slope that is almost identical at all redshifts. 

Additionally, AGN are likely contributors to the X-ray background and 

several studies have determined the contribution by bright quasars to the diffuse 

background (e.g. Schmidt & Green 1986). How the low luminosity AGNs 

(LLAGNs) contribute to the diffuse X-ray background has been a question of 

interest for some time (Elvis et al. 1984; Koratkar et al. 1995). An accurate 

imderstanding of the behavior of the faint AGN LF and its evolution would help 

us to detemaine the global significance of their contribution to the soft X-ray 

background. 

Little is currently known about how the faint end of the LF evolves because 

it is difficult to measure. Even at modest redshifts, LLAGNs become virtually 

impossible to observe from the ground. In ground-based images the unresolved 

nuclei cannot be distinguished from central regions of enhanced star formation 

or finite central density cusps of spheroidal components. For the first time, the 

Hubble Space Telescope eliminates this problem with its unique high resolution 



19 

imaging capabilities. 

The Meditim Deep Survey (MDS) (Griffiths et al. 1994) jdelds 2 to 4 parallel 

WFPC2 exposures per week, each containing ~300 galaxies down to V~ 23.5 mag. 

This survey provides an ideal sample of distant field galaxies for which morphology 

and galaxy light profiles can be studied for the first time at sub-kiloparsec 

resolution. Typical galaxy redshifts are within z<0.6 (Mutz et al. 1994). The set of 

Cycle 4, 5 and 6 images consists of ~150 fields with both V(F606W) and I(F814W) 

exposures. 

This database provides a unique opportimity to search for morphological 

evidence of AGN or other compact nuclear activity such as starbursts. The nuclear 

activity of Seyfert galaxies manifests itself morphologically as an uiu-esolved 

stellar-like point source in the nucleus of the galaxy. This is due to the fact that 

most of the emission is originating from a small region typically a few parsecs in 

diameter. For Seyfert 2 nuclei the emission is probably originating over the broader 

narrow-line region but is stUl highly concentrated at the nucleus having nuclear 

FWHM^200 pc (Nelson et al. 1996). The physical size of an unresolved region 

in a WFPC2 image varies with redshift according to Figure 1.1. The unresolved 

region at redshifts less than 0.8 obviously encompasses that for Seyfert-like nuclei. 

Other enhancements of this size in a galajq^ profile would include starburst regions 

and nuclear HII regions. Nuclear starbursts typically have sizes of a few hundred 

parsecs (e.g. Weedman et al. 1981 for NGC 7714) and nuclear HII regions may be 

even smaller. These stellar enhancements in a galaxy light profile would appear 

unresolved over the redshift range of interest (0.2;^z;^0.8) unless Ho is very high. 

The typical late-type spiral bulge, however, has a diameter of ~1 kpc (Boroson 

1981) which is resolved in the HST images. 
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Figure 1.1 The diameter of an unresolved region in a WFPC2 image as a function of 
the object's redshift. The lines represent values of Ho = 50, 75, and 100 km/s/Mpc. 
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In this study, all galaxies in 70 WFPC2 fields have been modeled to search 

for imresolved nuclei likely to be AGN or compact regions of steir formation, i.e. 

starbursts. The galaxy modeling is based on maximum likelihood estimates used 

to extract quantitative morphological and structural parameters of the faint galaxy 

images. All galaxies to I;^21.5 in 64 MDS fields and 5 Groth survey strip fields 

(Groth et al. 1997) as well as the Hubble Deep Field to I;^23.5 (Williams et al. 

1996) have been modeled in this way to reveal an unresolved nuclear component 

when present. Selection of AGN using this technique results in a magnitude-limited 

sample which is not biased towards galaxies dominated by the nucleus. Many 

other selection techniques, such as spectroscopic selection, require the nucleus to 

be the dominant galaxy component. In this way, we probe the intrinisically fainter 

population of AGN and starbursts out to intermediate redshifts for the first look 

at how this population of objects evolves. 

In this thesis, the population of intermediate redshift galaxies containing 

unresolved nuclei is investigated. Chapter 2 discusses the process of selecting 

galaxies containing a significant nuclear component. The details of processing HST 

images and issues concerning incompleteness in the sample are also discussed. In 

Chapter 3 we discuss the ground-based spectroscopic follow-up for the selected 

galaxies and present the spectra. We also outline a photometric redshift technique 

used to estimate redshifts for selected galaxies without spectroscopic redshifts. 

Chapter 4 discusses the properties of the host galaxies and nuclei themselves such 

as colors, magnitudes, sizes, and Hubble types. We compare these properties with 

those of local Seyferts and starburst galaxies. We use the colors of the nuclei 

to differentiate between Seyfert-like nuclei and young starburst nuclei based on 

colors from representative spectra of these objects. Finally, Chapter 5 discusses 

the space density of galaxies containing compact nuclei. We present the upper 
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l i m i t  l u m i n o s i t y  f u n c t i o n  f o r  L L A G N  i n  t h e  m a g n i t u d e  r a n g e  - 2 0 < MB<-14 in 

two redshift bins out to z=0.8 and compare it with the LFs of local Seyferts and 

moderate redshift QSOs. We also comment on the likely contribution of these 

nuclei to the soft X-ray background. Chapter 6 outlines the basic conclusions and 

possible fixture projects to be explored with this dataset. 
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CHAPTER 2 

HUBBLE SPACE TELESCOPE IMAGES: 

REDUCTION AND GALAXY MODELING 

The images used in this study were obtained with the Hubble Space Telescope 

Wide Field Camera-2 (WFPC2). Here we describe the procedure for processing 

the images and detecting galaxies in the fields. The galaxy light profile fitting 

procedure is also discussed as well as the criteria for detecting galaxies containing 

an unresolved nuclear component. We estimate completeness levels for the stirvey 

based on Monte-Carlo simulations of the data and apply these to the selected 

galaxies to estimate the fraction of aJl galaxies that contain an unresolved nuclear 

component. 

2.1. Fields Selected from the Survey 

The Medium Deep Survey (MDS) is composed of images obtained in parallel while 

HST observed a primary tcirget with one of the other instruments. The fields 

were observed in the I (F814W) and V (F606W) filters primarily, with some fields 
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also being imaged with the B (F450W) filter. The data used for this study are 

comprised entirely of post-refurbishment HST images obtained with the WFPC2 

camera from 1994, January to 1996, July. The fields were chosen to lie at a range 

of high galactic latitudes away from known nearby galaxy clusters and other bright 

objects. 

During this timeframe, the MDS obtained images of 209 survey fields. From 

these data the fields for this study were chosen to have images in both the V and I 

filters so that color information would be available. Each field contained at least 

one exposure in both V and I with total exposure times ranging from 2000 to 23100 

seconds in I and 300 to 16500 seconds in V with a median exposure time at ~5000 

seconds. The number of exposures per field ranges from 1 to 12 with a median 

number of exposures at ~3. Table 2.1 lists the field name, RA and DEC, Galactic 

latitude, number of exposures and total exposure time in seconds in the V and I 

filters for each field selected from the MDS for this study. Also included in this 

table are the six additional non-MDS HST fields used in this study; five fields from 

the Groth Survey strip (Groth et al. 1997) and the Hubble Deep Field (Williams 

et al. 1996). 

2.2. Reduction of HST WFPC2 images 

Many of the details of the calibration process can be found in Ratnatunga et 

al. (1997) and references therein. Here we will sununarize the basic information 

regarding calibration and reduction of the HST images. The WFPC2 images 

are calibrated using the STScI static mask, super-Bias, super-Dark and flat field 

calibration files. These were created by STScI to calibrate the Hubble Deep Field. 

Pixel flux is corrected when necessary using the hot pixel tables from STScI over 
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the time when each observation was taken. Hot pixels which cannot be corrected 

to the same accuracy are rejected. 

The stacking procedure is described in detail in Ratnatunga et al. (1994). A 

corrected version of the ERAF/STSDAS COMBINE task is used to combine the 

images and generate a "sigma" image from the statistical errors. This sigma image 

is an estimate of the rms error of every pixel in the calibrated stack and reflects 

the cosmic ray pixels rejected in the stacking procedure, the flat field response, and 

any subtracted background sky gradient or scattered Earth light. The amount of 

shifting necessary between images is determined from "jitter files", i.e. the HST 

aspect solution for the WFPC2. Exposures are stacked with shifts corresponding 

to the nearest integer number of pixels without any rotation. We allow a maximum 

50 pixel shift. The orientation usually remains constant although a maximum 

difference in rotation of less than 0.03 degrees is allowed, ensuring a 1-to-l mapping 

of the pixels. 

Cosmic rays affect about 7 pixels per second per CCD chip during the length 

of the exposure time. When three or more exposures in the same filter are available 

aiong the same direction with the same orientation, cosmic rays can be effectively 

removed by stacking the images with a 3-sigma clip. When only two images were 

available, the stacking operation will leave the fainter cosmic rays on the output 

image which could be mistakenly detected as faint objects. Cosmic rays can be 

rejected in images with only one exposure per filter when at least one exposure has 

been obtained in the other filter. 

Once the images are stacked, objects are located independently on each 

image using an algorithm developed for HST-WFPC data. It is based on finding 

local maxima and mapping nearby pixels to the central object and selecting the 
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detections which are significantly above the noise. Any significant gradient in 

the sky background, caused by a nearby bright object or scattered Earth light, is 

subtracted from the stacked image. After the initial finding algorithm has been 

applied, the exposure is examined to confirm that it satisfies being part of the 

Medium Deep Survey and does not contain parts of bright, resolved galaxy fields 

or globular clusters. Object detections in the two filters are matched by software 

to create a single catalog with a revised mask for each image so that corresponding 

pixels in different filters are associated with the same object. 

2.3. Galaxy Fitting Software 

The software for modeling the galaxy light profile has been developed by K. 

Ratnatunga (Ratnatimga et al. 1997). The empirical model used is scale free 

and axisymmetric with an exponential, power-law profile. Such models have been 

shown to fit the broad distribution of normal galaxies. The galaxy components 

modeled with this software are an exponential disk, an bulge, and an exp(-r^) 

Gaussian profile for a point source. 

For each galaxy imaged in the HST WFPC2 field, a contour is defined aroimd 

the object by selecting those pixels which are greater than one-sigma above the 

estimated local sky level. The integrated signal-to-noise ratio of these pixels is a 

good measure of the information content of the image. The decimal logarithm of 

this integral, called SNRIL, is linearly correlated with the galaxy magnitude. These 

pixels within the one-sigma contour are used to estimate each galaxy's center, 

magnitude, size, orientation, and axis ratio using simple moments of the flux above 

the mean. An elliptical annular region around the object is selected to define the 

mean sky background to 0.5% accuracy. 
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The maxiinuin Hkelihood parameter estimation starts by using these moments 

to estimate initially the model parameters. The software creates a model image of 

the object, convolves this model with the WFPC2 stellar Point Spread Function 

(PSF) and compares it with the observations within the selected region. The 

likelihood function is defined as the probability for each model pixel value with 

respect to the observed pixel value and its error distribution. The function is 

evaluated as the integral s\mi of the logarithm of these probabilities. The likelihood 

function is maximized using the modified IMSL minimization routine (Ratnatunga 

& Casertano 1991). 

The nimiber and choice of parameters fitted to an image is clearly important 

and defines the light profile model. In this study, each galaxy is fit down to a 

limiting SNRIL with 3 different model choices to determine the best fit to the data. 

The first model is a 2-component disk+bulge model. This version of the fitting 

software is flexibile so that a pure disk, pure bulge, pure Gaussian point source, 

or bulge+disk model can be output as the best fit to the data. The parameters 

which can be fit in this model are: 1) sky magnitude, 2) x-position, 3) y-position, 

4) total magnitude, 5) half-light radius of the bulge+disk model (the radius within 

which half the light of the unconvolved model would be contained if it were radially 

symmetric), 6) disk axis ratio, 7) orientation of the galaxy, 8) bulge/(disk+bulge) 

luminosity ratio, 9) bulge axis ratio and 10) bulge/disk half-light radius ratio. 

The first step utilizes a special quick mode of the minimization routine which 

attempts a lO-parameter disk+bulge fit. It does not check for full convergence but 

does reach a point in the multi-dimensional parameter space which is close enough 

to the final answer to investigate the likelihood function and make some intelligent 

decisions. If the half-light radius of the object is less than one pixel, a 5-parameter 
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Gaussian model is tested to see if the object is point-like. If the point source model 

does not improve the fit, a single-component disk or bulge model is attempted. 

Significant improvement in a model is achieved if the difference in the likelihood 

function values (the likelihood ratio) is greater than 6.0. This likelihood ratio (LR) 

is used throughout the modeling process to determine if significant improvements 

are made with new model fits. The 2-component bulge+disk model is then checked 

to see if it improves upon the single model bulge or disk fit. Sub-pixellation in the 

center of the galaxy is tried to see whether a high resolution center will change 

the likelihood fimction significantly. The best fit parameters for the chosen model 

are determined through an iterative process using the model IMSL minimization 

routine. 

The software creates an output FITS data image for each object. The image is 

a grid with a row of 7 images for each filter shown in Figure 2.1. The images in each 

row are: 1) the observed fiill area for each galaxy from the stack, 2) the selected 

region for analysis, 3) the PSF convolved maximum likelihood model image, 4) the 

maximum likelihood model image, 5) the residual image (model subtracted from 

real image), 6) the sigma image, 7) the object mask image. 

A second version of the software was produced which allows for a disk+point 

source fit. This version is very similar to the 2 component disk+bulge version. The 

main difference is that the second component is a Gaussian point source instead of 

an r^^"^ bulge component. The parameters for this model are: 1) sky magnitude, 

2) x-position, 3) y-position, 4) total magnitude, 5) half-light radius of the disk, 6) 

disk axis ratio, 7) orientation of the galaxy, 8) point source/(disk+point source) 

luminosity ratio, 9) x difference in position between the disk and point source and 

10) y difference in position between the disk and point soiurce. 
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Figure 2.1 Output from the 2-dimensional modeling software. From left to right 
the boxes are: 1) the observed 64 x 64 pixel area around the galaxy, 2) the selected 
region for analysis, 3) the PSF convolved maximum likelihood model image, 4) the 
maximum likelihood model image, 5) the residual image (model subtracted from 
real image), 6) the sigma image, 7) the object mask image. 

The point source is allowed to be at a different origin from that of the disk 

component. This technique avoids the problem of not converging on a real point 

source because it is not at the precise center of the disk. Later in the selection 

process, restrictions can be placed on how far off-center the point source nucleus 

can be and still be considered a "nucleus". These restrictions are described in 

section 2. 7.2. The half-light radius of the Gaussian shape representing the point 

source is held constant at 0.0183 arcsec, before convolution with the point spread 

function. This is consistent with that measured for stars in the WFPC2 fields 

and is essentially a measurement of the telescope "jitter". The axis ratio for this 

component is set at 1.0. 

A third version of the software allows for a 3-component disk+bulge+point 

source fit to the galaxy light profile. This model is somewhat more complicated 

than the previous versions due to the third component. The parameters fit for this 
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model are: 1) sky magnitude, 2) x-position, 3) y-position, 4) total magnitude, 5) 

half-light radius of the disk+bulge portion of the model without regard to light 

from the point source nucleus, 6) disk axis ratio, 7) orientation of the galaxy, 

8) bulge/(disk+bulge-l-point source) limiinosity ratio, 9) bulge axis ratio, 10) 

bulge/(bulge+disk) half light radius ratio, 11) point source/(disk+bulge+point 

source) luminosity ratio, 12) x difference in position, 13) y difference in position. 

Parameters 12 and 13 reflect the fact that the point soiurce is allowed to have a 

different origin from the remainder of the galaxy model. The half light radius of the 

Gaussian shape is constant at 0.0183 arcsec and the axis ratio for this component 

is 1.0. 

2.4. Selection of Galaxies Containing Nuclear Point 

Sources 

Each galaxy is fitted with all three versions of the fitting software. The model with 

the lowest likelihood fimction value indicates the best fit or the closest model to 

the real data. Those galaxies best fit with either the disk+point source model or 

the disk+bulge+point source model are initially selected as nuclear point source 

candidates. It is important, however, to understand whether or not the model 

containing a point source component is substantially better than one without the 

point source component. In the following sections we describe various simulations 

and tests designed to determine the criteria for selecting a galaxy containing a 

nuclear point source. 
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2.4.1. Spurious Point Source Detections in Simulated Galaxies 

To determine the uniqueness of a fit with a galaxy model containing a point source, 

simulated galaxies with no point source component were fit in the same way as 

galaxies in the survey. These simulated galaxies have a range of magnitudes, 

signal-to-noise ratios, bulge-to-total light ratios and half light radii and were 

produced in both V and I images where the V magnitude of each galaxy is 

one magnitude fainter than the I magnitude. Each of the 1152 galaxies in this 

simulation were fit with a disk+bulge model, disk+point source model, and a 

disk+bulge+point source model. 

The model with the lowest likelihood function value is chosen as the best 

fit. The simulations are used to determine what minimum likelihood ratio must 

be met by the model containing a point source over the model not containing 

a point source. The simulated galaxies, which do not contain any nuclear point 

source component, were found to have a best fit model which did include a point 

source nucleus 30% of the time. The likelihood ratio between the non-point source 

component model and the point source component model for these fits determines 

the range in likelihood ratios for spurious point source detections. 

Figure 2.2 shows the log of the likelihood ratio (LR) between the non-point 

source component model and the point source component model as a function of 

various parameters of the galaxy; measured magnitude, bulge-to-total limiinosity 

ratio, and point source-to-total luminosity ratio as well as a histogram of the LR 

values. This diagram includes all spurious point source detections in the simulated 

galaxies, i.e. all instances where the point source component model was the best fit 

to the simulated galaxies. The LR values do not appear to vary with bulge-to-total 

measurement but a weak trend is detected with galaxy magnitude, where the 
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brighter galaxies tend to have a larger LR for spurious nuclear detections. The 

frame plotting log likelihood ratio vs. point source-to-total luminosity ratio reveals 

that many of the spurious detections occur at small point source-to-total values. 

A histogram of the point source-to-total luminosity values is shown in Figiure 

2.3. The bulk of spurious point source detections occur at ratios less than 1%. If a 

point source-to-total luminosity ratio cut-off is applied to these data at 1%, we can 

re-examine how the LR varies with these galaxy parameters (Figure 2.4). We find 

that we have eliminated most of the spurious detections (75%) and the trend with 

LR to galaxy magnitude is no longer apparent. The histogram of the remaining 

spurious detections indicates that an LR cut-off of 50 (log likelihood ratio of 1.7) 

will remove almost all points. 

The simulations indicate that choosing a best fit galaxy model where the point 

source-to-total luminosity ratio is greater than 1% and the LR value is greater than 

50 will avoid almost all spurious point source detections. Of the 1152 galaxies in 

this simulation, only 4 would still be selected after applying these criteria resulting 

in 0.3% of fitted galaxies which could contain spurious point source detections. 

2.4.2. Measurement of Detected Point Source Nuclei 

Not only is it important to determine how often spurious detections will occur 

in our galaxy sample using simulated galaxies, we also need to define when and 

how often inaccurately measured point source nuclei are detected in the sample. 

For the purposes of determining completeness and to quantify the frequency of 

inaccurately measured point source nuclei, a partially simulated galaxy dataset 

was produced. The dataset consists of real galaxy images from several MDS fields 

where simulated point sources of various magnitudes were added at the nucleus. 
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Log Likelihood Ratio Log Likelihood Ratio 

Log Likelihood Ratio Log Likelihood Ratio 

Figure 2.2 Fitting parameters for spurious point source detections in simulated 
galaxies. The likelihood ratio represents the degree to which the model with a 
point source component is better than the model without a point source component 
in fitting the simulated galaxies. 
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Figure 2.3 Histogram of the number of spurious point source detections as a function 
of the point source-to-total luminosity ratio. 



35 

18 — 

0) "O 
c 20 00 

>^ 
X 
S "3 u 

22 — 

•« . . 
•k • • 

• •. 

24 1 1 1 1 I I I I I I I 
-2 0 2 

Log Likelihood Ratio 

.2 -1 1 ; 1 1 1 r 

.15 — 
0 
1 
o 

V .1  0 
3 
o in 

O .05 

• a • tTH s 
0 — 
-2 0 2 

Log Likelihood Ratio 

^ o 
I 0 
1 o ̂ .4 

*3 03 

-T—I—I—I 1—r 

f • 

« < ' ' « t t 1 ' • 
-2 0 2 

Log Likelihood Ratio 

100 I I I I • 'I I 1 i i 

80 — 

60 — 

40 — 

20 — 

rrrd^A—L_ 
0 2 

Log Likelihood Ratio 
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galaxies. All point source detections less than 1% of the total galaxy light have 
been removed 
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A total of 98 galaxies from 10 MDS fields were used in this Monte-Carlo type 

simulation. Each galaxy image was reproduced 10 times and had added to it point 

sources of apparent magnitudes evenly spaced between 1=21.5 to 26.0 and V=22.5 

to 27.0. This simulation created a total of 1960 galajQr images (98 galaxies x 10 

point source magnitudes x 2 filters (V and I)). 

The galaxies with simulated point source nuclei had a variety of bulge-to-total 

ratios, apparent magnitudes, and SNRIL values (Figure 2.5). The 2-component 

disk4-bulge model, the 2-component disk+point source model, and the 3-component 

disk+bulge-l-point source model were applied to each of the simulated galaxies. 

The best fit model was determined as that with the lowest likelihood fimction 

value. To be selected as a galajQr containing a nuclear point source component, 

we required that the point source be at least 1% of the galaxy light and that the 

likelihood ratio for the model containing the point source component be lower by 

a value of 50 than the model without a point source component. These criteria 

were applied to avoid spurious point source detections as described above and will 

also be applied to the real galaxy sample. To provide a check on ovu- likelihood 

ratio requirement, we examined the increase in detected real point sources in this 

set of simulations as compared to the increase in spurious detections made with a 

lower likelihood ratio requirement. We find that the increase in detected real point 

sources is negligible (~few%) compared to the doubling of spurious detections when 

the likelihood ratio is lowered from 50 to 30 and therefore maintain the current 

likelihood ratio requirements for detecting nucleju: point sources. 

Based on the results from this simulation, we determined how well the input 

nuclear point source is detected and how accurately its magnitude is measured. 

Figure 2.6 shows how the measured magnitude of every detected point source in 
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the simulated data compares with its input V and I magnitudes. Although many 

of the points fall near the input magnitude values, a large number are meastu-ed 

brighter than the input magnitude. Careful examination of the model fits for these 

cases indicate that they are galaxies containing significant bulge contributions. The 

bulge appears to often confuse the magnitude measurement of the point source 

component. For this reason, it is necessary to set additional selection criteria for 

point source detections to avoid inaccurately measuring point source magnitudes. 

Because our data contain information in both the V and I filters, we can 

compare the model in the two different filters and note any oddities. First, 

many of the poorly measured point source nuclei were detected in one filter while 

going undetected in the other filter. This result is not unacceptable unless the 

measurement of the bulge is very different in the two filters. It is clear that the 

bulge is affecting the point source measurement in the case where a large bulge 

contribution is measured in one filter while a point source is detected with no bulge 

component in the other filter. To avoid these point sources measured too bright 

because the bulge light is included in the point source, we note all the cases in the 

simulated data where the bulge is measured much larger in one filter (bulge-to-totai 

difference in the 2 filters is greater than 0.25) and a point source with no bulge 

component is measured in the other filter. In the simulated dataset, 69 point 

sources axe detected in galaxies fulfilling this criterion. Removing these points as 

candidates eliminates many of the points in Figure 2.6 measured as too bright. 

These simulations also show that if the galaxy contains a large bulge 

component in both filters and the point source is the same color in (V-I) as the 

galaxy, it is often measuring the point source magnitude incorrectly. We also 

know that many elliptical galaxies have "cuspy" luminosity profiles (Lauer et al. 
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Figure 2.6 The input vs. the measured magnitude for the point source nuclei 
detected in the Monte-Carlo simulation. 
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1995) which can easily be mistaken for tmresolved nuclei in moderately redshifted 

galaxies. If a small point source is placed in these galaxies in our simulations, a 

bright point source may be measured due to the inclusion of the cuspy light from 

the galaxy itself. In these cases, we would expect that the color of the point source 

be the same as the galaxy, within the errors. This occurs for 77 of the point sources 

in this simulation. 

Finally, each galaxy model in which a point source is detected must be checked 

for proper convergence. This check is done by examining the matrix solution of the 

light profile model. A total of 56 galaxies best fit with a point source model were 

removed due to the non-convergence of the point source component in the model. 

Figure 2.7 shows the measured magnitude vs. the input magnitude for 

the remaining 597 selected point source galaxies after removing the subsets of 

systematically inaccurate and non-converging point source models described above. 

These additional selection criteria have successfully removed the majority of poorly 

measured point source nuclei. The solid line represents the one-to-one relationship 

between input and output magnitudes. The dashed vertical errorbars are the 

standard deviation error in the real point source nucleus magnitude as a function 

of the measured magnitude based on the spread of the points in the figure. We 

show in Figure 2.8 histograms of magot, - magrea/ for point sources at 23±0.25 and 

24±0.25 magnitudes. The dashed line is the normalized Gaussian distribution for 

the calculated cTmag of each distribution. We note that the distribution is narrower 

than the normalized Gaussian distribution and therefore the adopted errors are 

conservative and are may overestimate the actual error in magnitude for many of 

the measured point sources. A least squares fit to these la errors as a function of 
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observed magnitude yields the following equation, 

^mag ~ 0-324 - 0.0685 x (23 - mag) -h 0.0075 x (23 - magf (2.1) 

which gives the error in magnitude determination as a function of the meastired 

magnitude. This equation is later applied to the real point source nuclei detected 

in the sample to obtain a true magnitude error. 

2.5. Accuracy of the Host Galaxy Bulge Measurements 

Figure 2.7 shows that the point source nuclei can be accurately measured to ±0.40 

magnitude for faint (24th magnitude) nuclei and ±0.26 magnitude for bright (22nd 

magnitude) nuclei. In spite of fairly accurate nuclear magnitude determinations, 

we find that the bulge component is often misfit in our simulations. Figure 2.9a 

reveals how the bulge-to-bulge+disk luminosity ratio (B/B+D) in the simulation 

galaxies differs from that measured for these galaxies once a point source nucleus 

has been added and detected. It is clear that the bulge component is often not 

measured at all when a point source is present. This is most likely caused by the 

tendency of the modeling software to chose a model with fewer parameters and 

therefore fewer components as the best fit unless the fit is greatly improved by 

additional parameters. When a prominent point source is present, even a large 

bulge component can go undetected. 

Figure 2.9b reveals how the measured bulge-to-bulge+disk (B/B+D) varies 

with the point source-to-total luminosity ratio. For point source nuclei greater than 

:^20% of the total galaxy light, the bulge is almost always imdetected. Above 20% 

the bulge is obviously dominated by the point source component and it becomes 

impossible for the software to detect the bulge component. Only where the point 
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Figure 2.7 The input vs. the measured magnitude for the point source nuclei 
detected in the Monte-Carlo simulation after applying the selection criteria outlined 
in the text. 
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source is below 20% of the galaxy light can we adequetely measure the bulge 

component of the galaxy in addition to the point source component. 

The results of these simulations suggest that although the bulge is often 

measured incorrectly when a point source is detected, the magnitude of the 

detected point source is correct within the determined errors. For this reason, our 

main goals of determining nuclear magnitudes and colors are unaffected by these 

errors in measuring the bulge contribution. We discuss in Chapter 4 how these 

results effect the determination of the host galaxy types and colors and attempt to 

statistically correct for errors in the bulge measurement in our sample. 

2.6. Completeness 

To determine the level of completeness in this siurvey, a Monte-Carlo simulation was 

performed. The dataset used for this experiment is that described above, where 

real galaxy images are combined with point source nuclei of varying magnitudes. 

The fitting software is then used to determine the best fit model to the data. After 

applying the criteria to ensure accurately measured, real nuclear point source 

components, we determine the number of galaxies in which the unresolved nucleus 

is detected. Since each galaxy in the simulation contains a point source for which 

the input apparent magnitude is known, the level of completeness in detecting 

nuclei as a fimction of the point source brightness can be determined. 

To eliminate spurious point source detections, each detected point source must 

be at least 1% of the total galaxy Ught based on modeling of simulated galaxies 

described in section 2.4.1. For this reason, very faint nuclei are not detected in 

bright galaxies but a nucleus of the same magnitude might be detected in a fainter 

galaxy if it is above the 1% limit. Because of the related nature of detected nuclei 
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and the magnitude of the host galaxy, we cannot address the issue of completeness 

in terms of limiting magnitudes. Instead, the level of completeness in detecting 

point source nuclei is based on the percentage of gala:qr light that the point source 

comprises. 

We begin by estimating completeness for those galaxies in which no bulge 

component is detected. These galaxies are adequately modeled in our sample 

with a pure exponential disk. The galaxies, which contain simulated point source 

nuclei of varying point source-to-total luminosity ratios, were fitted with the 

fitting software and those containing accurately measured point source components 

were selected. Figure 2.10a shows a histogram of the number of galaxies in the 

simulation for which there was no input bulge component as a function of the input 

point source-to-total luminosity ratio (solid line). The hatched region represents 

the histogram of galaxies in which the point source nucleus was detected and no 

bulge component was measured, consistent with the input bulge parameter value. 

Figure 2.10b is the fraction of galaxies as a fimction of input point source-to-total 

luminosity ratio in which the point source was accxu-ately modeled. The error bars 

are the Poisson Icr error based on the number of points in each bin. These fractional 

values can be applied to those galaxies in the real sxurvey sample containing no 

measured bulge component to determine the level of completeness in detecting 

point sources. 

Estimating completeness for the galaxies containing a bulge component is 

somewhat more complicated. For the rest of this discussion we define the bulge 

component in terms of bulge-to-bulge+disk (B/B-f-D) luminosity ratio so that a 

galaxy with no disk has a luminosity ratio of 1.0. Figure 2.9 indicates that when 

a point source is detected, the galajty B/B+D may be quite inaccurate, especially 
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Figure 2.10 a) The histogram of galaxies in the simulation containing no bulge 
component as a function of the point source-to-total luminosity ratio. The solid line 
represents all galaxies in the simulation with no bulge component and the hatched 
region represents those galaxies in which the nuclear point source was detected, 
b) The fractional completeness or success rate in detecting point source nuclei in 
galaxies containing no bulge component. The errorbars are the Poisson statistics 
based on the number of objects in each bin. 
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if the point source-to-total liuninosity ratio is greater than 20%. For this reason, 

to estimate completeness for the galaxies in our sample containing some bulge 

component, it is best to separate our simulation results into bins of different input 

B/B+D values as opposed to using the measured B/B+D values. This is consistent 

with the null hypothesis approach we have adopted for modeling the galaxy light 

profile: we assiune that each galaxy does not contain a point source and the galaxy 

light profile model must be significantly improved with the point source component 

for the nucleus to be detected. 

Figure 2.11 is plotted similarly to Figure 2.10. The three left panels show 

the histogram of galaxies in the simulation (solid line) and those for which the 

point source nucleus was detected (hatched region) for different input B/B+D 

galaxy types. The Figure 2.11a represents galaxies with 0<(B/B+D)<0.4, lib 

is for galaxies with 0.4<(B/B+D)<0.8 and 11c is for 0.8<(B/B+D)<1.0. The 

adjacent panels on the right indicate the percentage of point sources detected as 

a function of the point source-to-total luminosity ratio and is an estimate of the 

completeness. These percentage estimates can be applied to the real sample galaxy 

B/B+D distribution to estimate completeness as a function of point source -to-total 

luminosity ratio for the entire siu-vey. An estimate of the total completeness in 

detecting point source nuclei for the survey data is calculated in the next section 

based upon the outcome of this simulation. 

2.7. Application to the Survey Data 

2.7.1. Determining the Limiting SNRIL value 

Every galaxy in each of the fields listed in Table 2.1 was fitted down to an apparent 

magnitude limit corresponding to a SNRIL value of 2.5. This limit is typically 
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Figure 2.11 a) The histogram of galaxies in the simulation containing bulge 
components with 0<(B/B+D)<0.4 as a function of the point source-to-total 
luminosity ratio. The hatched region represents those in which the point source 
nucleus was detected. The panel to the right is the fractional completeness or 
success rate in detecting point source nuclei for these galaxies, b) Same as above 
except for galaxies with 0.4<(B/B+D)<0.8. c) Same as above except for galaxies 
with 0.8<(B/B-i-D)<1.0. 
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around Ic:i22.0 for the average MDS field. This SNRIL value was chosen since 

it appears to the signal-to-noise level required for accurate fitting of the simple 

disk+bulge model (Ratnatunga et al. 1997). For the model requiring an additional 

point source component, the SNRIL cut-off should be higher. 

To determine the SNRIL cut-off for the data, we again use the simulated 

dataset consisting of real galaxies with added simulated point source nuclei. As 

shown in Figure 2.5, these galaxies cover a range of SNRIL values. These data 

can be used to determine at what SNRIL value for the galaxy is the point source 

nucleus no longer detected. Figure 2.12 is the histogram of galaxies as a function of 

their measured SNRIL value. To avoid some of the incompleteness based on faint 

point sources as described in the preceeding section, this histogram includes only 

points measuring greater than 3% of the total galaxy light. In Figure 2.12a and 

2.12b the solid line is the total number of galaxies as a function of SNRIL and the 

hatched region is the nimiber of galaxies where the added point source component 

was detected. The solid line in Figure 2.12a represents all galaxies in the simulation 

where the galaxy contained no initial bulge component and the hatched region 

is the number of galaxies in this set where the 2-component disk+point source 

model was the best fit. Figure 2.12b represents all of the galaxies which did 

contain an initial bulge component. The hatched region represents the galaxies in 

this set best fit with a 2-compoaent disk-t-point source model or a 3-component 

disk+bulge-l-point source model. The cross hatched region represents those galaxies 

for which the 3-component model was the best fit. 

It is clear that the 2-component disk-f-point source model detects point sources 

in galaxies with lower SNRIL values than the 3-component model. This result is 

expected since this model requires fewer fitted parameters than the 3-component 
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Figure 2.12 a) The histogram of all galaxies in the simulation containing no bulge 
component as a function of the SNRIL value. The hatched region represents those 
galaxies where a 2-component point source+disk model was the best fit thereby 
detecting the point source nucleus, b) The histogram of all galaxies in the simulation 
containing some bulge component as a fimction of the SNRIL value. The hatched 
region represents those galaxies where a 2-component point source+disk model or 
a 3-component point source+disk+bulge model was the best fit. The cross-hatched 
region represents those galaxies where the 3-component model was the best fit. 



52 

model. The 3-component model is much more incomplete overall than the 

2-component disk+point source model. The 3-component model fits some galaxies 

down to SNRIL=3.0 while the 2-component disk-l-point source fits some down to 

SNRIL=2.7. To ensure that all galaxies in the sample can be fit with either the 

2 or 3-component model, the limiting SNRIL value required for galaxies to be 

included in this study is 3.0. Setting the SNRIL value lower would introduce a bias 

against detecting point source nuclei in galaxies with significant bulge components 

and SNRIL<3.0. 

The total aumber of galaxies in each of the 70 fields which have SNRIL values 

greater than or equal to 3.0 in one or both filters is 1033, an average of 13.5 galaxies 

per typical WFPC2 field (106 galaxies lie above this limit in the HDF). Table 2.2 

shows the limiting apparent I magnitude and V magnitude corresponding to this 

SNRIL value in each field and the number of galaxies in each field in I above this 

limiting value. 

2.7.2. Selected Galaxies Contaming Nuclear Point Sources 

The output image containing the model and residual for every galaxy in the survey 

was visually inspected to ensure that the model is correct and no obvious errors 

have occurred in the fitting process. The best fit model is then determined as 

the one with the lowest likelihood ratio value. The criteria for selecting a galaxy 

where the best model fit contains a point source component have been discussed in 

detail in the preceding section. Initially, the model must be the best fit, having a 

likelihood ratio between the point source and non-point source model greater than 

50. The point source component must also comprise at least 1% of the total galaxy 

light to avoid spurious point source detections. After applying these criteria to the 

data, the galaxies in each field which are best fit with an additional point source 
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component are re-exzunined to determine if the point source location is near the 

nucleus of the host galaxy. This procedure is done to avoid fitting bright knots of 

star formation in the arms and disks of spiral galaxies or other noisy features. The 

point source is usually within ~0.2" (2 pixels in the WF chip) of the host galaxy 

center. Some, however, lie further from the galaxy center if the galaxy is very 

asymmetric. Occasionally, a galaxy is so irregular that it is difficult to determine 

the location of the nucleus and these galaxies were never selected as having point 

source nuclei because of this difficulty. A total of 10 galaxies in the Hubble Deep 

Field and 20 in the remaining 69 fields fall into this latter catagory. 

We next apply the criteria for accurately measured nuclear point source 

components determined from the simulations in section 2.4.2. The following is a 

summary of the number of galaxies which contained a point source component in 

their best fit model but were rejected based on these criteria. Eight galaxies were 

removed because of non-convergence of the point source component in the model. 

Twenty-one were removed because the point source was detected in one filter 

while the other filter measured no point source (or a much smaller one) and the 

bulge/total luminosity ratio was greater by 0.25 than that measured in the other 

filter. Forty-nine were removed because the galaxy appeared to be elliptical-like 

(bulge-to-total >0.8) and the point source component had the same V-I color as 

the galaxy, indicating that the measured point source is likely a cuspy portion of 

the bulge. 

After removing these galaxies from the selected sample we have a total of 8 

galaxies in the Hubble Deep Field and 93 in the remaining 69 WFPC2 fields which 

are best fit with a galaxy model containing a nuclear point source component and 

meet all of the criteria described above. This selection results in direct detection 
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of 7.5% ±2.7% of the galaxies in the Hubble Deep Field and 10.0% ±1% of the 

galaxies in the remaining fields with nuclear point source components. Seventy-two 

of the point source nuclei were detected in both the V and I filter images, 8 were 

detected in the V image alone, cind 21 were detected in the I image alone. Usually, 

the reason for non-detection in one filter is because the nucleus is too faint in that 

filter. However, in six cases the point source component did not converge properly 

in the other filter and the magnitude was therefore considered unreliable. 

Figure 2.13 is a gray-scale I filter image of the selected galaxies sorted by 

magnitude of the point sotirce component. The images are scaled in nuclear flux 

and are sorted in decsending order of point source-to-total luminosity ratio so that 

the galaxies with the brightest relative point source nuclei axe first. The spiral 

structure in many of the larger galaxies is clearly visible. Some of the nuclei are 

too faint to be detected by eye in this image; however, the range of sizes and 

galaxy types of the host galaxies can be seen. Figure 2.14 shows the point source 

magnitude vs. the integrated magnitude of the galaxy in I (a) and V (b)). The 

unresolved nuclear point sources range in magnitude from 27^1^21. The faintest 

galaxies (fainter than I~21.5) aie from the HDF. The error in the point source 

magnitude has been adjusted to reflect the expected error based on simulations in 

section 2.4.2. Most of the nuclei (87%) comprise less than 20% of the total galaxy 

light with 59% comprising less than 5%. 

Table 2.3 lists the important fitted parameters for the 101 galaxies containing 

nuclear point sources. The table lists the ID number (1), the object name (2), the 

I magnitude of the galaxy model (3) and its error (4), natural log of the I filter 

half-light radius in arcseconds (5) and its error (6), the V-I galaxy color (7) and 

its error (8), the I Bulge-to-Total measurement (9), the I Point source-to-Total 
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Figure 2.13 I band image of galaxies containing unresolved nuclear point sources 
down to 1% of the total galaxies light. The galaxies are arranged in descending 
order from the greatest point source-to-total luminosity ratio from left to right , top 
to bottom. The ID number is used to indentify each object throughout the paper. 
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Figiire 2.14 The point source nucleus magnitude vs. the integrated galaxy magnitude 
in a) I and b) V. The dashed line represents the locus where the point source is 1% 
of the total galaxy light. 
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measurement (10), the V Point source-to-Total measurement (11), and the V-I 

color of the point source (12) with its error (13). The error in the point source 

color reflects the empirically determined error of the point source magnitude from 

the simulations described in section 2.4.2. The object coordinates are given in 

Table.3.3. 

The completeness in detecting point source galaxies can be determined 

based on the simulations of the previous section. Figures 2.10 and 2.11 give 

the completeness as a function of the point source-to-total luminosity ratio for 

galaxies with various B/B-l-D measurements. These completeness estimates can be 

combined to determine the overall completeness of the survey in detecting point 

source nuclei as a function of the point source-to-total luminosity ratio. To do this, 

we weight the completeness estimates by the niunber of galaxies in the total survey 

with the corresponding B/B+D measurement. Of the 1033 galaxies in the survey, 

282 have B/B+D=0, 409 have 0<(B/B+D)<0.4,194 have 0.4<(B/B+D)<0.8, and 

148 have 0.8<(B/B-t-D)<1.0. Combining the completeness estimates in Figures 

2.10 and 2.11 weighted by the numbers of survey galaxies in each bin yields the 

overall completeness estimate for the survey illustrated in Figure 2.15. For nuclei 

comprising only a few percent of the galaxy light, we are ~25% complete in 

detecting these over the full range of galaxy types in our sample. For nuclei greater 

than 10% of the galaxy light, we are ;:^60% complete. Most of the incompleteness 

stems from the inability to detect faint nuclei in galaxies with large or medium 

sized bulge components. 

We can correct for the apparent incompleteness by applying these estimates 

to the number of point sources detected in each point source-to-total luminosity 

bin. For example, the total number of point source nuclei in our sample comprising 



60 

1—I—I—I—I—I—I—r T I I I 1 I I r 

.8 — 

.4 — 

.J 

0 I • I I I 
0 

I I L 

.1 2 .3 
Point Source/Total 

I I I I I I I I 
.4 .5 

Figure 2.15 The overall completeness estimate for detecting nuclei in the survey 
galaxies as a function of the point source-to-total limiinosity ratio. 
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between 1% and 2% of the total galaxy light is 19±4.4. The apparent completeness 

in this bin, according to Figure 2.15, is 12.1±3.6%. If we adjust our sample for this 

level of incompleteness, the total number of nuclear point sources in our survey 

could be as high as 157±59 having point source-to-total luminosity ratios between 

1% and 2%. If each bin is adjusted for incompleteness in this way, the fraction of 

all galaxies which contain nuclear point sources down to 1% of the galaxy light 

could be as high as 36.4±6.7%. Figure 2.16a illustrates how the fraction of galaxies 

containing unresolved nuclei varies as the limiting point source-to-total luminosity 

ratio changes. The solid line represents the uncorrected counts and the dashed line 

represents the corrected number counts according to the incompleteness estimates 

described above. The high level of incompleteness at the faint end (where the point 

source is 1-2% of the total galaxy light) causes the adjusted fraction of galaxies 

to increase sharply when extending the survey to these faint limits. Figure 2.16b 

shows the completeness adjustment factor as a function of point source-to-total 

luminosity ratio limit. At a limit of 5% this factor appears to level off at about 0.6. 

The behavior of the completeness adjustment factor indicates that the statistically 

significant point source-to-total luminosity ratio limit appears to be from ~3% to 

5%. According to Figure 2.16a at this limit the total fraction of galaxies containing 

a nuclear point source component is ~9% to 16% corrected for incompleteness. 
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Figure 2.16 a) The fraction of total survey galaxies containing unresolved nuclei as 
a function of the limiting point source-to-total luminosity ratio. The dashed line 
represents this fraction after correcting for completeness according to Figure 2.15. 
b) The completeness adjustment factor as a function of the limiting point source-to-
total luminosity ratio. This is the amount by which the fraction must be multiplied 
to correct for incompleteness. 



Table 2.1. MDS Fields 

Field Name RA(J2000) DEC(J2000) Gal. lat. V# V„p (s) I# I^xp (s) 

uadOl 0 15 47.76 -16 19 4.91 -76-40 2 1200 2 2000 

uadOO 0 15 55.35 -16 18 6.20 -76-40 2 1200 2 2000 

ua400 0 24 53.64 -27 16 23.41 -84-10 4 8000 4 8000 

ubzOl 0 50 32.51 -52 7 25.29 -65-00 2 1200 2 2000 

uehOO 0 53 23.16 12 33 57.72 -50-30 3 5400 3 6300 

ueh02 0 53 36.60 12 49 49.36 -50-04 2 3300 2 4200 

ua-30 0 58 6.77 -28 11 40.68 -88-18 3 3900 5 4900 

ua-00 1 2 26.49 -27 11 52.82 -87.55 2 2100 2 4200 

ua-01 1 4 36.03 -27 5 17.14 -87.07 3 8700 4 10700 

ujhOl 1 9 3.47 35 36 25.18 -27.13 1 1200 2 4200 

ubiOl 1 9 59.79 -2 27 23-78 -64.93 2 3300 3 6300 

ubiOO 1 10 3.01 -2 26 22.81 -64.91 1 1200 2 4200 

udlO 1 24 42.43 3 51 27.63 -57.99 3 4800 4 10800 

ufiOO 2 7 5.82 15 25 18.34 -43.66 1 1200 2 4200 

ugkOO 2 38 51.59 16 44 38.24 -38.97 1 2700 2 5400 

udmOO 2 42 39.46 0 48 49.31 -51.32 1 1200 2 3000 

udmlO 2 42 51.73 0 4 25.04 -51.95 4 4000 3 5400 

ucsOl 2 56 22.03 -33 22 25.38 -62-42 2 1500 2 4200 

uemOO 3 5 3.21 0 11 13.07 -48.11 2 2400 5 6600 

uimOl 3 55 31.39 9 43 31.97 -32.15 6 3600 10 6600 

ukoOl 4 56 45.47 3 52 40.82 -23-28 1 1200 2 4200 

uqkll 7 24 46.55 60 31 2.33 27.41 1 1000 5 3100 

uopOO 7 50 47.13 14 40 44.23 19.63 5 7200 2 4200 

iirpOS 8 47 21.45 17 57 29.81 33-42 1 1200 2 3000 

urpOl 8 47 24.09 17 56 22.90 33.42 1 600 1 2400 

uspOO 8 54 16.12 20 3 41.88 35.68 2 3300 2 4200 



Table 2.1—Continued 

Field Name RA(J2000) DEC(J2000) Gal. lat. V# V„p (s) I# I^xp (s) 

ustOl 10 5 16.93 -7 47 35.05 36.74 1 1200 3 2380 

ustOO 10 5 46.34 -7 41 30.32 36.90 10 16500 11 23100 

uuiOO 11 42 4.74 71 37 43.89 44.47 3 5400 3 6300 

U2p01 11 50 29.79 28 48 29.63 76.45 2 3300 3 6300 

uyjOO 11 53 25.21 49 31 12.91 64.98 1 300 3 2700 

uzk02 12 11 13.10 39 26 56.01 75.11 1 600 3 7200 

uzxOO 12 30 16.46 12 21 47.28 74.42 3 4500 1 2100 

uzx07 12 30 51.00 12 19 2.95 74.42 4 5200 3 2700 

tizxOl 12 30 54.20 12 19 5.56 74.43 5 3480 4 6200 

uxyOO 12 32 31.57 -2 21 48.59 60.16 1 1200 2 4200 

uxylO 12 36 38.87 0 41 54.92 61.95 3 980 3 3780 

HDF 12 36 49.40 62 12 58.00 54.83 103 1051 58 2137 

uzyOO 12 38 14.09 11 52 30.62 74.44 1 1200 2 2700 

uzyOl 12 38 15.75 11 51 18.24 74.42 2 3000 2 2700 

uwy02 12 40 22.82 -11 31 29.74 51.25 6 11700 5 9600 

urzOO 12 53 1.85 -29 14 21.44 33.63 3 5400 4 8400 

uz-00 13 0 23.61 28 20 13.19 87.68 2 1200 2 2000 

uzdlO 13 55 18.34 40 20 30.58 71.33 1 3500 2 6100 

uyOOO 14 16 18.08 11 32 22.72 64.70 4 6000 4 6900 

u26x9 14 17 23.69 52 25 13.01 59.77 4 700 4 1000 

u26x8 14 17 30.22 52 26 22.81 59.79 4 700 4 1000 

u26x7 14 17 36.76 52 27 32.69 59.82 4 700 4 1000 

u26x6 14 17 49.85 52 29 52.30 59.87 4 700 4 1000 

u26x5 14 17 56.40 52 31 2.10 59.89 4 700 4 1000 

uy400 14 34 57.79 25 11 45.41 66.73 6 5200 6 6000 

uy402 14 35 16.92 24 59 4.00 66.62 2 1400 3 5400 
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Table 2.1—Continued 

Field Name RA(J2000) DEC(J2000) Gal. lat. V# V„p (s) I# lexp (s) 

uy401 14 35 33.07 25 18 15.87 66.62 4 2400 8 8000 

ux400 15 19 41.20 23 52 5.45 56.51 2 3300 4 7500 

ux401 15 19 54.97 23 44 46.01 56.43 2 3300 3 6000 

uvdOl 15 43 23.69 53 52 46.40 48.77 3 9000 2 6000 

ut201 16 1 12.34 5 36 2.81 40.06 6 3600 12 12000 

ut200 16 1 27.39 5 23 55.60 39.90 6 5200 6 6000 

usa02 17 12 23.15 33 35 49.31 34.25 3 5400 3 6300 

usaOl 17 12 23.94 33 36 3.92 34.25 3 5400 3 6300 

usaOO 17 12 24.63 33 36 15.75 34.25 3 5400 3 6300 

uqa02 17 36 22.50 28 0 58.69 27.84 2 1200 2 2000 

uqaOl 17 36 38.64 28 4 8.78 27.80 2 1200 4 2280 

ujOOO 19 39 22.86 -46 13 46.18 -27.20 1 1200 2 4500 

uj700 19 40 40.22 -69 16 1.80 -29.58 3 5400 3 6300 

umd08 21 50 34.86 28 49 41.63 -19.23 4 1200 1 2400 

umd09 21 50 38.45 28 55 56.53 -19.16 2 2400 2 4200 

umd05 21 51 7.21 29 0 0-46 -19.18 1 1200 2 3900 

umdOa 21 51 13.08 29 0 4.57 -19.20 2 3300 3 8700 

uecOO 23 4 28.61 3 4 38.17 -50.28 1 1200 2 3000 



Table 2.2. Field Limiting Magnitude 

Field Name If,„, Vum # of Galaxies Above Limit 

u26x5 21.23 22.03 13 

u26x6 21.38 22.07 12 

u26x7 21.33 21.82 16 

u26x8 21.38 21.90 22 

u26x9 21.60 22.04 21 

ua400 21.93 22.58 24 

ua-00 21.55 21.74 27 

ua-01 21.98 22.78 22 

ua-30 22.03 22.49 19 

uadOO 20.13 21.09 3 

uadOl 20.68 20.06 4 

ubiOO 20.85 20.78 6 

ubiOl 21.01 21.45 20 

ubzOl 20.83 21.20 8 

udlO 21.88 22.15 18 

ucsOl 21.25 21.50 13 

udmOO 21.06 22.09 3 

udmlO 21.65 21.78 14 

uecOO 21.08 21.40 9 

uehOO 20.99 21.59 15 

ueh02 21.31 22.23 23 

uemOO 21.37 21.79 14 

11:500 21.37 21.40 23 

ugkOO 21.02 21.43 8 

uhdfk 23.47 24.16 106 

uimOl 20.98 21.51 14 



Table 2.2—Continued 

Field Name I/,m V{,„» # of Galaxies Above Limit 

ujOOO 21.41 21.20 11 

ujTOO 21.55 22.13 9 

ujhOl 21.24 21.33 10 

ukoOl 21.35 21.36 12 

umdOS 21.51 21.51 6 

umd08 21.02 21.41 12 

umd09 21.20 22.00 12 

umdOa 21.95 22.10 22 

uopOO 21.34 22.05 9 

uqaOl 20.71 21.33 4 

uqa02 21.23 21.27 3 

uqkll 21.15 21.30 16 

urpOl 21.13 20.43 8 

urp03 20.81 21.45 12 

urzOO 22.15 22.34 24 

usaOO 21.88 22.74 11 

usaOl 21.76 22.39 7 

usa02 21.73 22.58 9 

uspOO 21.20 21.84 8 

ustOO 22.21 23.12 17 

ustOl 20.44 21.55 8 

ut200 21.70 22.32 15 

ut201 21.80 22.22 21 

uuiOO 21.57 22.52 32 

uvdOl 21.77 23.00 18 

uwy02 22.10 23.01 21 
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Table 2.2—Continued 

Field Name I/im V/im # of Galaxies Above Limit 

ux400 21.61 21.91 24 

ux401 21.49 21.95 11 

uxyOO 21.43 21.67 11 

uxylO 21.08 21.03 7 

uyOOO 21.59 22.32 16 

uy400 21.47 22.13 8 

uy401 21.90 21.88 15 

uy402 21.53 21.47 2 

uyjOO 21.02 20.19 15 

uz-00 20.76 21.30 4 

uzdlO 21.45 22.12 21 

uzk02 21.83 21.17 17 

uzpOl 21.72 22.03 22 

uzxOO 20.87 22.24 22 

uzxOl 21.38 22.01 8 

uzx07 20.54 22.10 8 

uzyOO 20.69 21.19 4 

uzyOl 20.72 21.89 4 
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Table 2.3. Model Parameters for Galaxies Containing Unresolved Nuclei 

ID# Name hir V-I B/T, P/T, P/Tvr V-Ip ,Tv-i 

1 ua4C0*7 20.530 0.008 -0.767 0.020 0.602 0.011 0.000 0.485 0.687 0.224 0.333 

2 uwy02-̂  19.041 0.003 -0-367 0-006 1.071 0.004 0.000 0.414 0.489 0.890 0.285 

3 ua-30-l3 21.249 0.012 -1.016 0.024 0.810 0.016 0.000 0.333 0.410 0.584 0.436 

4 U5t01-ll 19.760 0.017 -0.937 0.039 0.867 0.021 1.000 0.000 0.293 

5 u26x9-20 21.231 0.011 -1.049 0.019 1.995 0.035 0.000 0.285 0.262 2.086 0.555 

6 uy401-I2 20.390 0.007 -0.605 0.013 0.980 0.017 0.000 0.276 0.214 1.256 0.413 

7 ut200-28 20.897 0.017 -0.687 0.026 1.416 0.039 0.000 0.264 0.2S8 1.449 0.478 

8 ufjoo^n 19.841 0.006 -0.857 0.012 1.047 0.013 0.000 0.264 0.230 1.197 0.371 

9 udmlO-24 21.646 0.033 -1.254 0.043 1.275 0.059 0.000 0.250 0.366 0.861 0.528 

10 uzRdOa-47 20.912 0.008 -1.013 0.014 1.709 0.040 0.000 0.190 0.165 1.862 0.549 

11 ua400-26 21.448 0.013 -0.534 0.020 1.754 0.028 0.000 0.184 0.000 ... 

12 uvdOl-26 21.157 0.012 -0.522 0.020 1.368 0.018 0.000 0.183 0.162 1.500 0.550 

13 ua-01-10 21.153 0.011 -0.731 0.014 1.502 0.024 0.000 0.175 0.187 1.430 0.550 

14 uxxOl-37 21.190 0.021 -0.890 0.032 1.209 0.051 0.000 0.173 0.279 0.690 0.511 

15 Ut201-18 20.827 0.009 -0.763 0.014 1.351 0.026 0.000 0.169 0.241 0.966 0.489 

16 uvdOl-14 20.221 0,009 -0.505 0.012 1.169 0.013 0.000 0.167 0.130 1.441 0.458 

17 U3X00-3 18.912 0.083 -0.498 0.084 1.257 0.084 0.291 0.160 0.089 1.894 0.402 

IS usaOO-35 22.319 0.020 -1.084 0.030 0.416 0.024 0.000 0.154 0.202 0.121 0.623 

19 ueh02-I4 20.715 0.034 -0.244 0.037 -0.246 0.358 0.000 0.144 O.OOO 

20 umd0ft̂ 25 19.717 0.012 -0.593 0.023 1.286 0.014 0.335 0.141 0.178 1.033 0.410 

21 uuiOO-31 21.469 0.028 -0.789 0.036 0.844 0.030 0.317 0.133 0.055 1.803 0.669 

22 u26x6-ll 21.311 0.015 -0.978 0.025 2.144 0.056 0.000 0.124 0.139 2.020 0.676 

23 usaDO-9 19.364 0.004 -0.502 0.000 1.007 0.006 0.150 0.118 0.117 1.016 0.392 

24 uzp01*l9 20.859 0.016 -0.305 0.017 1.169 0.036 0.000 0.117 0.112 1.216 0.554 

25 umd05«46 20.913 0.028 -0.283 0.029 0.684 0.189 0.000 0.116 0.035 1.985 0.674 

26 ueh02-4 19.720 0.014 •0.087 0.015 0.336 0.095 0.000 0.115 0.000 

27 uy401-4 18.498 0.008 0.512 O-Oll 1.194 0.021 0.463 0.094 0.077 1.411 0.366 

28 uj700-29 20.014 0.036 0.219 0.030 1.240 0.059 0.152 0.000 0.087 

29 uvdOl-12 20.014 0.007 -0.414 0.009 1.119 0.009 0.026 0.086 0.088 1.094 0.488 

30 uzpOl'24 21.422 0.017 -0.850 0.021 0.949 0.032 o.ooo 0.086 0.084 0.975 0.652 

31 utadQ5-37 21.016 0.015 -0.793 0.020 0.742 0.029 0.000 0.082 0.094 0.594 0.579 

32 u26x5-6 20.819 0.014 -0.822 0.018 0.941 0.020 0.000 0.080 0.065 1.166 0.596 

33 uy400-16 21.172 0.031 0.021 0.028 1.455 0.062 0.000 0.078 0.056 1.815 0.703 

34 uBtOO-8 19.541 0.014 -0.679 0.018 1.173 0.021 0.627 0.074 0.070 1.233 0.467 

35 U2X00-4 18.827 0.026 0.580 0.021 1.177 0.028 0.079 0.074 0.046 1.693 0.432 

36 usxOO'20 20.454 0.016 -0.665 0.018 0.931 0.019 0.000 0.073 0.057 1.200 0.564 

37 u26x7-lS 21.325 0.017 -0.904 0.022 1.256 0.034 0.035 0.069 0.093 0.932 0.666 

38 u26x8-23 21.384 0.015 -0.914 0.020 1.187 0.023 0.000 0,067 0.097 0.785 0.669 

39 uxdlO'd 19.236 0.011 0.362 0.011 1.004 0.017 0.360 0.067 0.038 1.620 0.471 

40 u26x9-25 21.598 0.028 -0.877 0.032 1.353 0.055 0.000 0.059 0.000 

41 u26x6-9 21.118 0.018 -1.052 0.022 0.951 0.026 0.123 0.059 0.053 1.067 0.674 

42 ustOO-27 21.157 0.008 -0.584 0.009 1.430 0.019 0.129 0.058 0.064 1.323 0.701 

43 uhdflc-l06 22.976 0.009 -1.739 0.015 1.954 0.023 0.091 0.056 0.055 1.974 1.113 

44 umd09-4 17.900 0.006 0.591 0.005 0.963 0.012 0.000 0.056 0.044 1.225 0.354 

45 urpOS'H 20.770 0.024 •0.153 0.025 0.60S 0.038 0.000 0.056 0.055 0.628 0.614 

46 uxylO'G 20.276 0.010 -1.083 0.010 0.753 0.019 0.173 0.000 0.052 
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Table 2.3—Continued 

ID# Name Imag hir V-l f B/Tf P/Tv V-lp ^v—/ 

47 uut00>l7 20.335 0.014 0.145 0.017 1.270 0.024 0.16T 0.050 0.043 1.434 0.623 

48 ucilO-11 20.551 0.011 0.108 0.010 0.751 0.018 0.000 0.049 0.046 0.820 0.601 

49 uhdfk-36 21.484 0.004 -0.846 0.005 0.950 0.006 0.000 0.049 0.000 

50 u26x8-31 21.355 0.034 -0.461 0.031 1.219 0.069 0.000 0.049 0.067 0.879 0.721 

51 uGOO-17 20.477 0.011 -0.539 0.013 0.607 0.019 0.000 0.048 0.038 0.861 0.604 

52 u26x7-l0 20.519 0.016 •0.496 0.016 1.224 0.048 0.000 0.045 0.035 1.497 0.665 

53 uzk02-5 20.630 0.008 -0.742 0.012 0.435 0.022 0.000 0.043 0.000 

54 u5a02-34 21.318 0.021 -0.751 0.023 0.776 0.026 0.173 0.042 0.067 0.269 0.689 

55 uuiOO-11 20.176 0.008 -0.617 0.009 0.588 0.009 0.000 0.041 0.044 0.511 0.558 

56 uimOl-9 19.678 0.024 0.213 0.017 0.637 0.059 0.000 0.039 0.020 1.362 0.568 

57 ubdfk-68 22.465 0.010 -0.936 0.013 1.418 0.021 0.000 0.039 0.043 1-312 0.978 

58 u»-01»9 20.852 0.016 -0.860 0.021 1.242 0.086 0.400 0.000 0.037 

59 uspOO-10 21.198 0.016 -0.266 0.000 0.637 0.035 0.123 0.000 0.036 

60 uhdfk-32 21.315 0.004 -0.922 0.006 0.457 0.014 0.247 0.034 0.000 

61 u26x7-7 20.685 0.017 -0.685 0.020 0.653 0.021 0.279 0.033 0.038 0.500 0.657 

62 unidOa-63 21.437 0.028 -o.ni 0.033 0.398 0.056 0.158 0.032 0.017 1.085 0.829 

63 uhdfk-17 20.409 0.003 -0.363 0.003 1.181 0.006 0.000 0.031 0.000 

64 uspOO-3 19.001 0.008 0.344 0.005 1.022 O.OIT 0.027 0.031 0.024 1.300 0.513 

65 uqkll-6 19.203 0.052 0.386 0.102 1.628 0.120 0.933 0.031 0.045 1.223 0.557 

66 ut201-37 21.348 0.014 -0.739 0.016 0.903 0.030 0.000 0.030 0.019 1.399 0.875 

67 uhdfk-63 22.603 0.007 -1.628 0.010 0.611 0.009 0.000 0.028 0.035 0.369 0.974 

68 ua-30<-20 21.381 0.027 -0.759 0.028 0.909 0.045 0.000 0.027 0.032 0.725 0.814 

69 ugkOO.1 18.206 0.008 0.572 0.006 0.762 0.017 0.000 0.026 0.017 1.223 0.444 

70 u26x9-8 20.217 0.023 0.043 0.019 0.751 0.061 0.000 0.025 0.000 

71 u26xS-7 18.880 0.011 0.279 0.008 0.820 0.017 0.000 0.025 0.000 

72 ustOt-7 19.280 0.017 -0.068 0.016 0.906 0.030 0.000 0.024 0.000 

73 uiOOO-28 20.111 0.019 -0.109 0.018 0.303 0.049 0.000 0.023 0.000 

74 u26x7-14 20.417 0.042 0.500 0.027 0.652 0.166 0.000 0.022 0.000 

75 uhdflc-46 22.199 0.007 -1.351 0.007 0.650 0.009 0.000 0.021 0.024 0.505 0.969 

76 uaa0l>34 31.149 0.008 -1.360 0.013 1.033 0.012 0.000 0.020 0.057 -0.104 0.799 

77 ut201-33 21.118 0.033 -0.216 0.029 0.829 0.093 0.000 0.020 0.016 1.071 0.875 

78 uy400-l5 21.469 0.017 -1.178 0.018 1.372 0.038 0.148 0.019 0.054 0.238 0.884 

79 uyOOO-14 19.829 0.035 -0.174 0.042 1.415 0.040 0.597 0.019 0.020 1.359 0.699 

80 ua400-8 19.913 0.008 -0.054 0.008 0.833 0.012 0.000 0.018 0.011 1.368 0.711 

81 urp03-8 19.488 0.006 0.293 0.007 0.766 0.031 0.191 0.000 0.018 . . .  . . .  

82 uqaOl-21 19.183 0.008 •0.818 0.008 0.846 0.014 0.000 0.018 0.012 1.286 0.608 

S3 ujOOO-20 20.034 0.190 0.184 0.097 0.048 0.190 0.000 0.017 0.000 . . .  

84 usaOO-5 18.945 0.007 0.259 0.006 0.569 0.009 0.000 0.016 0.014 0.714 0.544 

85 ustOO-23 20.667 0.030 0.136 0.020 1.755 0.042 0.000 0.016 0.000 . . .  

86 ujhOl-2 18.329 0.005 •0.088 0.006 0.790 0.010 0.002 0.016 0.011 1.197 0.556 

87 u26x6-6 21.076 0.041 -0.690 0.033 -0.026 0.042 0.000 0.016 0.000 . . .  

88 UX400-7 18.932 0.003 -0.203 0.004 0.763 0.006 0.000 0.016 0.000 

89 uko01-2S 20.378 0.036 0.040 0.028 0.617 0.155 0.000 0.016 0.039 -0.350 0.695 

90 uehOO-2 18.065 0.016 0.565 0.010 0.719 0.023 0.000 0.016 0.011 1.126 0.476 

91 u26x8-5 19.000 0.010 0.1209 0.008 0.716 0.016 0.000 0.015 0.000 . . .  

92 un00«S 19.401 0.005 -0.087 0.005 0.853 0.007 0.030 0.015 0.016 0.783 0.620 

93 uemOO  ̂ 18.695 0.011 0.490 0.008 1.177 0.022 0.000 0.015 0.012 1.419 0.580 
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Table 2.3—Continued 

ID# Name or hlr »hlr V-I <rv-r B/T, P/T, P/Tir V-lp 

94 uwy02-5 19.135 0.010 •0.050 0.011 0.686 0.010 0.199 0.015 0.000 

95 UZX07--4 t8.9S5 0.025 0.488 0.022 0.703 0.028 0.047 0.000 0.013 

96 uhdfk-27 20.972 0.004 -0.049 0.005 t.0l5 0.004 0.000 0.013 0.017 0.724 0.872 

97 u26x8-t2 20.219 0.031 0.155 0.020 1.223 0.078 0.000 0.013 0.000 

98 uuiOO'3 t8.4l7 0.005 0.076 0.005 0.812 0.006 0.012 0.012 0.027 -0.068 0.477 

99 umdOd-13 18.085 0.004 0.222 0.001 0.620 0.018 0.059 0.000 0.012 

too usa02-6 tS.658 0.016 0.403 0.015 0.745 0.027 0.204 0.012 0.000 

lOl uim0l*4 18.603 0.019 0.578 0.020 1.155 0.041 0.530 0.012 0.027 0.275 0.524 
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CHAPTER 3 

SPECTROSCOPY AND REDSHIFTS 

Ground-based spectroscopic follow-up for the galaxies imaged with HST is an 

important part of the science objectives of the Medium Deep Survey. Spectra 

allow us to determine redshifts for the host galaxies for construction of an accurate 

luminosity ftmction of the unresolved nuclei. Spectra also allow us to associate 

detected emission lines with morphological properties and confirm the identification 

of LLAGNs or starburst nuclei for the brightest candidates. Additional spectra of 

MDS galaxies in the field were obtained to address other scientific questions about 

the nature of moderately redshifted galaxies. For example, these redshifts allow 

us to assign distances to morphologically classified galaxies to see how the mix 

of Hubble types changes with cosmic time (Im et al. 1996). Also, the redshifts 

of additional MDS galaxies allow us to pursue the evolution of effective radii of 

ellipticals and scale lengths of disks with cosmic time (Mutz et al. 1994). The 

reader is referred to the noted papers as these topics will not be discussed here. 

However, the database of other MDS galaxies is used in another way which is 

of interest to this project. Understanding how morphological and photometric 

properties of galaxies vary with redshift can help us to estimate reasonably 
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redshifts for those candidates for which adequate spectra are not obtained. This 

"photometric tedshift" technique is described in detail in the last section of this 

chapter. 

3.1. Spectroscopy and Data Reduction 

Spectra were obtained with the Kitt Peak 4-meter telescope usiog the R. C. 

Spectrograph and Cryogenic Camera. The detector is a dedicated Loral (Ford) 

800x1200 pixel device with relatively good cosmetics in a fast (f/1) camera-dewar 

combination. Total system throughput (telescope + spectrograph + CCD) is 

typically 20%. This instrument allows for use of multi-slit masks so that several 

targets can be exposed at the same time. For each field, 1 to 3 masks were designed 

based on astrometry taken from the WFPC2 images. Each mask exposed between 

4 and 10 galaxies with a typical mask exposing 6 galaxy targets at once. Using 

this technique, most galaxies in each field could be observed down to a limiting 

magnitude of I 21.0. 

Observations of WFPC2 imaged galaxies were made during observing runs 

in 1994 October, 1995 April, 1996 January, 1996 July, and 1996 September. A 

total of 19 nights at the 4 meter telescope was allocated for this project during 

these 5 observing runs. Due to poor weather, 6 nights were lost yielding a total of 

13 nights. Grism nimiber 650 was used during the October '94 nm while Grism 

number 770 was used for the subsequent nms since the longer wavelength range 

was desirable for observing emission lines of higher redshift galaxies. The redshift 

range and resolution (using a 2.5" slit) for each grism as well as the gain in units 

of e~/ADU and readnoise in electrons for each observing run is listed in Table 

3.1. The redshift range allows for coverage of the H&K Calcium lines and 4000A 
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blanketing break, 3727 A [Oil], 5007/4959 A [OIII], and several other emission and 

absorption features out to zciO.8. However, the actual redshift range detectable for 

each object varies somewhat due to the galaxy position within the focal plane. 

Typically, 2 to 3 one-hour exposures were required for each multi-slit mask to 

achieve a signal-to-noise of at least 10 for a galaxy of I~20.0. Calibration images 

consisted of quartz flats obtained for each mask, HeNeAr lamp images obtained 

before and after each mask observation, and bias frames obtained at the beginning 

of each night. 

The data were reduced using several IRAF routines outlined in the manual 

"Multi-Slits at Kitt Peak" (DeVeny et al. 1996). At least 20 bias frames were 

averaged together for each night of observing and were subtracted from all images 

taken that night using CCDPROC. Bad CCD columns were removed from all 

images by interpolation using FDCPDC. Quartz lamp images for each individual 

mask were averaged together using FLATCOMBINE. Next, APFLATTEN was 

used to flatten the flat field for each mask leaving an image which represents 

the pixel-to-pbcel gain variations in the CCD. The resulting flat field no longer 

has spatial (slit-function) information. This is appropriate for the quartz lamp 

Table 3.1 Spectroscopic Observing Run Summary 

Date Grism # A range (A) A/pbcel Res. (A) Gain Rd Noise 

Oct 94 650 4000-6800 3.2 12 1.5 15 

Apr 95 770 4300-8500 4.3 15 1.5 15 

Jan 96 770 4300-8500 4.3 15 1.5 15 

Jul 96 770 4300-8500 4.3 15 1.5 15 

Sep 96 770 4300-8500 4.3 15 0.8 15 
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exposures of multi-slit masks since the short slit length (~10" to 20") doesn't 

reveal much slow variation along the spatial direction. Each aperture is fit 

with an appropriate polynomial to remove the overall shape of the quartz lamp 

flat. T3T)ically, this was a legendre polynomial with order = 20 to 30. The flat 

field correction was then applied to each mask image (object images as well as 

comparison lamp images) using CCDPROC. 

Before extracting the spectra, the individual object fi-ames for each mask were 

usually combined using IMCOMBINE. In some cases, if the telescope had been 

moved slightly between exposures, each object frame was extracted separately. The 

comparison lamp frames for each mask were also combined before extracting. To 

extract the object spectra, APALL was used to set and fit the background (sky 

region) of each aperture as well as setting the object region. The spectra were 

traced and interactively fit using this task. The resulting image contains the object 

spectnun for each aperture with variance weighting, the object spectnmi without 

variance weighting, the sky spectrum for each aperture, and the error spectrum 

for each aperture. The HeNeAr comparison images are then extracted using the 

APSUM task with the object apertures set identically to those in the the object 

image extractions. The emission lines in each of the comparison spectra are then 

identified and this dispersion solution is applied to the appropriate aperture object 

spectrum in each of the images using DISPCOR. 

3.2. Redshiffc Determination 

For each spectrum with obvious emission lines and/or absorption features, a 

redshift estimate was first determined by measuring the emission wavelengths 

of two or more features and comparing them with the known rest wavelengths. 
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Cross-correlation with a template galaxy spectrum containing similar features was 

used to accurately determine the true redshift for the object. We used FXCOR in 

IRAF to do the cross-correlation. The galaxy template spectra are from Kennicutt 

(1992) for various galaxy types. At least 5 different templates were employed 

depending on the galaxy type for which the redshift was being determined. A 

parabolic fit to the peak in the cross-correlation function determined the redshift 

and provided a formal error in the redshift determination based upon this fit. 

In some cases only one emission or absorption line was obvious. If the redshift 

determination was based on only one line or two weak features, it is marked 

as uncertain (?) in the redshift list. Some galaxy spectra contained adequate 

signal but no obvious emission or absorption features were noted at all. The 

cross-correlation technique was also employed with these spectra to determine 

if weaker absorption or emission features could be detected. In these cases, if a 

redshift was determined for the spectra, it was marked as very uncertain (??) in 

the final redshift list. 

A total of 253 objects were observed through slitlet masks over the 5 observing 

runs. Of these objects, 136 had enough signal present in the spectra to detect 

emission lines or possible absorption features so that a redshift could be determined. 

This yields a success rate of 54% in obtaining MDS galaxy redshifts. The majority 

of these galaxies for which redshifts were determined are non-nuclear point source 

galaxies. 

As discussed in the previous chapter, a total of 101 galaxies were found to 

contain nuclear point sources, including galaxies from the Groth strip and HDF. 

The spectroscopic follow-up pursued in this study includes only MDS fields. Other 

groups have obtained spectroscopic follow-up for the non-MDS fields which we use 



77 

to complement our redshift survey. 

Of the 101 galaxies containing nuclear point sources, 77 are in MDS fields 

with the remaining 24 observed in the Groth strip and HDF. Of the 77 galaxies 

selected from the MDS fields which contain nuclear components, 35 have been 

observed through slitlets at the 4 meter. Figure 3.1 shows the 35 spectra where 

the prominent absorption and/or emission features have been indicated. Adequate 

signal along with emission or absorption features were detected in 29 of these 

spectra allowing their redshifts to be determined. The dashed line is the arbitrarily 

scaled error spectrum indicating regions where night sky lines affected the object 

spectrum. The redshift is shown in the upper left comer of each spectnmi under 

the object name. Uncertain redshifts are indicated with question marks. We also 

show in the upper right comer an ID number corresponding to the ID mmiber in 

Figure 2.13 allowing each spectrum to be matched to its image. The spectra are 

arranged in order of decreasing contribution of the nuclexis to the galaxy light. 

There are on average 1.2 galaxies containing unresolved nuclei per WFPC2 

field. For every MDS field observed at the 4 meter, slitlets were placed on those 

galaxies containing nuclear components with the remainder placed on other 

relatively bright (I;^21.0) galaxies in the field. Because of the sparseness of the 

nucleated galaxies in each field, it was difficult to obtain spectroscopic observations 

for the entire sample of 77 galaxies in 13 nights of 4 meter time with the typical 

total exposure time per field being 3 hours. As mentioned above, only 35 of the 

compact nuclei galaxies were observed and 29 (38% of the 77 galaxies) yielded good 

spectra for redshift determination. We then include the compact nuclei galaxies 

from the HDF (Cohen et al. 1996) and Groth strip (Koo et al. 1996) for which 

redshifts are taken from the literature. Of the 24 compact nuclei galaxies in these 2 



78 

ua400-7 

z=0.9947 
2000 

-1000 

5000 6000 4000 7000 8000 
Wavelength (Angstroms) 

uwy02-4 

2=0.4556 3000 

2000 

S 1000 

0 

-1000 

5000 6000 7000 8000 9000 4000 
Wavelength (Angstroms) 

Figure 3.1 Spectra of galaxies containing compact nuclei obtained at the Kitt Peak 
4-meter telescope. The spectra are not flux calibrated and are in units of flux 
(electrons) vs. wavelength (angstroms). Prominent emission and absorption features 
are indicated. The object name and redshift is in the upper left comer and an ID 
number corresponding to the ID number for the galaxy image in Figure 2.13 is in 
the upper right comer. The dashed line is the arbitrarily scaled error spectmm. 
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fields, 6 had published redshifts. When we include these fields we have 35 compact 

nuclei galaxies with known redshifts (35% of the 101 galaxies). 

3.3. Spectroscopic Identifications for Nuclear Point Source 

Galaxies 

The nuclei are typically too faint to contribute much light to the galaxy spectnmi. 

As stated in Chapter 2, 59% of the nuclei comprise less than 5% of the total gaJaxy 

light. For this reason, we do not expect to see the spectrum of the nucleus in these 

observations. The typical resolution at the 4 meter is 1" which is comparable to 

the galaxy size in most cases. This level of resolution combined with the faintness 

of the nuclei makes it impossible to study the nuclear spectrum subtracted from 

that of the host galaxy. 

As mentioned previously, the spectra in Figure 3.1 are arranged in order of 

decreasing contribution of the nucleus to the total galaxy light. Interestingly, we 

find that the first two spectra displayed, the galaxies with the brightest nuclear 

point source components (ua400-7 and uwy02-4) reveal broad emission lines, 

indicative of Seyfert 1-type galaxies. In the case of ua400-7, we see broad Mgll 

in addition to [NeV] and [Nelll] emission lines. The spectrum of uwy02-4 reveals 

broad H/3 as well as narrow line [Oil] and [OIII] emission. In addition, usaOO-35, 

where the nucleus is 20% of the galaxy V filter light, has a flux ratio of ([OIII] 

A5007)/(H^ A4861) ~ 5. We also detect Ha but not [SII] in the spectnmi. We 

determine the ([SII] A6725)/(Ha A6563) flux ratio limit to be ~0.4. According 

to the line ratio diagnostics of Veilleux & Osterbrock (1987), this is likely to be 

a Sej^ert 2 nucleus. These spectroscopic identifications provide a check that our 

technique to search for unresolved nuclei is sensitive to Seyfert-like nuclei present 
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in the survey galaxies. 

The remainder of the spectra contain a variety of emission and absorption 

features. Of the 29 spectra with adequate signal-to-noise for redshift determination, 

18 display narrow 3727 A [OH] emission and/or 5007/4959 A [OIII] emission. 

Hydrogen emission lines of H/3 and/or Ha are seen in 13 of the spectra. The 

Call H and K absorption and 4000 A blanketing break are seen in 22 of the 29 

spectra. These spectra can be used to classify the host galaxy tjrpes. Based on 

spectral features, 19 have spectra consistent with mid to late type spirals while 10 

are consistent with early type galaxies from Sa to ellipticals. These classifications 

are used in Chapter 4 in comparison with the bulge-to-total luminosity ratio 

classifications for the host galaxies. 

3.4. Photometric Redshiffcs 

Our observing strategy was to place slitlets on those galaxies containing nuclear 

components with the remainder placed on other relatively bright (1^21.0) galaxies 

in the field. As described in section 3.2, all compact nuclei galaxies from the 

MDS, HDF and Groth strip for which redshifts are known make up 35% of the 

101 compact nuclei galaxies. For the remainder of our sample, we can estimate 

redshifts based on several host galeixy parameters. 

To determine redshifts "photometrically", it is necessary to have as large a 

database as possible of galaxies with measured redshifts and HST images for high 

resolution photometry. All MDS fields used in this study are imaged in both the V 

and I filters. We obtained good spectra for 136 gsilaxies for which redshifts could be 

determined. Highly reliable redshifts are determined for 102 of these galaxies, where 

the redshift is based on at least two strong emission or absorption features. At 



98 

the time of this study, several redshifts had been published from the HDF (Cohen 

et al. 1996). Of the HDF galaxies we fit with the modeling softwEire described in 

Chapter 2, 47 have reliable redshifts published. For the Groth strip, 25 modeled 

galaxies have reliable published redshifts (Koo et al. 1996). We then removed from 

these samples any galaxies with poorly fit parameters such as non-convergence of 

the model in one filter or very irregular morphology. Because the bulge-to-total 

measurement will be used in the empirical fit, it is important to remove highly 

irregular galaxies for which the bulge-to-total luminosity ratio less is meaningful. 

This leaves us with 129 galaxies with excellent model fits where the bulge-to-total 

luminosity ratio, magnitude and V-I color have been well determined. 

Figure 3.2 demonstrates how the color, magnitude, and bulge-to-total 

luminosity ratio vary as a fimction of the galaxy redshift. If we break down our 

sample into different bulge-to-total bins, we see that the relationship between 

magnitude, color and redshift becomes tighter since we confine ourselves to galaxies 

of a similar Hubble type. An empirical fit to the data in different bulge-to-total 

bins will allow for redshift estimation based entirely on color, magnitude and 

bulge-to-total luminosity ratio. Initially, we also included the half-light radius in 

the empiricle fit to determine redshift but found that it was not a useful parameter 

in constraining the redshift. 

We use the fitting software GaussFit (McArthur et al. 1994) to perform a 

least-squares linear regression in 3 dimensions to determine redshift as a function 

of magnitude and color according to the equation below. 

Zest = CI X color 4- C2 X mag + C3 (3.1) 

where CI and C2 are the coeflScients of color and magnitude and 03 is the 

zero point of the fit. The data were divided into various subsamples of limited 
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Figure 3.2 a) The I magnitude for galaxies in our survey vs. the measvured redshift. 
b) The V-I color vs. the redshift. c) The Bulge/Total luminosity ratio vs. the 
redshift. 
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bulge-to-total ratios and the fitted z values were compared with the input redshifts 

to determine the la error in the calculated redshift. It was found that among the 

galaxies having btilge-to-total ratios less than 0.5, 2 galaxies with z>0.8 fell far 

from the linear fit. Since so few data points exist beyond z=0.8, we cannot attempt 

to estimate redshifts accurately beyond this limit. Therefore, these 2 galaxies were 

removed from the dataset allowing for a much better fit to the remaining data 

points. After removing these 2 data points, we are left with 127 points in the fit. 

The GaussFit fitting procedure was applied to various subsamples of the total 

galaxy dataset of 127 points. In Figures 3.3 through 3.6 we show the fitting results 

for subsamples of the data separated into bulge-to-total luminosity ratio bins. 

Large bulge-to-total bins were chosen so that uncertainties in the determination 

of the bulge component in galaxies where a nucleax point source is also detected 

will not significantly affect the redshift estimation. Figure 3.3 contains galaxies 

with Bulge/Total<0.2, those with Bulge/Total<0.5 are in Figure 3.4, those 

with Bulge/Total>0.5 are in Figure 3.5, and Figure 3.6 contains those with 

Bulge/Total>0.8. In each figure, a) is the I magnitude for the galaxies vs. their 

measured redshifts, b) is the V-I galaxy color vs. the redshift, c) is the estimated 

redshift based on the fit vs. the measured redshift, and d) is the residual (Zmeasured 

- Zest) vs. the measiured redshift. The la error in the fitted redshift value is given 

in the upper left comer of the residual plot in d). Figure 3.7 shows the estimated 

redshift for the all of the galaxies used in this calculation vs. their spectroscopically 

measured redshifts. This figure is the combination of panel c) from each of the 

preceding figures. The coeflficients for the fit in each subsample in addition to the 

standard deviation error in the fit are listed in Table 3.2. 

The results of this fitting technique were then applied to the galaxies hosting 
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Figure 3.4 a) The I magnitude for galaxies in our survey with Bulge/Total<0.5 vs. 
the measured redshift. b) The V-I color vs. the redshift. c) The estimated redshift 
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Figure 3.5 a) The I magnitude for galaxies in our survey with Bulge/Total>0.5 vs. 
the measured redshift. b) The V-I color vs. the redshift. c) The estimated redshift 
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Figure 3.7 The photometric redshift vs. their measured spectroscopic redshift for 
those galaxies used in the empirical fit. 

Table 3.2 Redshift Estimation CoeflScients 
Bulge/Total <^z # of gals Cl (color) C2 (mag) C3 (zero pt.) 

<0.20 0.09657 66 0.5154 0.0681 -1.4084 

<0.50 0.10043 88 0.4013 0.0761 -1.4901 

>0.50 0.11124 39 0.2768 0.1115 -2.0903 

>0.80 0.10246 22 0.0868 0.1560 -2.6792 
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compact nuclei. The typical error in determining redshifts using this technique 

is cr2~0.1. For the purposes of this study, errors of this size are acceptable in 

determining the space density of compact nuclei. The redshift errors can be 

incorporated in the determination of luminosity functions for these objects (See 

Chapter 5). Table 3.3 is the resulting redshift list for the 101 compact nuclei 

galaxies in our sample. The 29 galaxies with spectroscopic redshifts obtained at 

the 4 meter are indicated with a star (*). The error in the spectroscopic redshift is 

estimated from the formal error of the cross-correlation template fit and the error in 

the fit to identified lines in the comparison spectnmi which was used to determine 

the dispersion solution. Redshifts from the HDF and Groth strip are reported from 

the literature and are indicated in the table. For the 66 photometrically estimated 

galaxies, the error in the reported redshift is based upon the standard deviation of 

the points in the fit and the error in determining the galaxy magnitude and color. 

The RA and DEC in J2000 are also given in this table for each object. 

Four of the estimated redshifts (6%) yielded negative values or values less 

than z=0.1. Objects less than z=0.1 are very rare in this survey data based on the 

spectroscopic measurements and therefore we can assume they are in error. Each 

of the four galaxies have very blue colors (V-I;^ 0.2) which caused the redshift to 

be estimated too low. To achieve a more realistic estimate of the redshift for these 

galaxies, we determine the average redshift of galaxies within ±0.5 magnitudes 

of the galaxy in question. In this way, we use only magnitude information and 

no color information in the determination. The standard deviation of the average 

provides the new error estimate for the redshift which is o-z~0.2. This error is 

rather large but applies to only a small portion of the sample galaxies. 

Figure 3.8 is a histogram of the redshifts for the compact nuclei galaxies. The 
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solid line represents ail 101 galaxies with spectroscopic or photometric redshifts. 

The hatched region is the histogram of only the 35 galaxies with spectroscopic 

redshifts. There is clearly some pealdness which appears in the spectroscopic as 

well as the total redshift distribution- The distribution peaks near z~0.4 and 

extends to z=1.0. However, only those redshifts estimated at z<0.8 are considered 

reliable since very few points beyond z=0.8 were used in the empirical fit for the 

redshift estimation technique. 
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Figure 3.8 The histogram of redshifts for the compact nuclei galaxies. The hatched 
region represents those galaxies where the redshift was determined spectroscopically. 
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Table 3.3. Redshift List 

Name RA DEC Redshift 

ua400-7 0 24 53.42 -27 16 43.4 0.9947 0.0003 

uwy02-4 12 40 20.60 -11 32 13.5 0.4556 0.0004 

ua-30-13 0 58 2.72 -28 12 43.2 0.5547 0.0975 

ustOl-11 10 5 19.20 -7 46 24.8 0.5113 0.1025 

u26x9-20 14 17 28.33 52 25 56-7 1.0727 0.0995 

uy401-12 14 35 32.07 25 17 38.0 0.4632 0.0970 

ut200-28 16 1 8.64 5 12 47.7 0.7611 0.0989 

u^OO-lS 2 7 6.50 15 25 0.7 0.4798 0.0969 

udinlO-24 2 42 54.22 -0 4 30.9 0.8381 0.1025 

uindOa-47 21 51 14.30 29 1 7.3 0.8951 0.0990 

ua400-26 0 24 52.89 -27 16 9.3 0.8575 0.0977 

uvdOl-26 15 43 22.64 53 52 11.2 0.7382 0.0971 

ua-01-10 1 4 40.54 -27 5 43.7 0.8287 0.0974 

uzxOl-37 12 30 55.30 12 18 34.3 0.7486 0.1006 

ut201-18 16 1 8.40 5 35 25.2 0.7706 0.0977 

uvdOl-14 15 43 20.90 53 51 52.1 0.5603 0.0968 

uzxOO-3 12 30 13.99 12 22 29.4 0.2474 0.0003 

usaOO-35 17 12 25.89 33 36 36.4 0.2549 0.0002 

ueh02-14 0 53 38.04 12 50 20.8 0.5021 0-2084 

umdOa-25 21 51 14.59 28 59 55.7 0.3951 0.0003 

uuiOO-31 11 42 14.87 71 38 16.9 0.4566 0.1013 
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Table 3.3—Continued 

Name RA DEC Redshift CTJ 

u26x6-ll 14 17 46.02 52 30 32.6 1.1674 0.1012 

usaOO-9 17 12 29.36 33 36 36.0 0.3235 0.0003 

uzpOl-19 11 50 27.00 28 47 27.4 0.6206 0.0984 

umd05-46 21 51 3.06 29 0 16.6 0.3284 0.1373 

ueh02-4 0 53 37.88 12 49 48.8 0.3853 0.1575 

uy401-4 14 35 29.27 25 19 23.4 0.3938 0.0003 

uj700-29 19 40 33.84 -69 17 13.7 0.6446 0.1013 

uvdOl-12 15 43 16.31 53 52 35.8 0.4164? 0.0003 

uzpOl-24 11 50 29.58 28 47 45.1 0.5450 0.0981 

iimd05-37 21 51 2.80 28 59 43-8 0.1918 0.0002 

u26x5-6 14 17 47.85 52 30 47.0 0.4915 0.0972 

uy400-16 14 35 18.64 24 59 5.9 0.7761 0.1018 

ustOO-8 10 5 44.51 -7 41 7.2 0.5360 0.0003 

uzxOO-4 12 30 20.87 12 22 47.7 0.2604 0.0002 

uzxOO-20 12 30 20.35 12 21 50.5 0.4604 0.0971 

u26x7-18 14 17 42.15 52 26 45.2 0.7111 0.0982 

u26x8-23 14 17 35.82 52 25 33.1 0.6830 0.0975 

uzdlO-6 13 55 22.96 40 20 49.7 0.3691 0.1007 

u26x9-25 14 17 23.14 52 25 28.9 0.7302 0.1007 

u26x6-9 14 17 46.35 52 30 43.8 0.5208 0.0976 

ustOO-27 10 5 43.76 -7 42 1.5 0.7774 0.0971 

uhdfk-106 12 36 41.38 62 12 16.3 1.1670 0.0978 
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Table 3.3—Continued 

ID# Name RA DEC Redshift Comment 

44 umd09-4 21 50 40.26 28 56 29.1 0.2488 0.0002 * 

45 urp03-14 8 47 23.28 17 57 51.2 0.3231 0.0987 

46 uxylO-6 12 36 37.45 -0 42 58.8 0.3904 0.0971 

47 uuiOO-17 11 41 57-11 71 37 30.1 0.5513?? 0-0003 * 

48 ucilO-11 1 24 41.22 3 51 56.6 0.3801 0.0970 

49 uhdfk-36 12 36 49.56 62 12 58.6 0.4750 1 

50 u26x8-31 14 17 35.06 52 25 41.5 0.6886 0.1030 

51 uQOO-17 2 7 10.39 15 25 37.4 0.2967 0.0971 

52 u26x7-10 14 17 40.59 52 27 13.1 0.6174 0.0997 

53 uzk02-5 12 11 18.95 39 26 27.0 0.1994 0.0973 

54 usa02-34 17 12 28.02 33 35 29.3 0.4613 0.0975 

55 uuiOO-11 11 42 2.76 71 37 18.5 0-2735 0.0967 

56 uimOl-9 3 55 30.05 9 43 44.7 0.2520 0.1013 

57 uhdfk-68 12 36 49.12 62 11 49.6 0.8576 0.0972 

58 ua-01-9 1 4 35.01 -27 4 54.2 0.6116 0.1063 

59 uspOO-10 8 54 18.71 20 3 51.4 0.3020? 0.0003 * 

60 iihdfk-32 12 36 49.47 62 14 7.7 0.7520 1 

61 u26x7-7 14 17 37.09 52 27 39.1 0.3511 0.1008 

62 umdOa-63 21 51 17.68 29 0 54.4 0.2504 0.1008 

63 uhdfk-17 12 36 53.80 62 12 54.9 0.6420 1 

64 uspOO-3 8 54 12.38 20 4 15.4 0.4573? 0.0003 * 

65 uqkll-6 7 24 48.88 60 31 26.3 0.4964 0.0003 * 
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Table 3.3—Continued 

ID^ Name RA DEC Redshift Cz Cominent 

66 ut201-37 16 1 14.56 5 34 35.0 0.5067 0.0978 

67 uhdfk-63 12 36 43.29 62 11 52.8 0.4519 0.0967 

68 ua-30-20 0 58 2.92 -28 12 29.0 0.5211 0.0994 

69 ugkOO-1 2 38 52.48 16 43 29.3 0.2752 0-0003 * 

70 u26x9-8 14 17 24.57 52 23 57.3 0.3431 0.1015 

71 u26x8-7 14 17 31.07 52 25 24.0 0.2870 2 

72 ustOl-7 10 5 12.19 -7 47 15.8 0.3597 0.0978 

73 ujOOO-28 19 39 18.25 -46 14 46.8 0.4663 0.1935 

74 u26x7-14 14 17 39.94 52 28 20.8 0.3072 0.1292 

75 uiidfk-46 12 36 45.34 62 13 27.0 0.4416 0.0967 

76 usaOl-34 17 12 27.06 33 35 57.6 0.5873 0.0969 

77 ut201-33 16 1 11.32 5 35 32.9 0.4562 0.1079 

78 uy400-15 14 35 16.91 24 59 11.4 0.7825 0.0986 

79 uyOOO-14 14 16 15.42 11 32 4.6 0.5149 0.1119 

80 ua400-8 0 24 53.94 -27 15 57.5 0.4310 0.0003 * 

81 urp03-8 8 47 21.26 17 56 52.7 0.3280 0.0003 * 

82 uqaOl-21 17 36 41.53 28 4 31.2 0.2528? 0.0003 * 

83 ujOOO-20 19 39 19.86 -46 13 2.8 0.4797 0.1973 

84 usaOO-5 17 12 21.34 33 35 56.7 0.2555 0.0002 * 

85 ustOO-23 10 5 49.23 -7 41 38.5 0.8957 0.0990 

86 ujhOl-2 1 9 0.38 35 35 38.9 0.2480 0.0002 * 

87 u26x6-6 14 17 47.60 52 29 4.1 0.8098? 2 
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Table 3.3—Continued 

ID# Name RA DEC Redshift CTz Comment 

88 UX400-7 15 19 38.88 23 53 2.0 0.2663 0.0966 

89 ukoOl-25 4 56 49.45 3 52 6.7 0.5929? 0.0003 * 

90 uehOO-2 0 53 22.38 12 32 56.0 0.1908 0.0973 

91 u26x8-5 14 17 26.51 52 27 5.7 0.2472 0.0969 

92 urzOO-8 12 53 0.61 -29 15 4.3 0.3541 0.0966 

93 uemOO-4 3 4 59.22 -0 11 46.5 0.4775 0.0004 * 

94 uwy02-5 12 40 22.59 -11 31 12.5 0.3060 0.0002 * 

95 uzx07-4 12 30 47.73 12 19 43.4 0.2681 0.0003 * 

96 uhdfk-27 12 36 49.65 62 13 14.0 0.4750 1 

97 u26x8-12 14 17 34.35 52 25 25.8 0.5925 0.1047 

98 uiiiOO-3 11 42 1.65 71 37 33.1 0.2221 0.0002 * 

99 umd08-13 21 50 32.22 28 50 29.4 0.1220 0.0002 * 

100 usa02-6 17 12 20.46 33 34 41.4 0.2600 0.0003 * 

101 uimOl-4 3 55 33.17 9 44 45.6 0.3097 0.1118 

Note. — Comments are as follows: (*)-spectroscopically determined at the 

KPNO 4-meter; (l)-from Cohen et al. (1996); (2)-from Koo et al. (1996). 
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CHAPTER 4 

COMPACT NUCLEI GALAXIES: HOST 

GALAXIES AND NUCLEAR COLORS 

The sample of 101 galaxies containing miresolved nuclei is large enough to study, 

with some statistical significance, the morphological and photometric characteristics 

of the nuclei and host galaxies. Here we examine the properites of the hosts and 

compare them with local AGN and starburst host galaxies. The colors of the nuclei 

themselves are used to answer questions concerning the nature of this population 

of objects. 

4.1. Properties of The Host Galaxies 

4.1.1. Host Galaxy Types 

When discussing the host galaxy types for the point source nuclei galaxies in 

our sample, it is very important to determine how well the bulge component 

is measured in these galaxies. This measurement effect was examined using 
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Monte-Carlo simulations described in sections 2.4.2 and 2.5. The galaxies used 

in the simulation were originally fit with disk-l-bulge models before the simulated 

nuclear point source was added. Based on this a priori disk-f-bulge fitting, we have 

a known "input" bulge-to-bulge-fdisk (B/B-i-D) luminosity ratio which can be 

compared with the measured B/B-l-D luminosity ratio when the simulated point 

source is detected in the galaxy. 

Figiure 2.9b shows how the bulge-to-bulge-t-disk ratio varies with the point 

source-to-total ratio for point sources detected in the simulated data. We see that 

for detections of point sources greater than 20% of the total galaxy light, the 

bulge is never detected regardless of the input bulge value. It is clear that we 

are unable to separate and measure the bulge amd point source components when 

the point source is a large contributor (> 20%) of the total galaxy light. Point 

sources fainter than 20% of the galaxy light are often measured as having non-zero 

bulge components. Figure 2.9a shows that in the case of fainter nuclei, the bulge 

is often accurately measured. We note that in all of the cases where the input 

bulge-to-total was zero, it was also measured as zero. 

For point sources fainter than 20% of the galaxy light where the input 

bulge-to-total ratio is non-zero, how often is it measured accurately and how often 

is it measured as zero? Figure 4.1 shows the fraction of galaxies where the bulge 

is measured at 0% in the simulations as a fimction of the input bulge-to-total 

luminosity ratio. The error bars represent the Poisson statistics based on the 

number of points in each bin. From this figure we see that as the bulge becomes 

more significant, it is more likely to be measured accurately and not go undetected. 

We can apply this statistical result to the real sample of compact nuclei 

galaxies to determine what fraction of these galaxies may actually contain a 
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Figure 4.1 The fraction of galaxies in the Monte-Carlo simulation where the 
measured Bulge/Total is zero as a fimction of the input Bulge/Total for the galaxy. 
The errorbars are the Poisson statistics based on the number of galaxies in each bin. 
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significant bulge. Of the 101 compact nuclei galaxies in our sample, only 8 have 

point source-to-total limiinosity percentages greater than 20%. For these 8, the 

bulge is measured at 0% as we would expect based on the simulations. Any of 

these 8, however, could contain a significant bulge component which is not being 

properly measured due to the bright point source nucleus. Examination of these 8 

images (see first 8 boxes of Figure 2.13), reveals spiral-like nebulosity suggesting 

the presence of a disk. A hidden bulge component in these galaxies may be as 

much as 50% of the total light but is probably not dominating the host galaxy. 

The remaining 93 galaxies have point source-to-total luminosity percentages 

less than 20%. Of these, 57 are measured to have no bulge component. We can 

estimate the fraction of the 57 that are statistically likely to contain a bulge 

based on Figure 4.1. In Figure 4.1, the fraction of galaxies having measured 

bulge-to-bulge+disk limiinosity ratios between 0 and 0.2 is high, indicating that 

a large fraction of host galaxies having bulge components as large as 20% will be 

measured as having no bulge. Our 57 hosts with 0% bulge are likely to contain 

bulges anywhere from 0% to 20% of the total host galaxy light. Therefore, our first 

grouping of host galaxy types are those with 0<(B/B+D)<0.2 since it is difficult 

to differentiate these galaxy types with higher resolution. There are a total of 79 

hosts in this grouping after adding 22 with 0<(B/B+D)<0.2. 

There are 9 galaxies measured with 0.2<(B/B+D)<0.5. According to Figure 

4.1, 59% ±9% of galaxies with this size bulge will be measured with no bulge when 

a point source (of less than 20% the galaxy light) is detected. If 9 galaxies have 

0.2<(B/B+D)<0.5 then as many as 9 to 19 galaxies of this type will be measxured 

with 0% bulge. Three host galaxies fall in the 0.5<(B/B+D)<0.8 bin. Figure 

4.1 indicates that 21% ±9% of these galaxy types will be measured as having 0% 
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bulge. Based on this percentage, we would expect one additional host galaxy with 

0.5<(B/B+D)<0.8 to be measured as having no bulge component. 

According to this analysis, the 57 host galaxies measured with no bulge 

component are likely to be comprised of 9 to 19 galaxies with 0.2<(B/B+D)<0.5 

and 1 galaxy with 0.5<(B/B+D)<0.8. Removing these 10 to 20 galaxies from the 

B/B+D=0 bin allows us to statistically redistribute the host galaxy types based 

on our previous simulations. The solid line in Figure 4.2 is the measured B/B+D 

distribution for the 101 host galaxies containing compact nuclei. The dashed lines 

are the statistically redistributed histograms where the 2 lines represent the two 

extremes of the distribution- Here we have assumed that the 8 host galaxies with 

point source nuclei greater than 20% of the galaxy light have bulges less than 50% 

of the host galaxy light and could lie entirely in the 0<(B/B+D)<0.2 bin or the 

0.2<(B/B+D)<0.5 bin-

The dashed lines in Figure 4.2 indicate that the actual number of host galaxies 

having 0<(B/B+D)<0.2 is likely to be from 58% to 76% of the 101 host galaxies 

in our sample. 18% to 36% may have 0.2<(B/B+D)<0.5. Only 6% are likely 

to have B/B+D>0.5. We note, however, that the incompleteness estimates for 

detecting point sources in galaxies containing a substantial bulge is high. Figures 

2.11b and 2.11c show that the completeness is tjrpically 25 to 40% over the point 

source-to-total range of interest for galaxies with 0.5<(B/B-i-D)<1.0. Therefore, 

there are likely to be 2.5 to 4 times as many point source nuclei present than were 

actually found in galaxies with large bulges. 

Figure 4.2 shows that even at the extremes, the majority of host galaxies 

(58-76%) have small bulges indicating late-t3T)e spiral galaxy hosts. One-fifth to 

one-third may be early-type spirals with bulges greater than 20% of the galaxy 
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Figure 4.2 The distribution of Bulge/Bulge+Disk measurements for galaxies 
containing compact nuclei. The solid line is the actual number distribution. The two 
dashed lines represent two extremes of the distribution erfter statistically correcting 
for bulge misclassification as described in the text. 
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light but less than 50%. We detect only 6% with bulges greater than 50% of the 

host galaxy light. Incompleteness corrections could increase this from 6% to ~10% 

(see discussion in following section). 

To compare our sample with local host galaxy types of Seyferts and starbursts, 

we will assume a galaxy with B/B+D<0.2 is a late type spiral (Sc to Sb) and 

0.2<(B/B+D)<0.5 is an early type spiral (Sa to SO). Although Hubble type does 

not depend on Bulge/Disk measurement alone we can estimate the approximate 

t)T)e based on a study of the luminosity distribution in nearby spiral galaxies 

(Boroson 1981). The CfA Seyfert galaxies studied in McLeod & Rieke (1995) had 

Hubble types ranging from SO to Sc with no elliptical hosts. 45% were found in late 

type spirals and the remaining 55% in early tj^pe spirals. These Seyferts, although 

considered low-luminosity AGN, are likely to have intrinsically brighter nuclei than 

our sample since they were selected spectroscopically. A more comparable sample 

to ours can be found in the Ho et al. (1997a) study of "dwarf' Seyfert nuclei in 

nearby galaxies. They find about 13% of the dwarf nuclei reside in ellipticals, while 

35% are in SO to Sa galaxies and 53% reside in Sb through Sm galaxies. This 

distribution is close to that of our host galaxy distribution in Figure 4.2 assuming 

incompleteness effects in our detection of ellipticals. 

The Balzano (1983) study of starburst nuclei in locjJ galaxies finds that, for 

the classifiable galaxies, 3% are in ellipticals, 30% are in early t3T>e spirals, and 

67% are in late type spirals. Locally, starburst galaxies appear to favor late type 

spirals more so than dwarf Sejrfert nuclei and this causes the local starburst host 

type distribution to more closely resemble our host galaxy type distribution. Our 

host galaxy type distribution is also consistent with some combination of local 

Seyfert nuclei hosts and starburst nuclei hosts. Without separating the AGN from 
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staxburst nuclei, we can find no evidence for evolution of the dominant host galaxy 

types for starbursts or AGNs in our moderately redshifted sample. 

As part of this study, we also note the galaxies in our survey for which we 

obtained spectra and compare their Bulge/Total measiurements with Hubble-types 

as estimated from their spectra. Kennicutt (1992) presents integrated spectra 

of nearby galaxies and compares emission and absorption features with Hubble 

class for normal and peculiar galaxies for a range of galaxy types. He finds that 

early-tj^e galaxies from E's to Sa's have similar absorption feature spectra. Ha 

+ [Nil] and [SII] become prominent for Sb's and later tjrpes. In Sc's through 

irregulars, we see many more emission lines such as [OIII], H/? and [Oil]. 

In our spectra, 10 galaxies had wavelength coverage for Ha detection. Ha 

emission was observed in 9 of those galaxies all of which had Bulge/Total values 

less than 0.06, consistent with late-type spirals. The one without Ha detected had 

Bulge/Total=0.3 which is consistent with an early-type spiral galaxy. For these 

cases, our Bulge/Total measurements appear to be consistent with spectroscopic 

classifications for these galaxies. 

Out of the 29 spectra for which redshifts could be determined, 23 showed 

emission lines while 6 were only absorption spectra. 91% of the emission line 

spectra galaxies had Bulge/Total<0.2 and 67% of the absorption spectra had 

Buige/Total>0.2. Again, these statistics indicate that the majority of galaxies 

in our sample with measured spectra have spectral types consistent with their 

Bulge/Total measurements. 
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4.1.2. Comparison with Other Survey Galaxies 

Morphology 

It is interesting to compare the host galaxies of om- compact nuclei with the 

entire sample of 1033 galaxies from the MDS, Groth strip, and HDF. As mentioned 

before, the measurement of Bulge/Total luminosity ratio gives us an estimate of 

the probable Hubble type for a galaxy. Figure 4.3 is the histogram of Bulge/Total 

values for the entire sample of galaxies in our survey. The hatched region is the 

true normalized histogram while the dotted line represents the fraction of galaxies 

found in each Bulge/Total bin defined in the previous subsection. This dotted line 

can be compared to the host galaxy Bulge/Bulge+Disk distributions in Figure 4.2. 

All of the possible host galaxy distributions in Figure 4.2 are weighted towards 

later-type galaxies as compared to the total gala:Q^ sample. In Figure 4.3, a larger 

fraction of host galaxies have 0<(B/B-I-D)<0.5 than survey galaxies. Although the 

largest fraction of stirvey galaxies also have 0<(B/B-I-D)<0.5, there are many more 

with 0.5<(B/B+D)<1.0 than what is seen in the host galaxy sample. 

This apparent discrepancy could be attributed in part to incompleteness 

in detecting nuclei in galaxies with large bulges. We can correct for this effect 

using conservative completeness estimates from Figiures 2.10 and 2.11 (90% 

completeness for (B/B+D)=0, 55% completeness for 0<(B/B+D)<0.4, 43% for 

0.4<(B/B+D)<0.8, and 38% for (B/B+D)>0.8). Adjusting our numbers in each 

B/B+D bin accordingly indicates an increase in the number of host galaxies with 

0.5<(B/B-|-D)<1.0 from 6% to ~10% ±2.5%. This fraction is lower than the ~15% 

of all survey galaxies of this type. Based on this distribution, the host galaxies 

containing compact nuclei do appear to favor galaxies with bulges contributing less 

than 50% of the total galaxy light. 



123 

A .6 
Bulge/Total 

Figure 4.3 Histogram of measured Bulge/Total values for the 1033 galaxies in our 
survey (hatched region) normalized to 1=500. The dotted line represents the total 
fraction of galaxies in each Bulge/Total bin. 
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Size and Magnitude 

We would also like to see how the compact nuclei galaxies vary in angular size 

and apparent magnitude as compared with the entire survey. Figure 4.4a shows 

the ajigular size in natural log of the half-light radius in axcsec vs. the apparent I 

band magnitude of the survey galaxies (open circles) and the host galaxies (filled 

circles). The typical limiting magnitude for MDS and Groth strip fields is I~21.5 

and is apparent in the diagram. Most of the fainter galaxies are from the Hubble 

Deep Field. The smallest host galaxies are also from the HDF and are as small as 2 

pixels (0.2") in radius. It appears that few of the large but faint galaxies, possibly 

low surface brightness galaxies, appear to host point source nuclei. This trend is 

further revealed in Figure 4.4b which is the normalized distribution of the half-light 

radii for the host galaxies (hatched region) and the non-host galaxies (solid line). 

The host galaxy distribution peaks at a smaller half light radius (hlr~0-45") than 

the non-host galaxies (hlr~0.72") and also cuts off at a half-light radius of ~1.9". 

A KS test conducted on both the size and magnitude distributions of the two 

populations indicates that they are drawn from different parent populations with a 

marginal significcmce of 80%. A possible explcmation for this is that these galaxies 

may not contain enough mass to sustain a starburst nucleus or AGN. Additionally, 

some mechanism is usually required to transport fuel to the nucleus. Mihos et al. 

(1997) show through numerical simulations that low surface brightness galaxies 

are stable against the growth of bar instabilities, inhibiting a strong inflow of gas 

to the galaxy center for fueling a nuclear starburst or AGN. Although our nuclei 

are intrinsically faint, this observation implies that some limiting mass or ability to 

transport mass to the nucleus is necessary for their formation and duration. 
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Axis Ratios 

It has been observed that optically selected AGN nuclei avoid edge-on spirals 

(Keel 1980; McKleod & Rieke 1995). Figure 4.5 shows the distribution of axis 

ratios for the disks of our host galaxies. We have included in this diagram only 

those hosts that are disk-dominated, containing bulges less than 20% of the total 

galaxy light. The distribution is normalized by dividing the axis ratio distribution 

of host galaxies by the same distribution for the total sample of survey galaxies 

which are also disk-dominated. This normalizes the axis ratio distribution so that 

each bin represents the fraction of all disk-dominated galaxies with the specified 

axis ratio which contain compact nuclei. There is an observed drop in the fraction 

of hosts with disk axis ratios (b/a) ;^0.4. However, this drop is much less significant 

than that observed in the spectroscopically selected CfA. Seyferts. Lawrence and 

Elvis (1982) found that an inclination bias does not appear in hard X-ray selected 

samples of AGN. They conclude that selection biases seen in other samples are due 

to obscuration in a flattened disk parallel to the plane of the host galaxy. Although 

the axis ratio distribution of our data reveals a slight bias against edge-on host 

galaxies, our morphological selection technique appears to be less affected by this 

type of obsciuration. 

Galaxy Color 

Finally, we would like to see how the colors of the host galaxies compare with 

the non-host galaxies. First we must understand the accuracy of the host colors. 

From Chapter 2 simulations, we realize that the bulge component of a host galaxy 

is often undetected when a nuclear point source is fit. We also see in Figure 2.7 that 

the point source magnitudes are well determined within the errors. Therefore, the 
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Figure 4.5 Histogram of the axis ratios for galaxies containing compact nuclei. The 
histogram is normalized by the dividing by the axis ratio histogram for all spiral 
survey galaxies. 
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undetected bulge component does not appear to be mistakenly measured as part of 

the point source. How then does the missing bulge component effect the magnitude 

and consequently the color measurement for the host galaxy? We again look at the 

Monte-Carlo simulations of Chapter 2 to compare the input galaxy colors to those 

measured for the galaxy when a simulated point source is measured in the nucleus. 

In these simulations, the bulge component was often undetected when the point 

source was detected. For 389 galaxies in the simulation where the point source 

nucleus was detected (in both or only one filter) the mean error in the color of the 

host galaxy was ~0 and the error in determining the color was cr(v-r)=0-37. Since 

the mean error is zero, we are not seeing any trend in the color of the host galaxy 

which might be expected if the bulge were being completely ignored in the model 

fitting. Instead, when the bulge is not detected, it seems to be absorbed in the disk 

component such that the host galaxy color is not systematically affected. Keeping 

in mind the typical errors in determining the host galaxy color, we compare them 

to those of galaxies in our survey without unresolved nuclear components. 

Figure 4.6a is the color-magnitude diagram for the galaxies in our survey where 

the open circles are non-host galaxies and the filled circles are the host galaxies. We 

have removed the color contribution of the nucleus from the integrated galaxy color 

to produce the host galaxy V-I color. In order to directly compare the sample of 

host galaxies with a similar representation of the survey galaxies, a random subset 

of the 1033 survey galaxies was selected based on the host galaxy distribution in 

Figure 4.2 (short-dashed line). This allows us to compare our host galaxy colors to 

those of survey galaxies morphologically similar to our hosts. Figure 4.6b shows the 

normalized histogram of the V-I colors of the compact nuclei host galaxies (hatched 

region) where the subset of similar survey galaxies is represented by the solid line. 

A KS test for these color distributions yields a KS probability of 0.43, where low 
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KS probabilities indicate that two populations are not drawn from the same parent 

distribution. This result indicates that the two distributions are not statistically 

different. The mean color for the host galaxies is measured at /Z(V_A)=0.970 while 

the survey galaxies have ^(v_f)=1.026. The host galaxies tend to be slightly bluer 

than the general population of morphologically similar galaxies, although the color 

difference of 0.06 mag is not likely to be statistically significant. In general, we find 

that the host galaxy colors are like those of other morphologically similar galaxies 

in the field with a slight tendency to be bluer. 

4.1.3. Host Galaxy Absolute Magnitudes 

Using the spectroscopic and photometric redshifts for each galaxy containing an 

unresolved point source nucleus, we can examine the absolute magnitudes of the 

host galaxies as they compare with other galaxies. Figure 4.7a is the histogram 

of absolute rest-frame B magnitudes for the 101 host galaxies which contain 

unresolved nuclei using Ho=75 km/s/Mpc and qo=0. The B-band luminosities for 

the galaxies were derived from their V magnitude, V-I color and redshift. This 

information is used to select a non-evolving model spectral energy distribution 

from the set described in Gronwall and Koo (1995). The models are based on those 

of Bruzual and Chariot (1993). The k-corrections are small (tj^jically ^0.3 mag) 

since the V magnitude is roughly rest-frame B at the median redshift of our survey 

(z~0.35). 

Our luminosity distribution peaks at MB~-20.4 which is approximately L*. 

For comparison with the following samples, this corresponds to a peak at MB—-213 

with Ho=50 km/s/Mpc. The luminosity distribution of normal spiral galaxies 

peaks at MB=-20.6 (HO=50 km/s/Mpc) (Christensen 1975), somewhat fainter 

than our sample of compact nuclei galaxies. Interestingly, Yee (1983) found the 
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Figure 4.6 a) The color-magnitude diagram for galaxies in our survey where open 
circles represent non-host galaxies and filled cirles represent those galaxies hosting 
a compact nucleus, b) The normalized histogram of galaxy V-I colors for the host 
galaxies (hatched region) compared with the normalized histogram of galaxy colors 
for a representative group of non-host galaxies of similar morphological type (solid 
line) 
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peak luminosity of Seyfert hosts from the Markarian survey to be MB=-21.3 ±0.8 

which is strikingly similar to our sample. From this observation he argues that 

the Seyfert phenomenon tends to occur more often in the luminous end of the 

spiral population. According to the present study, this trend may also hold true 

for galaxies hosting compact nuclei. This brighter absolute magnitude for AGN 

hosts is also seen, though to a lesser degree, for X-ray selected AGN where the 

peak luminosity is MB=-20.9 (Kotilainen & Ward 1994). 

We can compare our distribution to the dwarf seyfert nuclei hosts of Ho et al. 

(1997a) (Figure 4.7b) and the distribution of galaxies containing HII nuclei from 

Ho et al. (1997b) (Figure 4.7c) which were derived using Ho=75 km/s/Mpc. These 

samples provide an interesting comparison since the nuclear luminosities are closer 

to those of our sample than other spectroscopically selected AGN. The luminosity 

distributions are similar among the three samples. Although the peak luminosities 

are close, our sample does appear to drop off faster on the low luminosity side of 

the distribution. This is most likely caused by the nature of our magnitude-limited 

survey as it is observed over a range in redshift. As we observe at higher redshifts, 

intrinsically fainter galaxies are missed. Accounting for this discrepancy, we observe 

no evidence for evolution in the luminosity of AGN or starburst host gcilaxies out 

to z~0.8. 

4.2. The Colors of the Point Source Nuclei; Clues to Their 

Nature 

Model fitting of the point source component allows us to separate the color of the 

nucleus from that of the host galaxy. Of the 101 nuclear point sources detected, 93 

were detected in the I filter image, 80 were detected in the V filter image, and 72 
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Figure 4.7 a) Histogreun of rest-frame B absolute magnitudes for the host galaxies 
in our sample, b) Absolute B magnitudes from Ho et al. (1997a) of dwarf Seyfert 
nuclei hosts, c) Absolute B magnitudes from Ho et al. (1997b) of HII nuclei hosts. 
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were detected in both filters allowing for a V-I color to be determined. This result 

leaves 29 point sources with no color information. There are a few reasons for not 

detecting the point source in one of the filters such as 1) the point source is too 

faint in the other filter, 2) the point source does not converge properly in the other 

filter making its magnitude unreliable, and 3) the image is too noisy in the other 

filter for a point source to be detected. Of these 29, 5 were not detected in the 

other filter because of non-convergence of the model, 7 were not detected because 

of additional noise elements in the other filter, and 17 were not detected because 

the point source was too faint in the other filter. For these 17, we can detennine 

a limit for the point source color assuming the point source in the other filter is 

fainter than 1% of the total galaxy light. For the other 12 point sources detected 

only in one filter, we cannot estimate the nuclear color and they will be omitted 

from the discussion in this section. 

Figure 4.8a shows the V-I colors of the point source nuclei vs. their host 

galaxy V-I colors. Here we have plotted the 72 points having color information 

with their appropriate error bars. The 17 points with a point source color limit, 

due to non-detection in one filter, are marked with an arrow. Within the errors 

of the point source colors, the majority of point source nuclei are the same color 

as the underlying host galaxy. The large errorbars on the point source colors 

cause the correlation coefficient between the point source and host galaxy colors 

to be small indicating a low probability of correlation. In Figure 4.8b we show 

the generalized histogram of color differences between the host and point source 

where point sources bluer than the host are positive and those redder than the host 

are negative. This histogram is made by allowing each point to be represented as 

a gaussian with the calculated la error defining the width of the gaussian. The 

histogram is the sunMnation of these gaussians. It does not include the 17 points 
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with only color limits. The peak of this distribution occurs at /f=-0.05, essentially 

zero, and the FWHM of the distribution is 1.52. The nuclear colors are in general 

the same as the host galaxy colors with a large spread in the distribution. Nuclei 

which appear bluer than the host can be explained as either young starburst nuclei 

or unobscured AGN. However, a nucleus can appear redder than the host if there 

is sxifficient dust present or excess star formation in the disk causes the underlying 

galaxy to appear bluer. 

In addition to the nuclear color vs. host galaxy study, it is also interesting to 

see how the nuclear colors compare with the color of the bulge where it is detected 

in both the V and I filters. Again, we first must understand the errors in the bulge 

colors as determined from the Monte-Carlo simulations. Based on comparison 

of the input bulge colors of the simulation galaxies to the measxured bulge colors 

when a point source nucleus is detected, we determine the error in bulge color to 

be av-i=O.Sb. This error is large but not unexpected since the bulge component 

appears to be the most difficult to measure accurately when a point source nucleus 

is detected in the galaxy. Again, there is no systematic color difierence in the 

bulges observed in the simulation galaxies when a point source is detected. We 

apply the determined color error for bulges to our data to investigate any trends in 

the relationship between the nuclear and bulge colors. 

Figure 4.9a is the point source color vs. the bulge color for the 17 galaxies 

where both a point source and bulge color were meastuable. We have applied the 

determined bulge color error and point source color errors. Because these errorbars 

are so large, this figure is not useful for studying individual cases. In Figure 4.9b 

we show the generalized histogram of the color difference between the point source 

and bulge components. The histogram is made in the way described for Figture 
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4.8b. This figure allows us to observe any trends in the color difference while taking 

into account the errors in the individual points. The mean color difference between 

the bulge and the point source nucleus is (V-I)6„/5e-(V-I)„„rf«,5~0.5. This indicates 

that in general, the nuclear colors are bluer than the bulge. This is expected if the 

bulge represents an older population than the nucleus or if the nucleus has typical 

non-thermal source colors. 

Studying the nuclear colors allows us to look more deeply into the question 

of their nature. In the case of detection in a bulge dominated system, the color 

of the nucleus plays a role. As discussed above, we require the nucleus to be a 

different color from that of the underlying bulge to ensure that it is not merely 

an unresolved region of the bulge. Other than Seyferts and starbursts, what 

other objects could appear unresolved in an elliptical or bulge dominated galaxy 

and would be composed of a different stellar population from that of the bulge 

so that it would appear a different color? One additional possibility is a merger 

remnant. Theoretical and observational evidence suggests that major mergers, 

where the galaxies are of almost equal mass, form elliptical remnants (Hibbard et 

al. 1994 and references therein). In the case of the merger remnant NGC 3921, an 

unresolved nucleus is observed in jin profile galaxy (Schweizer 1996). The color 

gradient of the remnant indicates a redder nucleus than the remaining galaxy body. 

Such remnant nuclei could exist in our sample, although the small number (6%) 

of elliptical hosts suggests they would be a minor contributor to the population. 

There is also the possibility that minor merger remnants in the centers of galaxies 

could reveal themselves as unresolved nuclei of a different stellar population than 

the host galaxy. It is unclear at this time how often such an object might occur in 

our survey. 
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With the spectroscopic and photometric redshifts of each host determined, 

we can examine any trends in the nuclear colors with redshift. This information 

is important in determining the true nature of the nuclei. Figure 4.10 shows the 

V-I colors of the nuclei plotted against their determined redshift. Errorbars in 

the redshift direction cleeirly differentiate between those objects with photometric 

redshifts (cr2~0.9) and those with spectroscopic redshifts. Open circles are those 

point sources with only limiting color information. To interpret this figure, we 

must understand how the colors of starbiusts, AGN or any other stellar population 

thought to be present in our nuclear sample behave as a function of redshift. This 

modeling is explored in the following section. 

4.3. Synthetic V-I colors for AGN and Star Clusters: 

Comparison with the Nuclear Colors 

The V-I colors of the point source nuclei in our sample provide important 

information to help us to understand their nature. To determine if the nuclei are 

starbursts or AGN, we must first understand the colors of these different objects. 

Most starburst and AGN photometry (other than of bright QSO's) has been done 

at low redshifts. To simulate the effects of K-corrections on the object colors and 

therefore provide a more realistic comparison with our data, we use representative 

spectra to calculate synthetic V-I colors for AGN and starbursts with the HST V 

and I filters. 

The spectra used for this simulation have been taken from the literature. To 

simulate colors for the AGN nuclei, we use synthetic spectra from Kalinkov et 

al. (1993) representative of Seyfert 1, Seyfert 1.5 and Seyfert 2 galaxies where 

the nuclear activity dominates the spectrum. The spectra were produced by 
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averaging the spectra of several reliably classified AGN in each class to produce a 

representative spectrum. Figure 4.11 shows each of the spectra in arbitrary flux 

units of ergs s"'^ cm"^ 

Spectra of star clusters of various ages are used to simulate the color of 

starburst nuclei in our sample. These spectra will simulate the appearance of 

certain isochronic stellar populations present in the nuclei sample. The spectra 

are from E. Bica and are available as part of a database of spectra for galaxy 

evolution models (Leitherer et al. 1996). Figure 4.12a is an integrated spectrum of 

HII regions, representing a very young population or current starbursting nucleus. 

Figure 4.12b represents a star cluster with age~10 Myr and [Z/ZQ]~-0.25. Figure 

4.12c represents a star cluster with age~25 MJT and [Z/ZQ]~-0.4. The ages of the 

star cluster spectra shown in Figure 4.12d through 4.12f are 80 Myr, 200-500 Myr 

and 1-2 Gjn:, respectively. Their respective metallicities are -0.5, -0.6 and -0.5. The 

flux units are in ergs s~^ cm"^ 

To simulate the effects of redshift in our sample, each of the spectra in Figures 

4.11 and 4.12 were stepped incrementally in redshift to z~0.8. The IRAF task 

CALCPHOT was then used to determine the V-I colors of each of the spectra at 

the range of redshifts. CALCPHOT utilizes the HST V (F606W) and I (F814W) 

filter response which is convolved with the spectra to produce accurate synthetic 

colors. 

Figure 4.13 shows the V-I colors for the 3 types of Seyfert galaxies as a function 

of redshift. The solid line is the Seyfert 2 color, the short dashed line is the Seyfert 

1.5 and the long dashed line is the Seyfert 1. Comparing this figure to Figure 4.10 

allows us to determine which point source nuclei are consistent with Seyfert-like 

galaxy nuclei. The majority of nuclei are consistent with the Seyfert colors within 
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the errorbars. As a reference, we note the 2 spectroscopically identified Sej^ert 

Is in our sample at z=0.45, V-I=0.89 and z=0.99, V-I=0.22. These points are 

consistent with the Seyfert 1 colors (long dashed line). Of the 89 point source 

nuclei with measurable colors or color limits, 8 are too blue to be consistent with 

the Seyfert colors and 8 are too red (based on la errors). These red points may 

be consistent with Seyfert nuclei colors containing moderate amounts of reddening 

due to dust. 

In Figure 4.14 we show the V-I colors for the various star cluster spectra 

shown in Figure 4.12 as a fimction of redshift. The solid line is the integrated HII 

region color. This locus represents the color a young starburst would have in our 

sample. The color varies with redshift as different emission lines in the spectrum 

pass through the V and I filters. The dramatic reddening decrease in the HII 

region color at a redshift of ~0.35 is caused by the 4959A and 5007A [OIII] and 

Hj3 emission lines moving into the V filter. The remaining lines are as follows: the 

short dashed line is the 10 Myr cluster, the long dashed line is the 25 Myr cluster, 

the dot-short dashed line is the 80 Myr cluster, the dot-long dashed line is the 

200-500 Myr cluster, and the dotted line is the 1-2 Gyr cluster. The decrease in the 

HII color at z~0.35 is the most striking difference between the HII color and that 

of the remaining intermediate age clusters and the Sej^ert colors of Figure 4.13. 

Comparing this figure with Figure 4.10, we see that the majority of our point 

source nuclei are also consistent with the colors of intermediate aged star clusters. 

Some of the point source nuclei, which were inconsistent with Seyferts because of 

their blue colors, lie in the z;^0.4 region where they are consistent with the young 

starburst, Hll-like colors. Of the 8 galaxies which are too blue to be Sejrferts, 

5 fall in this region of the redshift-color diagram. Another one of these 8 point 
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sources (z=0.60,V-I=-0.10) has a color consistent with that of a 25 M5n: old cluster. 

Together, these 6 point sources have colors more consistent with that of a star 

cluster than a Seyfert nucleus. The other 2 point sources too blue to be Seyferts 

are also inconsistent with the stax cluster colors. 

The synthetic colors show that the vast majority of the nuclei in our sample 

have colors consistent with Seyfert-like nuclei and also consistent with intermediate 

aged star clusters. A small number (6 out of 89) have colors too blue to be Seyferts 

but are consistent with young or intermediate aged star cluster colors. These 6 are 

likely to be starburst nuclei in our sample. The main population, however, cannot 

be identified explicitly as either Seyfert-like or starburst-like based on the V-I color 

alone. We assume that the remaining sample of 95 point sources, which includes 

the 12 point sources with no measurable color, consists of some combination of 

starbursts and Seyfert nuclei. The remaining 95 point sources represent an upper 

limit sample of AGN-like nuclei. In the next chapter, this sample is used to 

determine an upper limit on the AGN luminosity function at low luminosities. 
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Figure 4.13 V-I colors for the 3 types of Sej^ert galaxies as a function of redshift. 
The solid line is the Seyfert 2 color, the short dashed line is the Seyfert 1.5 and the 
long dashed line is the Seyfert 1. 



147 

3 

2 

1 

0 

- 1  

-2  

0 
z 

Figure 4.14 V-I colors for the various star cluster spectra shown in Figure 4.12 as 
a function of redshift. The solid line is the integrated HII region color, the short 
dashed line is the 10 Myr cluster, the long dashed line is the 25 Myr cluster, the 
dot-short dashed line is the 80 Myr cluster, the dot-long dashed line is the 200-500 
Myr cluster, and the dotted line is the 1-2 Gyr cluster. 
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CHAPTER 5 

THE NUMBER DENSITY AND 

LUMINOSITY FUNCTION FOR 

UNRESOLVED NUCLEI 

The luminosity function of AGN as a function of redshift provides much needed 

information about how this population of objects changes with time. Understanding 

the population as a whole may allow us to understand better the physics of QSOs. 

In addition, accurate knowledge of the AGN LF is important for understanding 

their contribution to the soft X-ray backgroimd. 

The bright end of the QSO LF has been well studied as a function of 

redshift (e.g. Hartwick & Schade 1990, and references therein). To study the 

faint end, Seyfert galaxies have been observed locally through spectroscopic 

surveys (Huchra & Burg 1992). However, these surveys tend to include only 

bright Seyfert nuclei that dominate the galaxy light. Fainter nuclei would not 

be spectroscopically selected since the host galaxy light would dilute the nuclear 
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emission. Morphologically, such faint nuclei can be detected if the nuclear light can 

be disentangled from the host galaxy. In this study we have separated the nuclear 

and galaxy light using 2-dimensional maximum likelihood galaxy modeling. This 

method allows xis to study unresolved nuclear sources in galaxies out to moderate 

redshifts to fainter limiting magnitudes than previously observed. 

Before constructing the luminosity function, we first compare the fraction of 

galaxies containing compact nuclei with the fraction of Seyfert galaxies determined 

locally and at moderate redshifts. As mentioned previously, Huchra & Burg (1992) 

(hereafter HE) have studied local Seyferts from the GfA redshift survey and find 

the percentage of galaxies containing Seyfert 1 and 2 nuclei to be ~2%. Their 

study included Seyfert nuclei extending to MB;^-17. Maiolino & Rieke (1995) 

examined a sample of Seyfert galaxies closer than the CfA. sample and were able to 

detect fainter nuclei since the nuclear spectra were less diluted by the host galaxy 

light. They found the percentage of Seyferts to be 5% and possibly as high as 16%. 

The majority of the additional objects in this study were Seyfert 2s which are 

underluminous in the optical with respect to type 1 Seyfert nuclei. Active nuclei 

were detected in this study to Mb;$-16. From Chapter 2, we find the fraction of 

all galaxies in our survey containing compact nuclei to be 16±3% including nuclei 

>3% of the galaxy light corrected for incompleteness. This fraction is very similar 

to that found by Maiolino & Rieke for local Seyferts, although our sample includes 

nuclei at least a magnitude fainter in absolute magnitude. 

Ho et al. (1997a) find the percentage of local galaxies containing faint Seyfert 

nuclei to be 11% with LINERs (low-ionization nuclear emission line regions) 

occupying an additional 19% of galaxies. They find the fraction of galaxies 

containing EIII nuclei to be 42% of all galaxies. These nuclei are extremely faint 
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based on their emission line luminosities (L(Ha)<10''° ergs s~^). Many of these 

nuclei are too faint for morphological detection as a stellar-like point source in the 

host galaxy and were identified based on emission lines alone. These results are 

intriguing as they suggest that the possible fraction of local galaxies containing 

low-luminosity active nuclei may be as high as 30% (including LINERS). Since 

optical integrated magnitudes for these AGN and HII nuclei have not been 

determined, we cannot directly compare the fraction of galaxies in the present 

study containing compact nuclei with the fraction of galaxies containing faint AGN 

and HII nuclei from Ho et al. 

At moderate redshifts (z<0.3), Tresse et al. (1996) have searched for evidence 

of nuclear activity in the Canada-France Redshift Survey (CFRS) and find that 

17% of all galaxies have emission line flux ratios consistent with active nuclei 

galaxies. Since these objects are spectroscopically selected, this survey contains 

only those nuclei which dominate the host galaxy light such that their emission 

lines are not greatly diluted by the underlying galaxy. When they correct for 

possible stellar absorption of the Balmer lines due to the host galaxy, the fraction 

of galaxies displaying activity is 8%. Their results are somewhat inconsistant with 

those of Maiolino &: Rieke since the fraction of higher redshift galaxies containing 

active nuclei identified by Tresse et al. appears to be less than that for local Seyfert 

nuclei. Such inconsistencies highlight the need for space density studies of LLAGN 

at moderate redshift. 

In this chapter we address the space density of galaxies containing compact 

nuclei in the MDS, Groth strip and HDP by constructing luminosity functions 

at two different redshift slices to search for signs of possible evolution. We then 

compare our LPs with those of local Seyferts and local to moderate redshift 
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quasars. 

5.1. The Upper Limit Luminosity Function for LLAGN 

In Chapter 4 we selected a subsample of our compact nuclei which have colors 

consistent with those of Seyfert nucleus-dominated galaxies based on synthetic 

photometry of representative spectra. However, the colors are also consistent with 

intermediate aged starburst nuclei making this subsample an upper limit estimate 

on the number density of AGN in this survey. This subsample can be used to 

construct the upper limit Imninosity fimction for faint AGN out to redshifts of 

z~0.8, providing the first look at the shape and parameters of the AGN LF in this 

luminosity and redshift regime. 

5.1.1. LF Calculation 

To calculate the luminosity function for our sample of 95 compact nuclei with 

colors consistent with AGN-like nuclei, we use the 1/Ya technique described fiilly 

in Schmidt and Green (1983) where is the accessible volume in which each 

object can be observed. This technique allows us to calculate the space density of 

the compact nuclei as a fimction of their absolute magnitudes and redshifts. This 

quantity is symbolically defined as ^(M,z). To calculate absolute magnitudes from 

the nuclear apparent magnitudes we use the equation 

Mb = B — 5logA{z) + 2.5(1 -I- a)log(l + -z) — 5log{c/Ho x 10®) + 5 (5.1) 

where B is the apparent magnitude, c is the speed of light in km/s, Ho is the 

Hubble constant in km s~^ Mpc~\ and a is the spectral index defined by 

Ft, a u° (5.2) 
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The quantity A(z) is the bolometrlc luminosity distance defined as 

A{z) = z I [ ( 1  + 1 / 2  +  1  +  
1 + z(l - qo) 

Qoz] 
(5-3) 

The term 2.5(1+Q:)/O^(1+Z) in equation 5.1 represents the effect of the redshift on 

measurements through a fixed color band (i.e. the K-correction). Since we do not 

have apparent B magnitudes, we determine them from the apparent V magnitude 

and the spectral energy index, a, according to the following equation 

where As=4500A and Av^=6060A for the HST filters. We assume the width of the 

filter bands to be comparable. Using this equation with Q!=-1.0 yields B-V=0.32. 

We use a of -1.0 or -0.5 in later calculations for direct comparison with other LFs 

in the literature. Based on the spectra for Seyfert-nucleus dominated galaxies used 

in Chapter 4, their rest frame B-V colors are 0.34, 0.50 and 0.71 for Seyfert 1, 

1.5 and 2 galaxies respectively. Our choice of a for the sake of comparison may 

be somewhat blue for the typical object in our survey, however, the choice of 

magnitude bin sizes is much larger than this error in the magnitude. 

The absolute magnitude of each point source in the sample is determined 

according to the above equations. With the absolute magnitude we determine the 

maximum redshift at which the point source would be observable in each of our 

70 WFPC2 fields. The limiting point source magnitude per field is determined 

for each object by calculating its apparent magnitude had it been detected in a 

galaxy at the limiting galaxy magnitude of each field (see Table 2.2). This point 

source limiting apparent magnitude per field is based on the observed percentage of 

galaxy light contained within the nucleus. The maximum redshift per field is then 

used, in combination with the total area of the field in steradians, to determine the 

B — V — Oc2.blogiQ{^Xg / Xy) (5.4) 
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comoving volume over which each object is observable in each survey field. The 

summation of the volimies for each field is the accessible volume for that particular 

object. The quantity 0 is then determined as a function of absolute magnitude and 

redshift through the following summation 

= (5.5) 
j=l •'a 

for zy€(zi,z2) and Mj6(Mi,M2) where Mi = M - dM/2, M2 = M + dM/2, zi = z -

dz/2, and Z2 = z + dz/2. The integer j denotes individual galaxies in each absolute 

magnitude and redshift bin. In this way, the number density is determined for a 

discrete luminosity interval and a discrete redshift interval. 

Because of the large errorbars in redshift for the photometrically determined 

objects in our sample, an additional consideration is made in determining the 

luminosity function. We allow each individual object to be viewed as a Gaussian 

distribution of itself in redshift space. To do this in the LF calculation, each point 

is represented as 60 points spread over ±3cr of the redshift range. Each of the 60 

points is weighted according to a Gaussian distribution so that the points near the 

central redshift are weighted highest, those near the Scr limits are weighted lowest, 

and the summation of all 60 points is equal to 1.0 (see Figure 5.1). In this way, 

each object is spread over its appropriate luminosity range in the LF calculation. 

The determination of ^ is then computed by 

= Y. ' (5.6) 
h=l 

so that only the appropriately weighted portion of each point is considered in the 

number density calculation in each specific luminosity and redshift interval. The 

value of k represents the individual fractions of each galaxy so that n is the number 

of galaxies multiplied by 60, the number of divisions in redshift space over which 

each point is distributed. 
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Figure 5.1 Distribution of weights as a function of for galaxies with 
photometrically determined redsWfts. Each galaxy is treated as a distribution 
centered on its estimated redshift but distributed over ±3(T. 
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We also attempt to correct for incompleteness in our LF based on our 

analysis shown in Figure 2.15. For each point source in the survey, the level of 

incompleteness is determined depending on the point source-to-total luminosity 

ratio of the object. This factor is then multiplied with 1/Vo for each object in the 

survey so that the final LF reflects the incompleteness correction. 

5.1.2. Comparison with the Local Luminosity Function for Seyferts 

Figure 5.2 is the luminosity function for nuclei having colors consistent with 

Seyferts. Here we have plotted log(^) in units of # Mpc~^ mag~^ vs. the absolute 

B magnitude. The apparent V magnitudes were used to determine B magnitudes 

from equation 5.4. Table 5.1 provides the data used to construct this figure, 

including the number of data points in each bin n and the number corrected 

for incompleteness Ticorrected- The luminosity function shown is for point sources 

contributing >3% of the total galaxy light. Figure 5.2 is the luminosity function 

with H(,=100 km s~^ Mpc~\ qo=0.5 and a=-1.0. The solid line represents the 

LF at 0<z<0.4 and the dashed line represents the LF at 0.4<z<0.8. The mean 

redshift of the low z bin is <z>=0.31 and for the high z bin is <z>=0.57. We 

compare our LF with that of HB for Seyfert 1 and 2 galaxies from the CfA redshift 

survey (dot-dashed line). 

We first investigate the overlapping region of our LFs with that of HB. We 

notice that in the region of -18.5>MB>-20.5, where the LFs overlap, that the 

number density appears to remain constant between our LFs and theirs. Our LFs 

appear to be in good agreement with that of HB and maintain the same shape 

within the overlapping magnitude bins. In support of the number density of AGNs 

observed in this luminosity range, we note the X-ray findings for LLAGNs as 

compared with that of HB. The Einstein Extended Medium Sensitivity Survey 
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Figure 5.2 The luminosity function of compact nuclei >3% of the total galaxy light. 
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(EMSS) provides an X-ray selected sample of LLAGN for which the optical 

luminosity fimction has been derived (Delia Ceca et al. 1996). They used 226 

broad-line AGN from this survey with measured redshifts and V magnitudes. 

Their LF extends to the same limiting absolute magnitude as that of HB and they 

find good agreement with their number density for broad-line AGNs. Here we 

have compared the present data with the HB LF for both Seyfert I and 2 type 

galaxies. Although the EMSS result is only for Seyfert 1 galaxies, it confirms the 

number density of broad Une LLAGNs locally through a different selection method 

supporting the HB number density at faint absolute magnitudes. 

To provide a more careful check on the possibility of increase or decrease 

between our LFs and that of HB within their overlapping liuninosity range, we 

consider the number density of nuclei in our sample which are similar to the 

Seyfert nuclei of HB. Granato et al. (1993) have shown that Seyfert nuclei from 

the CfA survey and other Markarian Seyferts have nuclei which contribute 20% 

to 100% of the total galaxy light. If we limit our LF to include only our nuclei 

that comprise more than 20% of the gala^Qr light, and are therefore more like 

those objects included in the HB study, we find the number density to decrease 

by a factor of 1.25 from that shown in Figure 5.2 for LF points at MB=-19 and 

-20. This amount of decrease is still consistent with our number density being the 

same as that of HB in these luminosity bins. We can further attempt to improve 

the comparison by correcting for possible incompletion in the HB data due to the 

observed axis ratio bias of their sample illustrated in Maiolino & Rieke (1995). 

Accordingly, the HB data may be incomplete by a factor of 2. Correcting their LF 

for this level of incompleteness and comparing with our corrected LF, the number 

densities at MB=-19 and -20 remain the same within the errors and are consistent 

with no change in the number density of LLAGN over this luminosity range. A 
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statistical test is done by computing the density weighted 1/Vo' number density 

(discussed in the following paragraph) for our nuclei in the overlapping luminosity 

bins and determining if the amount of density increase is statistically signficant 

when compared to the HB number density in the same luminosity range. This test 

reveals that the two datasets axe consistent with no density evolution within the 

errors. 

Focusing now on the faint end of our LFs we notice that our upper limit 

luminosity functions for LLAGNs appear to flatten in both the high and low 

redshift bins at MB >-16. The implication of this observed flattening with regard 

to quasar evolution models is discussed in detail later in this chapter. We also 

examine the difference in nimaber density between our LFs at the faint end. There 

does not appear to be evidence for a significant increase in number density between 

our high redshift LF and the low redshift LF within the Poisson errors. However, 

the high redshift LF consistently lies above the low redshift LF. This is most 

obvious at Mb>-18. TO determine if the density increase is statistically significant, 

we use the <V'/Va'> method where Vo' is the density weighted accessible volume 

(Schmidt k Green 1983). Since our LFs are nearly parallel, we assimie luminosity 

independent density evolution of the form /)(z)=(l+z)^. The mean value of V'/VQ' 

is 

< V'/V; >= 0.5 ± (12N)-'/2 (5 7) 

for objects distributed according to the assumed density equation. We begin our 

test by assuming no density evolution (/3=0) which yields <V'/Va'>=0.602±0.043. 

We then increase P until <V'/Va'>=0.5±0.043. This equality is reached at P=l.9, 

which represents the least amount of statistically significant density evolution to 

describe our data at z<0.8. 
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Because our data represent upper limits of the AGN LF, this apparent increase 

in number density at the faint end should be carefully interpreted. If our selection 

technique systematically includes more objects at high redshift than at low redshift, 

the increase may not be real. However, we have shown that the unresolved region 

of HST increases slowly with redshift, varying only by 250 parsecs in diameter 

(Ho=75) over the range 0.2^z^0.8. One would need a significant population of 

galactic nuclear objects having actual sizes between 300 and 550 pc in diameter so 

that they would appear unresolved in the higher redshift bin but appear resolved 

and therefore not included in the low redshift bin. We examine the likelihood 

of this possibility by investigating the bulge population in spiral galaxies in our 

survey. Figure 5.3 shows the bulge diameter in parsecs based on the bulge half-light 

radius for spiral galaxies in our survey with spectroscopic redshifts (filled circles) 

and for galaxies with photometric redshifts (open circles). The solid line is the 

resolving limit of HST assuming Ho=75 km/s/Mpc. This diagram shows that the 

number of bulges does not appear to increase at small diameters. We would expect 

that if bulges exist in oxir survey below the HST resolving limit, their nimiber 

density would decrease towards zero as they approach zero diameter. 

A test can be performed to determine if the increased number density observed 

for our unresolved nuclei could be due to a population of nuclear objects which 

appear unresolved at high z while remaining resolved at low z. Based on the bulge 

distribution shown in Figure 5.3, we simply count the number of bulges that would 

appear unresolved if the number density of bulges in our survey remained constant 

down to bulge diameters of zero. In this way, we assimae an upper limit number 

density for the small bulge population. We compare the number of bulges which 

would be observed in the lower redshift half of the survey as compared to the upper 

redshift half where we divide equally the volume of space. Equal volumes of space 
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axe measured between 0<z<0.447 and 0.447<z<0.8. In this experiment, we find 

that the number of unresolved bulges would remain consteint within the Poisson 

errors between the two redshift bins of equal volume. We find that the number of 

nuclear point sources in our stirvey increases by a factor of 1.65 between the low 

redshift and the high redshift bins which is a statistically signficant number density 

increase within the Poisson errors. This simple test indicates that the observed 

increase in number density could not be due to unresolved bulge-like objects in our 

survey. 

Another test of the number density increase is conducted by performing the 

<V'/VA'> calculation over a smaller range in redshift. By limiting the redshift 

range, we reduce any effect on the observed number density evolution caused by 

marginally resolved nuclear objects becoming unresolved and adding to the number 

density at higher z. If we limit ourselves to performing this calculation for objects 

observed out to z=0.4, we find that the least amount of density evolution necessary 

to describe the observations is consistent with that required to describe the data 

out to z=0.8. 

For the reasons we have outlined here, we interpret the increase in number 

density as resulting firom an actual increase in the population of LLAGNS and 

nuclear starburst regions at -18<MB<-14. This observation poses the following 

question: if we observe an increase in number density at the faint end of our LF 

(MB<-18) but no increase at MB=-19 to -20 as compared with HB, what are the 

implications for the global evolution of active nuclei? One explanation is that the 

population mix at the faint end is different from that at the bright end. Where 

we overlap with the LF of HB, our nuclei are likely to be more like the traditional 

Seyfert 1 galaxies. This is supported by the spectroscopic identifications of our two 
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Figure 5.3 The bulge diameter in parsecs based on the bulge half-light radius 
for spiral galaxies in our survey with spectroscopic redshifts (filled circles) and 
photometric redshifts (open circles). The solid line is the resolving limit of HST 
assuming Ho=75 km/s/Mpc. 
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brightest nuclei. However, as we look at less luminous nuclei, we are probing a mix 

of fainter Seyfert 2s and LINERS. This population reveals an increase in number 

density with redshift out to z~0.8 whereas the brighter Seyfert 1 nuclei do not 

show any number density evolution out to this redshift. In the following section, 

we discuss further the implications of this scenario for comparing our observations 

with the intrinsically brighter QSO LPs. 

5.1.3. Comparison with QSO Luminosity Functions 

Figure 5.4 is the luminosity function with Ho=50 km s~^ Mpc~\ qo=0.5 and 

a=-0.5. Again, the solid line represents the LF from 0<z<0.4 and the dashed line 

is for 0.4<z<0.8. Here we compare with the LF for QSO's from the compilation 

by Hartwick and Schade (1990) for QSO's having 0.16<z<0.4 (solid line at higher 

luminosities) and 0.4<z<0.7 (dashed line at higher luminosities). These redshift 

bins are roughly comparable to ours. Table 5.2 provides the data used to construct 

these LFs. 

This figiu-e is useful for studying how the LF at fainter magnitudes compares 

with the bright end and allows us to investigate the nature of the luminosity 

function evolution. There is some indication in this figure that the shape of the LF 

changes between the low and high redshift bins when we consider both the low (this 

study) and high (Hartwick & Schade) luminosity points. If we assume that our 

upper limit LFs represent LLAGNs which are of the same nature as the brighter 

QSOs, any change in the overall shape of the LF would argue against both pure 

density evolution and pure luminosity evolution for these objects. Pure density 

evolution of the quasar LF has been ruled out by results from a large number of 

quasar surveys (e.g. Cheney & Rowan-Robinson 1981). In pure density evolution, 

the past LF is the same in shape as the local LF but shifted to higher densities. 
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Figure 5.4 The luminosity function of compact nuclei >3% of the total galaxy light. 
The solid line represents nuclei at 0<z<0.4 and the dashed line is for 0.4<z<0.8. 
At higher luminosities we show the LF for QSO's from the compilation by Hartwick 
and Schade (1990) for 0.16<z<0.4 (solid line at MB<-22) and 0.4<z<0.7 (dashed 
line at Mb<-22). Here we have assumed Ho=50 km S"'^ Mpc~\ qo=0.5 and A=-0.5. 
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An overview of quasar evolution models can be found in Koo (1986). In pure 

luminosity evolution, a uniform shift to brighter luminosities is observed while the 

LF shape is preserved. Under these assumptions, the combined LFs in Figure 5.4 

do not appear to favor either of these scenarios although we examine this question 

further below. 

There have been many analytical representations for the shape of the quasar 

LF proposed in the literature. The double power-law model of Boyle et al. (1988) 

is well-constrained and has been successful at z^2.2. This model can be written as 

+ (L/L^)^" 

where the redshift dependence, Lz, is 

Lz = L»(H- — z»)^f2o^\ (5.9) 

as in Pei (1995) where pure-luminosity evolution is assumed and a is the spectral 

index. In equation 5.8 pi is the power-law index for the faint end while Ph 

represents the bright end. To better compare our LF with the brighter quasar LF 

from Harwick &: Schade, we extrapolate this model, fitted to their data, to lower 

luminosities. 

Figure 5.5a shows the LFs from Figure 5.4 with the double power-law model 

fit to the high luminosity data shown as the dotted line. The fitted parameters 

from Pei (1995) are /3,=1.64±0.18, /?/,=3.52±0.11, z.=2.75±0.05, o-.=0.93±0.03, 

log(L»/L0)=13.O3±O.lO, and log(^«/Mpc^)=-6.05±0.15. These parameters are 

the best fit to the Harwick & Schade LFs at various redshift bins. Here we have 

calculated the model at the median redshift for each of the two redshift bins to 

overlay with the LFs. Although the fit to the high luminsity LFs is very good, this 

model does not fit our LFs at lower luminosities. The model predicts lower number 
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Figiire 5.5 a) The double power-law model fitted to the bright quasar LFs (dotted 
line) using parameters from Pel (1995). b) The same model fitted to both the 
bright LF and the faint LF (this data). We assume Ho=50 km s"^ Mpc~S qo=0.5 
and Q:=-0.5. 
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counts than our observations in the low redshift bin at -19<MB<-16 and in the 

high redshift bin at -19<MB<-17. We also note that the model predicts lower 

number counts than that observed by HB as inferred from the agreement in Figure 

5.2 between their LF and our data over the common absolute magnitude range. 

Because our luminosity fimction is only an upper limit on the AGN LF at 

moderate redshifts, it is not necessarily in disagreement with the extrapolated 

number counts of the model fits. As described previously, even if we assiune that 

the nuclei in our survey are non-thermal in nature, our LF is likely to include an 

increased population of low-limiinosity AGNs such as LINERS and faint Seyfert 2 

nuclei. The extrapolated results of this model using the fitted parameters described 

above may be consistent with the population of faint QSOs and Seyfert 1 galaxies 

but may underestimate the total number of AGN including Seyfert 2s and LINERS 

at MB>-22. 

In Figure 5.5b we show the same LFs with the double power-law model fitted 

to both sets of data using minimization. The fitted parameters are Pi=l.6, 

j3h=ZA, log(L,/LQ)=12.5 and log(0,/Mpc^)=-5.2 holding z, and a constant at 

the fitted values of Pei. The flattening of the LF in the faint data is not well fit 

by this model. The of the fit to this combined data set indicates a worse fit 

than that obtained for the bright quasar data alone in several redshift bins. We 

notice that the largest change in the fitted parameters occurs in the normalization 

and inflection point of the double power-law model and not in the slopes. Our two 

brightest LF bins, which are consistent with the HB local LF, largely influence 

the fit in this manner. If the two data sets being combined here are actually 

representing the same type of active nucleus, this result indicates that the double 

power-law model assuming pure luminosity evolution is not the best representation 
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of the data. The transistion region between the low and high luminosity data 

appears to require a model with additional variables for adequate fitting of this 

portion of the LF. 

This result leads to the following question: without considering the bright 

quasar data from Harwick & Schade, how well does pure luminosity evolution 

(PLE) model our faint LF over the redshift range to z=0.8? We fit a simple 

power-law to our low and high redshift LFs and determine the amount of PLE 

necessary to adequately model the data. 

A power-law is fit to both the high and low redshift LFs from -18^Ms;$-14 of 

the form 

log(j>{z) = const •\-'yM{z) (5.10) 

where 7 is the slope of the Iog«^M relation and is found to be 0.079±0.066. We find 

the mean increase in log0 over this magnitude range is 0.4. This Alog0 divided by 

7 gives the change in magnitude, AM=5.ll^3^. For pure luminosity evolution 

AM = 2.b5log{{l + Zhigh)/{'^ + ziow)) (5.11) 

Here, S is the amount of PLE necessary to account for the observed density increase 

in a power-law parameterization in (1+z). Using the mean z for each of our LF 

bins, we determine (J=25.8liiV- This simple calculation shows that the amount of 

PLE necessary to account for the observed density increase is unreasonably large 

and unlikely to explain the observations. 

The fact that our LF is only an upper limit probably does little to remedy the 

flatness of the faint end of the AGN LF. Any population of objects which may be 

included in our survey, such as intermediate aged starburst nuclei or minor merger 

remnants, is likely to have a luminosity function with a negative slope at the faint 
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end similar to that observed in the normal galaxy LF. If this is the case, subtracting 

an LF of this shape from our upper limit would result in fiirther flattening of the 

faint end of the AGN LF. 

5.2. The Number of LLAGN in Local Spiral Galaxies 

In this section we address the implications the observed number density of 

compact nuclei in our survey has for the lifetimes of LLAGN and the fraction of 

present-day spiral galaxies that may host AGN of low luminosities. We first make 

the assumption that the observed number density increase with redshift is caused 

by the evolution of LLAGNs. As we will describe further in the following section, 

we assiune a Gaussian density evolution equation for these objects consistent 

with the observed mild density evolution to z=0.8 but turning over at z=2.3 (see 

equation 5.16). At their peak density at z=2.3, the total number of unresolved 

nuclei is 5.9x10"^ Mpc~^ mag~^ with Ho=100 km s~^ Mpc~^ If our sample 

consists entirely of LLAGNs, what fraction of present-day galaxies are likely to 

have contained an LLAGN at some point in their lives? Typically our nuclei are 

found in spiral galaxies with absolute magnitudes in the range -20.5<Ms<-18.5. 

Using the LF of Marzke et al. (1994) for spiral galaxies, the number of local spirals 

in this absolute magnitude range is 9x10"^ per Mpc^. This result implies that 

almost all present-day spiral galaxies contain LLAGN with absolute magnitudes 

of MB—-16, some of which may now be dormant. The total number density at 

z=1.0, which requires less extrapolation of our observations, indicates that ~40% 

of present-day spiral galaxies contain LLAGN in this magnitude range. If we 

assume the observed luminosity of these objects is due to disk accretion onto a 

black hole, we can determine if the amount of matter necessary to fuel an AGN of 
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this luminosity over a Hubble time is plausible. We convert the absolute magnitude 

to bolometric luminosity based on hboiJ^B = 11-8 ±4.3 for quasars from Elvis et 

al. (1994). An order of magnitude approximation for the implied M is given by 

M ~ Lb<A{lQ~^MQ/yr)/{lQFergs/s) (5-12) 

from Shapiro & Teukolsky (1983). For nuclei with MB=-16, M=1.6X10^'^ kg/yr. 

After 15 Gyr, the object accretes ~10^ M©, comparable to the mass of the 

black hole, which is a reasonable amount of matter for accretion. This result has 

interesting implications on the search for AGN in local galaxy nuclei. 

5.3. Implications For the X-Ray Source Surface Density 

Quasars have long been known as strong X-ray emitters and statistically significant 

samples have been selected through X-ray surveys (e.g. Giacconi et al. 1979). 

How quasars and their low-luminosity counterparts contribute to the diffuse 

X-ray backgroimd has been a question of interest for some time. In particular, 

low-luminosity AGNs axe considered good candidates for explaining the origin of 

the soft X-ray background (0.2 - 4.0 keV). 

Schmidt and Green (1986) derived the contribution of LLAGNs (MB>-23) to 

be 29% of the observed background at 2 keV assuming no evolution in the number 

density. They note that any substantial evolution would dramatically increase 

this value. Other studies indicate that 30% to 90% of the background at 2 keV 

originates from AGNs (Boyle et al 1993) but with the brightest AGN making up 

30%. Could the rest of the soft background be comprised of LLAGN? 

We calculate the likely contribution of the compact nuclei in our survey to the 

X-ray background based on assumptions about the X-ray nature of the nuclei. Let 



170 

us assume that the X-ray flux of our nuclei is most like that for fainter AGN such 

as Seyfert 2s and LINERS. From the Einstein Observatory Tmaging Proportional 

Counter (IPC), soft X-ray spectra for 22 Seyfert 2s and some LINERS in the 

range of 0.2 to 4.0 keV have been obtained (Kruper et al. 1990) and the X-ray 

luminosity for these objects is lo42±o-72 gj.g g-i Qj-jjgj- fQj. these galaxies to be 

spectroscopically classified as Seyfert 2s or LINERS, the nucleus must contribute 

a large fraction of the total galaxy light. From the C£A redshift survey, we know 

that spectroscopiccdly selected Seyferts have nuclei contributing between 20% and 

~100% of the total galaxy light (Granato et al. 1993). Because our nuclei are 

roughly an order of magnitude fainter, we assume their X-ray flux is also an order 

of magnitude fainter and is likely to be closer to IxlO''^'^"-^ erg s~^ 

We first assTune that the LFs we observe consist entirely of LLAGN and 

that the mild evolution in the mmiber density observed for these objects over the 

absolute magnitude range -18;^MB;^-14 represents evolution in the LLAGN number 

density with redshift. Since the LF is relatively parallel over this magnitude range 

in both redshift bins, we allow the number density to be independent of luminosity 

for these objects where 

log<f> = 1.9log{z + I) — 4.09 (5.13) 

for Ho=50 km s~^ Mpc~\ qo=0.5 and Q:=-0.5 and where is in units of Mpc"^ 

mag—I. 

To determine the total X-ray flux for these objects, we integrate the number 

density 0(z) multiplied by the X-ray flux out to Zmax-

f^max £j dV 

where Ixot is the total X-ray flux from the point source nuclei. The volume element 
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is defined in Avni (1978) as 

dVfdz = uj{cfHo)J\}{z){l + z)~^(l + 2qoz)~^-^ (5.15) 

We assume a Gaussian form for the number density evolution consistent with the 

mild evolution observed out to z=0.8 (equation 5.13) but reaching a maYimnm near 

z=2.3, the apparent peak in the quasar number density from Schmidt, Schneider & 

Gunn (1991). 

<t>{z) = 1.03 X 10-^(1 + z)-°-^ea:p(-(z - 2.3)72) (5.16) 

in units of Mpc~^ mag—1. The integration out to Zmox=4.0 over 4 magnitude bins 

(-18<Mb<-14) yields a total X-ray flux of io-8-84±O.72 g^gg g-I sr"*^ for the 

0.2 - 4.0 keV range. 

A recent measurement of the X-ray backgroimd using ROSAT (Chen, Fabian 

& Gendreau 1997) found an intensity of 1.46xl0~® ergs s~^ cm~^ sr~^ in the 

1-2 keV range. Hasinger et al. (1993) find an X-ray background intensity of 

1.25xl0~® ergs s~^ cm~^ sr~^ for this energy range. To convert between the 

measured energy ranges for comparison, we assume a power-law X-ray spectral 

index of ai=-0.5 based on Einstein Observatory IPC observations of low luminosity 

AGNs consisting primarily of Seyfert 2s and LINERS (Kruper et al. 1990). The 

conversion factor from the 0.2 - 4.0 keV to the 1-2 keV range is 0.267. Assuming 

an X-ray background intensity of 1.36x10"® for 1 - 2 keV (an average of the two 

measured values), our nuclei between -18<MB<-14 contribute 3^2^% of the X-ray 

background. 

We also calculate the contribution of these nuclei to the X-ray background 

using an optical-to-X-ray flux conversion from ROSAT. Based on 283 AGN from 

the ROSAT All-Sky Survey (Bade et al. 1995), the median log(fx/fB) is 0.55 with 
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a range of ~±1. The ROSAT energy range is 0.1 - 2.4 keV. We convert our Mg 

magnitude to X-ray luminosity using this ratio and simi the total X-ray luminosity 

per absolute magnitude bin over the range -18<MB<-14. This total is then 

used in the integral in equation 5.14 to determine the total X-ray intensity for 

the nuclei in our s£imple. Using this conversion, we find the X-ray intensity of our 

nuclei to be ergs s~^ cm~^ sr"^. This corresponds to a mean contribution 

of 30% of the X-ray background intensity at 1 - 2 keV although the uncertainty 

in the optical-to-X-ray flux allows for the total X-ray intensity to exceed the soft 

X-ray background. 

Because we do not have actual X-ray flux measurements for the galaxies in 

our sample, these estimates of their contribution to the soft X-ray backgroimd 

are based on assumptions about the X-ray nature of these objects. Although we 

cannot say with certainty what their true contribution is, these results suggest that 

LLAGN may contribute a significant portion of the soft X-ray backgroimd if the 

X-ray-to-optical flux scales accordingly at faint optical magnitudes. Further study 

of the X-ray properties of faint AGN would provide tighter constraints on their 

likely contribution to the diffuse X-ray background. 



Table 5.1. Luminosity Functions (Ho=100, qo=0.5 and a=-

MB 0 n ^corrected 0 n '^corrected 

0 < z < 0.4 0.4 < z 

00 O
 

VI 

-13.0 -3.02 0.33 1.20 -2.64 0.08 0.31 

-14.0 -2.65 2.26 6.13 -2.26 0.63 2.44 

-15.0 -2.81 3.01 9.92 -2.61 2.58 7.51 

-16.0 -2-94 3.17 9.10 -2.58 8.79 21.43 

-17.0 -3.09 2.96 6.55 -2.94 7.63 17.22 

-18.0 -3.64 0.99 1.90 -3.35 3.50 5.46 

-19.0 -4.18 1.02 1.54 

-20.0 -4.21 1.06 1.61 



Table 5.2. Luminosity Functions (Ho=50, qo=0.5 and o:=-0.5) 

MB 0 n ^corrected 0 n ^corrected 

0 < z < 0.4 0.4 < z < 0.8 

-13.0 -3.81 0.06 0.21 

-14.0 -3.98 0.16 0.58 

-15.0 -3.87 0.64 2.27 -3.10 0.50 1.94 

-16.0 -3.51 3.23 9.40 -3.64 1.03 3.68 

-17.0 -3.73 3.47 11.12 -3.38 7.55 19.76 

-18.0 -3.99 2.33 6.65 -3.73 7.93 18.87 

-19.0 -4.11 2.97 5.02 -4.07 5.24 8.69 

-20.0 -4.75 1.68 2.55 

-21.0 -5.02 1.34 2.04 
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CHAPTER 6 

CONCLUSIONS 

The main purpose of this study is to understand the space density and properties 

of active gaiaxies to z~0.8. We have investigated the frequency and nature of 

unresolved nuclei in galaxies at moderate redshift as indicators of nuclear activity 

such as AGN or staxbursts. Below we summaxize the main results and conclusions 

from this study. We also discuss future projects to be carried out based on this 

survey data which will help to answer additional questions about the nature of 

these objects. 

6.1. Summary of Results 

We have morphologically selected compact nuclei galaxies from HST WFPC2 V 

(F606W) and I(F814W) images based on maximum likelihood fitting of the galaxy 

light profile to identify all major components of the galaxy; exponential disk, 

bulge, and nuclear point source. Incompleteness levels for this type of selection 

have been determined based on Monte-Carlo simulations of the fitting procedure 

using real galaxies with superimposed nuclear components. We detected 101 
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galaxies containing unresolved nuclear components comprising >1% of the total 

galaxy light. In our survey of 1033 galaxies at I;^21.5, the fraction containing an 

unresolved nuclear component greater than 3% of the total galaxy light is 16±3% 

corrected for incompleteness. The fraction of galaxies containing an unresolved 

nucleax component greater than 5% of the total galaxy light is 9±1%. 

To determine the number density of the compact nuclei galaxies we must know 

the redshifts of the galaxies in our sample. Spectroscopic redshiffcs were obtained at 

the Kitt Peak 4-meter telescope for 29 of these galaxies with 6 additional redshifts 

taken from the literature for galaxies in the Groth Survey Strip and HDF. A few 

of the galaxies in the sjimple contain nuclei comprising ~30 to 50% of the galaxy 

light and displayed spectral features indicative of Seyfert 1 and 2 AGN. Most of 

the galaxies, however, contain nuclei comprising less than 20% of the galaxy light. 

Therefore the spectra display spectral features of the host galaxy and cannot be 

used to classify the nucleus. Redshifts were photometrically estimated for the 

remainder of our sample based upon a large database of MDS galaxies for which 

redshifts, magnitudes, and V-I colors were known. Empirical relationships among 

these characteristics allow us to estimate redshifts for the host galaxies in our 

sample to accuracies of CTz=0.1 to z=0.8. 

The compact nuclei appear to favor host galaxies with bulges contributing less 

than 50% of the galaxy light. The majority of hosts have small bulges (less than 

20% of the galaxy light) consistent with late-type spiral galaxies. The distribution 

of host galaxies is similar to that found by Ho et al. (1997a) for local dwarf Seyfert 

nuclei but is also consistent with that of local starbursting galaxies (Balzano 1983). 

If our sample consists of moderate redshift starburst and AGN, we detect no 

evidence of evolution of the dominant host galaxy types for these objects to z~0.8. 
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Compared to the entire sample of survey galaxies, the host galaxies of compact 

nuclei have smaller half-light radii. Very few of the large, faint galaxies in the 

survey contain compact nuclei. This may be a result of low surface brightness 

galaxies being stable against the growth of bar instabilities which may help fuel 

nuclear activity. Concerning the colors of the host galaxies, they are generally like 

those of other morphologically similar galaxies in the field with a slight tendency 

to be bluer. This result agrees with findings for local AGN host galaxies. We 

also note that compact nuclei avoid host galaxies with low disk axis ratios ((b/a) 

^0.4) although to a much lesser degree than spectroscopically selected samples of 

Seyferts. This slight effect may be caused by obscuration in a flattened disk parallel 

to the plane of the host galaxy or by the main disk containing dust extending into 

the galaxy center. 

We determine the absolute magnitude range of our host galaxies using the 

spectroscopic and photometric redshifts. The distribution peaks at MB~-21.3 

with Ho=50 km/s/Mpc which is very similar to that for local Sej^fert hosts. The 

distribution of absolute magnitudes for the hosts is similar to that for local LLAGN 

and HII nuclei hosts found by Ho et al. (1997a and 1997b). 

The V-I colors of the nuclei can be used to help determine their natiure by 

comparing them with the colors of Seyfert nuclei and other stellar populations of 

various ages. Using spectra from the literature, we calculated synthetic colors for 

typical Seyfert 1, 1.5 and 2 galaxies dominated by the nucleus as well as HII nuclei 

and intermediate aged stellar populations as proxies for possible starburst nuclei or 

minor merger remnants in our sample. Most of the nuclei have colors consistent 

with Seyfert nuclei and also consistent with intermediate aged star clusters. A 

small number have colors too blue to be Seyferts but are consistent with young or 
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intermediate aged star clusters and are likely to be starburst nuclei. 

The subsample of our objects having colors consistent with those of Se3^ert 

nucleus-dominated galaxies as well as intermediate aged starburst nuclei represents 

an upper limit estimate on the number density of AGN in our survey. This 

subsample is used to construct the upper limit luminosity function for faint AGN 

out to redshifts of z~0.8, providing the first look at the shape and parameters of 

the AGN LF in this luminosity and redshiffc regime. We find that our upper limit 

LF compares well with that for Seyferts in the CfA redshift survey (Huchra & Bxirg 

1992) with no evidence for an increase in the number density over their common 

magnitude range. However, we detect a mild increase in the number density of 

compact nuclei between our low (<z>=0.31) and high (<z>=0.57) redshift LFs 

of the form 0oc(l+z)^-® for nuclei at -18;:^MB^-14 (HO=50 km/s/Mpc). The mild 

number density evolution at the faint end of our LFs could be the result of an 

increase in the fraction of Seyfert 2 nuclei at LINERS in this luminosity range. 

Both the low and high redshift LFs for our data appear to flatten at Ms >-16. 

When compared with the bright quasar LFs from Harwick & Schade (1990), the 

overall shape of the LF appears to change from low to high redshift arguing against 

pure density and pure luminosity evolution if our LFs represent the intrinisically 

fainter coxmterparts of QSOs. However, this apparent change in shape may be 

caused in part by the possibility that our fainter LFs contain a greater fraction of 

Seyfert 2 nuclei and LINERS. The flatness of our LF at these faint magnitudes 

and the increase in nimiber density is inconsistent with pure luminosity evolution 

within our observations. Additionally, we find the number density of our nuclei 

combined with the observed mild evolution indicates that almost all present-day 

spiral galaxies could host LLAGN either active or dormant. 
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We calculate the likely contribution of the compact nuclei in our survey to 

the X-ray background based on assumptions about the X-ray nature of the nuclei. 

Assuming the X-ray flux of our nuclei to be similar to that of Sejrfert 2s and 

LINERS and that optical flux scales with X-ray flux, we estimate these nuclei in 

the range -18<MB<-14 can contribute up to 15% of the soft X-ray background at 

1 to 2 keV. Using an X-ray-to-optical flux ratio for AGN from the ROSAT All-Sky 

Survey, these nuclei could contribute as little as a few percent of the soft X-ray 

background but the large uncertainty in the applied ratio would allow their total 

X-ray flux to exceed the soft X-ray background intensity. Further study of the 

X-ray properties of faint AGN is needed to provide tighter constraints on their 

likely contribution to the diffuse X-ray background. 

6.2. Future Work 

The results of this study provide the first look at the population of LLAGNs at 

moderate redshifts. Many additional questions can be studied with this dataset 

to understand better the processes that create and maintain nuclear activity in 

galaxies. In the cases of both AGN and starbursts, mechanisms are required within 

the host galaxy to provide fuel for the nuclear activity. Many such mechanisms have 

been proposed such as bars, galaxy-galaxy interactions, and other morphological 

disturbances. These tjrpes of disturbances have been well studied in local groups of 

galaxies giving only the current picture of how host galaxy morphology relates to 

nuclear activity. It is likely that some morphological disturbances, after initiating 

nuclear activity, become relaxed over time and are less easily observable. This 

could explain the lack of a bar/AGN connection and the small numbers of galaxy 

neighbors and interactions observed among local Seyferts. Studying a population 
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of active galaxies at earlier epochs will help us understand how such fueling 

mechanisms evolve on a global scale over several gigayears. 

The residuals from our fitting algorithm can be quantitatively examined 

for evidence of bars, rings and other disk asymmetries which indicate a nuclear 

fueling mechanism. Of particular interest is the presence of bars at earlier epochs 

in galaxies having nuclear activity. The theoretical models of Friedli & Benz 

(1993) predict that once a bar has channeled enough of the galaxy's mass into 

the central few himdred parsecs of the galaxy, it will dissolve on approximately 

gigayear timescales. By determining the frequency of bars in AGN/starburst hosts 

to z~0.8, we can trace the global evolution of bars in initiating nuclear activity. 

If a higher frequency of bars is detected at high z while decreasing towards lower 

z, the typical duration of a bar in an active galaxy as well as the likely formation 

epoch can be estimated. This scenario is consistent with the lack of a bar/AGN 

connection observed locally (McLeod & Rieke 1995; Ho et al. 1996c). If the bar 

frequency remains constant with z, bars might be forming at a rate close to the 

rate at which they dissolve. Another globally interesting question can be answered 

by studying the control sample of field galaxies. Since many galaxies may have 

experienced episodes of rapid star formation, tracing the evolution of bars and 

other asymmetries in the control sample will help us understand when and how 

these perturbations have affected the general population of galaxies. We can also 

determine how the presence of a bar affects the AGN/starburst luminosity. Closely 

related to bars, galaxy rings can be studied as well. These might be indicators that 

a bar exists or recently existed within the galaxy (Shlosman et al. 1990). 

Studying the incidence of close pairs and interactions among AGN/starburst 

host galaxies will also reveal information about how the fueling mechanisms of 
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active nuclei evolve. Gravitionally induced perturbations to normal galaxies may 

provide the initiative for active nucleus fiieling. An increase in the number of hosts 

having nearby neighbor galaxies at moderate redshifts will indicate at what epoch 

gravitionally induced perturbations most efficiently initiated nuclear activity. It 

will also be possible to study the relationship between the mass or luminosity of the 

neighbor galaxy and the luminosity of the active nucleus. The limiting magnitude 

for detecting galaxies in most WFPC2 parallel images is ~2 magnitudes below that 

for the fitted galaxies. This allows us to search over a large range in magnitude for 

active galaxy neighbors so that faint as well as bright companions can be detected. 

In order to more directly compare the results of this survey to local and 

moderate redshift spectroscopic surveys (e.g. Tresse et al. 1996; Ho et al. 1997a), 

the morphologies of these survey galaxies must be examined in the same way as our 

HST imaged galaxies. Such a study will bring to light the differences and biases 

in these survey techniques. High resolution groimd-based images for a sample of 

local low-luminosity Seyfert galaxies would allow us to study the nuclear regions 

and determine the fraction in which the AGN can be morphologically detected. 

Likewise, HST images of many fields included in the CFHT spectroscopic survey 

are being obtained and will be available through the archive in less than a year. 

The fitting techniques described here can be applied to this data set to determine 

the number of galaxies containing morphological evidence of an AGN nucleus. 

The results of these studies will allow for a more direct comparison of the number 

density of local AGNs to more distant ones in this and the CFHT surveys. 
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