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ABSTRACT 

Efforts to explain the causes of victimization have been limited 

to the pioneering work of von Hentig, a few post hoc explanations of re

search findings, and scattered references to victim provocation. Vic-

timologists have not only demonstrated little concern with the causes of 

victimization, they have also failed to give sufficient attention to the 

offender in their discussions of victimization. Explanations of victimi

zation are necessarily related to theories on the causes of deviant be

havior and changes of the offender since the offender1s behavior is the 

direct cause of victimization. 

A review of the literature on victimization, the etiology of de

viant behavior, and the operation of the legal system reveals that six 

different hypotheses about the causes of victimization have been advanced. 

These hypotheses predict that the probability of victimization is deter

mined by: (1) exposure to offenders; (2) social distance from offenders; 

(3) economic attractiveness; (4) high status; (5) legal risk; and (6) phys

ical intimidation. The image of the deviant and/or the motivations to 

deviate implied by each hypothesis are explored. 

Predictions from the six hypotheses are tested on questionnaire 

data from a middle class suburban high school in the Southwest. As 

expected, the research findings are most consistent with the predictions 

of the exposure hypothesis. The more exposed a student is to offenders, 

the greater the probability that he or she has suffered a theft or 

property destruction victimization both at school and elsewhere. 

xi 
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The causes of both provoked and true personal victimization at 

school are also investigated. Exposure to offenders affects the probabili

ty of both true and provoked threat victimizations at school. However, 

high status and/or social distance from offenders also seem to play a role 

in true threat victimizations. Similar processes may be important in 

explaining attack victimizations at school. 



THE CAUSES OF VICTIMIZATION 

The past two decades have witnessed increasing awareness of 

the victims of crime by the criminal justice system, legislative bodies, 

and scholars. Restitution programs in which offenders provide money 

and/or services to victims under the direction of the criminal justice 

system have greatly increased in number (Harland, 1978). Crime victims 

have become more likely to sue and receive damages from third party cus

todial agencies such as prisons, mental institutions, and parole boards 

whose negligence contributed to their victimization (American Bar Asso

ciation, 1979). The courts have also begun to find third party common 

carriers in violation of a duty to prevent crime against passengers and 

others (Castillo, 1979). 

Besides authorizing funds to operate restitution programs, legis

lative bodies have debated governmental responsibility to compensate 

victims of crime. By 1978 almost half of the states had enacted legisla

tion which provides public funds to compensate victims of violent crime 

(Harland, 1978). Money has also been allocated for the study of victims. 

The largest and most costly surveys ever funded by the federal government 

in the area of deviant behavior concern victimization (e.g., the various 

Law Enforcement Assistance Administration (LEAA) victimization surveys of 

the 1970s). 

Sociologists, psychologists, political scientists, legal scholars, 

and students of criminal justice have all demonstrated an interest in 

1 
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victimization." Interest is so great that a journal (Victimology) de

voted exclusively to the study of victims began quarterly publication 

in 1976. Attempts have been made to justify "victimology" as a separate 

field of study, distinct from the study of crime and delinquency. 

Mendelsohn (1976) defines victimology as "the science of victims 

and victimity" where victimity means "the specific common phenomenon 

which characterizes all categories of victims, whatever the cause of their 

situation." He argues that to limit victimology to the study of victims 

of crime regulates the field to an auxiliary position in relation to 

criminology. 

• The range of topics on which victimological research has been 

undertaken includes the Vietnam war veteran as victim of social discrimi

nation (Leventman, 1976) and the corpse as ultimate victim (Geib, 1976). 

The scope of victimology therefore appears to include any event in which 

someone, not necessarily a participant, applies the label "victim." 

Defining victimology as the "study of all victims" obviously is too broad 

an approach. 

There appear to be two certainties however "victimology" is ul

timately defined. First, the study of criminal victimization is, and 

probably will continue to be, the major focus of victimological research. 

Second, there is a necessary relationship between the study of criminal 

victimization and the study of crime since they both are concerned with 

the same criminal events. They differ only in terms of which partici

pant^) in those events is focused upon (viz., criminal or victim). This 

necessary relationship has implications for both theories of criminal vic

timization and theories of crime and delinquency. 
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Any adequate theory of criminal victimization must take into 

account what is known about how and why offenders commit crimes. Simply 

put, theories of criminal victimization must not only be consistent 

with victimization research findings, they must also be consistent with 

accepted theory and research findings on the causes of deviant behavior. 

At the same time, theories on the causes of deviant behavior must be 

consistent not only with research findings on deviant behavior, but also 

with accepted theory and research on victimization. 

The central question of this chapter is: What are the causes of 

criminal victimization? (From here on the term victimization refers 

exclusively to criminal victimization.) Since the reader may be un

familiar with the victimization literature, a brief review of the major 

theoretical statements of victimologists is provided. Next, six alternate 

hypotheses about the causes of victimization are presented. These hypo

theses have been advanced by victimologists, or suggested by etiological 

theories of deviance or theories on the operation of the law. Since the 

study of victimization and the study of deviance are intimately related, 

each hypothesis has implications about the nature of deviance and the 

causes of deviant behavior. These implications are presented and the 

hypotheses evaluated in the light of research findings on both deviant 

behavior and victimization. 

Theoretical Statements of Victimologists 

The increasing awareness of victimization has not been accom

panied by increasing attention to victimization theory. In fact, vic

timologists have had surprisingly little to say about the causes of 

victimization. There is no book or article which attempts to derive a 
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theory of victimization. The only theoretical statements on victimiza

tion are (1) legalistic typologies of victims, (2) von Hentig's lists 

of victims, and (3) post hoc explanations advanced by victimization 

researchers. 

Legalistic Typologies of Victims 

Legalistic typologies of victims attempt to classify victims 

according to their legal responsibility for the criminal offense. The 

earliest of these typologies was advanced by Beniamin Mendelsohn (1956), 

one of the "fathers" of victimology. Mendelsohn's typology contains six 

categories which are summarized as follows: 

1. The "completely innocent victim:" children and persons who are 

unconscious (i.e., sleeping or comotose) when victimized. 

2. The "victim with minor guilt" and the "victim due to his £omJ 

ignorance." 

3. The "victim as guilty as the offender" and the "voluntary 

victim:" victims of euthanasia and participants in suicide pacts. 

4. The "victim more guilty than the offender:" the victim who 

provokes or induces the offender into committing the crime. 

5. The "most guilty victim" and the "victim who is guilty alone:" 

the attacker who is killed in self-defense. 

6. The "simulating victim" and the "imaginary victim:" persons 

who falsely claim to be victims. 

The importance of victim provocation is demonstrated by the fact that 

Mendelsohn only considers child victims and unconscious victims to be 
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"completely innocent." All other victims are at least partly responsible 

for their victimization. 

Lamborn (1968) proposes a typology that is very similar to 

Mendelsohn's. In order of increasing responsibility, Lamborn's typology 

consists of the following categories: Invitation, Facilitation, Provo

cation, Perpetration, Cooperation, and Instigation. Surprisingly, 

Lamborn's scheme does not contain a category for the innocent. He 

apparently believes that all victims invite victimization simply by 

existing. 

The major contribution of legalistic typologists to theoretical 

victimology is their emphasis on victim provocation. Unfortunately, the 

typologies are not limited to certain types of victimization. In 

addition, there is no discussion of what behaviors are provocative and/or 

the relative provocativeness of different behaviors. 

Research indicates that many victims of personal crimes do 

indeed contribute to their own victimization (Curtis, 1974). For 

example, Pittman and Handy (1964) report that verbal arguments preceded 

three-fourths of the incidents classified by the St. Louis police as 

aggravated assaults in 1961. Amir (1971, pp. 266-269) found that the 

victim initially invited or agreed to have intercourse with the offender 

in 19 percent of the rapes he studied in Philadelphia. Wolfgang (1958, 

pp. 252-257) found that 26 percent of all criminal homicide victims in 

Philadelphia precipitated the homicide by being the first to show or 

use a deadly weapon, or to strike a blow in an altercation. Moreover, 

all of these studies probably underestimate the amount of victim provo

cation because they are based on official police crime reports. Victims 
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are probably less likely to report assaults and rapes which they pro

voked, and the police may label a victim-provoked homicide as "murder 

in self-defense" rather than "criminal homicide." 

While victim provocation is important in understanding personal 

victimization, it is probably not important for property victimization. 

Most persons do not appreciate having their property stolen and probably 

do not provoke offenders to steal it. A person who leaves the keys in 

the ignition of his car makes it easier for an offender to steal his 

car, and thus may be more prone to victimization. However, if his car 

is stolen he is not legally responsible for the theft unless he made 

prior arrangements with the offender. And he is not a provocative victim 

unless he has done something to the offender which makes the offender 

want to steal his car. In short, carelessness is not tantamount to 

provocation. 

Rather than offering a theory of the causes of victimization, 

the legalistic typologies suggest a continuum of victim provocation which 

must be considered when investigating the causes of personal victimiza

tion. An inventory of provocative behaviors and research on the relative 

provocativeness of different behaviors is desperately needed. In the 

absence of such work, researchers must be satisfied with gross differ

entiations between provocative and true victims of personal offenses. 

This distinction is important since the causes of victimization for the 

two types of victims is undoubtedly different. These issues will be 

addressed in greater detail in Chapter Four. 
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von Hen-tig's Lists of Victims 

von Hentig (1948) was the first victimologist to combine the 

ideas of victim provocation and offender selection. Some persons are 

more likely to be victimized because they provoke offenders while others 

are more likely to be victimized because their characteristics make 

them more attractive targets. In The Criminal and His Victim, von Hentig 

discusses biological, psychological, and sociological characteristics 

which he feels increase the likelihood of victimization. 

Since he organized his discussion around two lists of victim 

characteristics, von Hentig's work has been interpreted as an attempt 

to construct a classification of victims. As a result, critics have 

noted that the categories of his lists are neither exhaustive nor 

mutually exclusive (Silverman, 1974, p. 58; Hindelang, 1976, p. 15). 

However, a more circumspect reading reveals that von Hentig was 

not attempting to classify victims. Rather, the two lists are composed 

of characteristics which are presumed to increase the probability of 

victimization. The text accompanying the lists explains why persons with 

those characteristics are expected to be more likely to be victimized. 

The first list is entitled "General Classes of Victims" and 

consists of the following: 

1. The young: Their lack of experience and physical weakness make 

them the "ideal prey." However, their lack of property may exempt them 

from predatory crimes. 

2. The female: Their lack of physical strength increases their 

chances of victimization. At the same time, their lack of property makes 

them less likely to become victims of predatory crimes. 



8 

3. The old: Their accumulation of wealth, physical weakness, and 

decreased mental powers increase their desirability as victims. 

4. The mentally defective and other mentally deranged: This 

category also includes the feeble-minded, the insane, the drug addict, 

and the alcoholic. For one reason or another they fail to take adequate 

precautions to protect themselves from victimization. 

5. Immigrants, minorities, and dull normals: The immigrants' lack 

of experience in the ways of their new culture make them more susceptible. 

Minorities do not receive equal protection from the law, thus making them 

more attractive targets. Dull normals do not have the intelligence to 

take precautionary safety measures. 

The second list is entitled "Psychological Types of Victims" and 

consists of the following: 

6. The depressed: They suffer from "a disturbance of the instinct 

of self-preservation. . . . They are indifferent to peril and defense, 

unsuspecting, careless" (von Hentig, 1948, p. 420). 

7. The acquisitive: "The excessive desire for gain eclipses intel

ligence, business experience, and inner impediments" (von Hentig, 1948, 

p. 420). The acquisitive person is especially likely to become a victim 

of the con artist. 

8. The wanton: von Hentig's description of this category is very 

vague. His discussion centers on the female who provokes her own rape. 

9. The lonesome and heartbroken: Their search for friends, weakened 

critical facilities, and lack of protective group memberships increase 

their chances of victimization. 
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10. The tormentor: This type of victim provokes the person who 

harms him. Without the victim's provocations an offense would not have 

occurred. An example is the father who tortures his wife and children 

for years before being killed by one of them. 

11. Blocked, exempted, and fighting victims: The blocked victim 

is the "individual who has been so enmeshed in a losing situation that 

defensive moves have become impossible or more injurous than the injury 

at criminal hands" (von Hentig, 1948, p. 433). An example is the victim 

of blackmail. Exempted victims are prohibited, for one reason or 

another, from reporting the crime thereby increasing their desirability 

as targets. An example of this type of victim is the drug dealer whose 

supply of heroin is stolen. The fighting victim can either scare his 

offender into committing a less serious offense or provoke him into com

mitting a more serious one. 

von Hentig's work makes several important contributions to the 

study of victimization. First, von Hentig was the first victimologist 

to propose empirically testable relationships between personal charac

teristics and victimization. 

Second, he recognized that the relationships between personal 

characteristics and victimization may vary by offense. For example, he 

predicts that females are more likely to be victims of personal crime 

because of their physical weakness, but less likely to be victims of 

property crime because of their lack of material wealth. The same logic 

is applied to the young. 
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Third, von Hentig, more than any other victimologist, recognized 

the complexity of victimization. In his discussions of the tormentor 

victim and the wanton victim, he notes the importance of victim provo

cation as a cause of personal victimization. Other characteristics 

increase the chances of victimization because they make persons more 

desirable targets for offenders. Finally, he identifies a few charac

teristics which increase the probability of victimization through in

creases in the likelihood that a person will come into contact with 

offenders. 

Post Hoc Explanations of Victimization 

Research on victimization has been almost exclusively descrip

tive, focusing on the personal and demographic characteristics of vic

tims. However, some victimization researchers have attempted to 

assimilate their findings into a coherent whole. The result has been 

several post hoc "theories" of victimization. These "theories" emphasize 

the role of exposure to offenders as the cause of victimization. 

For example, Hindelang, Gottfredson and Garofalo (1978) advance 

a "lifestyle-exposure" model of victimization to explain the relation

ships they discovered in the "eight cities" LEAA survey data. They say: 

Variations in lifestyle are related differentially to probabili
ties of being in particular places at particular times and coming 
into contact with persons who have particular characteristics; 
because criminal victimization is not randomly distributed across 
time and space and because offenders in personal crime are not 
representative of the general population — but rather there are 
high risk times, places, and people — this implies that life
style differences are associated with differences in exposure to 
situations that have a high victimization risk. /Authors' 
emphasis. "Personal crimes" are violent and predatory crimes in 
which the victim is a person rather than a household or commer
cial establishment.^ 
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A person's lifestyle determines his exposure to offenders; and the greater 

the exposure, the greater the probability of victimization. 

A similar argument has been advanced by Reynolds and Blyth 

(1976). They report that the two most important variables affecting 

victimization in the Twin Cities metropolitan area were (1) life-cycle 

stage (i.e., lifestyle) and (2) community of residence. They suggest 

that offenders first select an area in which to commit their crime(s) 

(usually the one where they reside) and then randomly select a victim 

from whatever targets are available to them. A person1s chances of vic

timization are increased if he lives in an area which attracts many offend

ers or if his lifestyle makes him available as a target. To minimize 

chances of victimization, one should "avoid people, areas, or situations 

where abuse is more likely to occur." 

Victimization theory is still in its infancy. The legalistic 

typologists emphasize victim provocation as a cause of victimization, but 

they do not limit its impact to crimes against the person nor do they 

give sufficient attention to the innocent victim. In addition, they do 

not provide an inventory of provocative behaviors or discuss the relative 

provocativeness of those behaviors. 

von Hentig makes a number of predictions regarding the relation

ships between personal characteristics and victimization and suggests 

that these relationships vary by type of offense. Nevertheless, his 

predictions are so disjointed and sometimes contradictory that they do 

not offer a unified theory of victimization. 

The post hoc explanations of victimization researchers emphasize 

that lifestyle affects exposure to offenders. The more contact a person 



has with persons who are likely to commit crimes, the more likely he is 

to be victimized. However, there are dangers in post hoc theorizing. 

The sample used to derive the theory may have temporal or geographical 

specitivity and thus the theory may apply only to one population at one 

point in time. Blind acceptance of a post hoc theory may arrest theoreti

cal growth. Other theories may be just as plausible but remain unstated. 

Finally, alternate theories which suggest different hypotheses may not be 

tested, or be untestable because of the way they are stated. 

Six Hypotheses About Victimization 

A victimization occurs when an individual(s) (viz., the "offend-
« 

er(s)") inflicts some harm against another individual(s) (viz., the 

"victim(s)"). Ignoring self-victimizations, which perhaps should not be 

considered victimizations at all, at least two persons are always in

volved in a victimization incident — an offender and a victim. It is 

therefore impossible to explain why some people are more likely to be 

victimized than others without reference to offenders. In brief, con

sideration must be given to how and why offenders become involved in 

deviance in order to understand the causes of victimization. 

A number of alternative and seemingly contradictory hypotheses 

about victimization have been advanced by victimologists and criminolo

gists. In the following sections, six of these hypotheses are presented. 

Each hypothesis implies something about the nature of deviance and the 

deviant. Each hypothesis is therefore evaluated in terms of its impli

cations for what is known about (1) the causes of deviant behavior, 

(2) the nature of deviance, and (3) victimization. Since current research 
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findings seem to indicate that the probability of victimization varies 

directly with exposure to offenders, that perspective will be addressed 

first. 

The Exposure Hypothesis 

The greater the amount of time a person is exposed to offenders, 

the greater the probability of victimization. As indicated above, the 

post hoc "theories" of victimization researchers assert that exposure 

to offenders is the major determinant of the probability of victimiza

tion. Exposure also plays a central role in some of the relationships 

predicted by von Hentig. For example, the young, mentally defective, 

mentally deranged, immigrant, depressed, acquisitive, lonesome and heart

broken do not avoid situations in which they could be victimized. Immi

grants, minorities, and dull normals tend to live in slum areas which 

have many criminals. Failure to avoid situations where victimization 

could occur and residing in a high crime neighborhood both increase the 

probability that a person will come into contact with offenders. 

The exposure hypothesis assumes that most deviance is spontaneous 

and unplanned. The deviant does not go out of his way to victimize cer

tain targets, rather he/she victimizes whoever or whatever is available 

to him/her. Persons with the same characteristics tend to be involved 

in the same activities and to interact more frequently with each other. 

Therefore, persons who have the same characteristics as offenders are 

more likely to provide available targets when offenders commit spontan

eous acts of deviance. 
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Deviance is spontaneous. The image of the deviant and the nature 

of deviance implied by the exposure explanation are identical to those 

proposed by the social control theory of deviant behavior. According 

to social control theory, everyone is motivated to deviate. The motiva

tions to deviate are assumed to be either "short-termed" and "situation-

ally induced" (Briar and Piliavin, 1965) or the same as the motivations 

that lead to legitimate behavior (Gold, 1970). 

Gold (1970) notes that delinquent behavior seems to occur almost 

"spontaneously." Lone delinquent acts tend to be an unplanned response 

to "the coincidence of opportunity and desire." Group delinquency also 

occurs spontaneously and can be characterized as a "pick-up game." 

Pick-up games — be they o'cat baseball, playground basketball, or 

delinquency — occur when a group of friends discover the opportunity 

to play the game and agree to play it then and there. Juveniles do not 

usually go out specifically looking for a delinquent game, but the game 

is likely to be played if a group of juveniles who enjoy playing the game 

are confronted with an opportunity to play. The opportunity may be 

nothing more than finding rocks and bottles together on a lot, or dis

covering a car with keys in its ignition. 

Research indicates that most delinquent acts are not extensively 

planned much in advance. Gold (1970, p. 94) reports that only 21 percent 

of the self-reported delinquent acts he studied were planned more than a 

half hour before they occurred. Thirty-three percent occurred within 

five minutes to a half hour after they were conceived, and 45 percent 

"just happened." 
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Some adult criminals also seem to commit spontaneous acts of de

viance. Conklin (1972, pp. 63-78) found that most incarcerated robbers 

could be classified as "Opportunists." The opportunist robber may have a 

"vague idea to get some money," but his robbery often seems to "just 

happen." The opportunist does not make elaborate plans and selects what

ever target is available at the time he decides to commit his crime. 

Persons whose bonds to society are weak are more likely to deviate. 

As already noted, the social control theory of deviant behavior assumes 

that everyone is motivated to deviate. Hence the theory can explain the 

research finding that practically all juveniles commit delinquent acts. 

Nevertheless, some persons are more likely to deviate and to do so more 

frequently than others. Social control theory attempts to explain dif

ferential involvement in deviance by arguing that persons whose "ties" 

or "bonds" to society are weak are more likely to act out their deviant 

impulses. 

According to Hirschi (1969) the individual1s bond to society con

sists of four elements: attachment to conventional people and institu

tions; commitment to conventional lines of action; involvement in 

conventional activities; and belief in the moral validity of social rules. 

Individuals differ in their attachment, commitment, involvement, and 

belief. However, a person who is low in one area will tend to be low in 

others as well. The weaker a person's total or cumulative "bonds to 

society," the more likely he/she is to become involved in deviance. 

Research evidence shows that self-reported delinquents are less 

likely than non-delinquents to care about their teachers' or parents' 

opinions. They are also less likely to be committed to obtaining a good 
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education or career, to spend time doing homework, and to respect the law 

or people in authority (Hirschi, 1969; Hindelang, 1973). 

Adults who commit crimes also appear to have fewer bonds to 

society. Persons in jail are less likely to be married, to have com

pleted fewer years of school, and to have lower annual incomes than the 

general population (U. S. Department of Justice, 1980). Normandeau 

(1968) reports that incarcerated robbers are less likely to be married 

and more likely to come from lower status jobs than the general population. 

Persons with similar characteristics engage in the same activities 

and interact more frequently with each other than persons with different 

characteristics. Research indicates that family income, occupation, 

education, ethnicity, sex, and age all affect the types of activities a 

person engages in and the amount of time spent in those activities (Chapin, 

1974). There is also considerable evidence that individuals interact more 

frequently with persons with the same social and demographic characteris

tics. For example, Laumann (1966) reports that workers are more likely 

to interact with persons of similar socio-economic status. Moreover, 

within socio-economic statuses, patterns of interaction tend to be further 

segregated by ethnicity, age, and sex. This is true for both the formal

ly structured interactions that occur on the job and the informal inter

actions that occur during coffee breaks, lunch breaks, and leisure time. 

Social and demographic characteristics are also very important 

in determining adolescent interaction patterns. High school students 

tend to name a person in their own social class as their "best friend," 
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to date persons in their own social class, and to be members of cliques 

made up of persons in their social class (Hollingshead, 1949). Ethnicity, 

age, and sex also influence adolescent interaction patterns. For example, 

the lunch room seating patterns of seventh and eighth grade students are 

largely determined by ethnicity, sex, and academic tract (Schofield and 

Sagar, 1977). 

Persons with characteristics similar to offenders are more likely 

to be victimized. Persons with similar characteristics tend to engage 

in the same activities and to interact more frequently. Deviants are not 

randomly distributed in society. Data indicate that individuals who are 

arrested for the offenses of rape, robbery, assault, larceny, and auto 

theft are much more likely (in relation to their representation in the 

general population) to be male, young, and black than female, old and 

white (Kelley, 1977). As noted earlier, incarcerated offenders are also 

disproportionately single, and have low education and income (U. S. 

Department of Justice, 1980). However, studies of self-reported delin

quency indicate that there is essentially no relationship between socio

economic status and delinquency (Tittle, Villemez, and Smith, 1978). 

Moreover, color appears to affect only involvement in personal offenses 

but not involvement in property offenses (Williams and Gold, 1972; Gold 

and Reimer, 1974). If offenders are disproportionately young, male, and 

single, then persons with those same characteristics should be more likely 

to be victimized since they are more likely to be available as targets 

when offenders commit their unplanned acts of deviance. 
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National victimization surveys (e.g., National Criminal Justice 

Information and Statistics Service, henceforth NCJISS, 1977) reveal that 

for most offenses victims do have the same characteristics as official 

offenders. Rape victims tend to be young, black, unmarried, poor, and 

unemployed. Robbery and assault victims are disproportionately male, 

young, black, unmarried, poor, and unemployed. Blacks and the poor are 

more likely to have their purses snatched and their pockets picked. 

Males, the young, and the unemployed are more likely to be victims of 

personal larceny without contact. Households headed by the young and 

blacks are more likely to be burglarized or have automobiles stolen. 

In sum, there is considerable support for both the social con

trol theory of victimization and its corollary, the exposure hypothesis 

of victimization. The support comes from studies of both juvenile and 

adult offenders and includes many types of personal and predatory offenses. 

Research evidence indicates that persons with similar characteristics 

tend to be involved in the same types of activities and to interact more 

frequently. Hence, persons with the same characteristics as offenders 

should be more likely to provide an available target when offenders spon

taneously act out their deviant impulses. 

While victimization research indicates victims have the same 

general characteristics as offenders, the relationship between personal 

characteristics and victimization tend to be rather weak. The weaknesses 

of these relationships is also consistent with the social control theory 

of deviance. Since everyone is motivated to deviate, everyone is capable 

of deviating. Even the person with strong bonds to society is likely to 

deviate occasionally, although not as frequently as the person with weak 
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bonds to society. Everyone who participates in social life is exposed to 

potential deviants and is therefore a possible target for spontaneous 

acts of deviance. 

In contrast to social control theory and the exposure hypothesis, 

a number of theories of deviance and hypotheses of victimization assume 

that deviance is a rational behavior and that the offender purposefully 

selects his victim. In the following sections, five hypotheses of victimi

zation which make such assumptions are presented. 

The Social Distance Hypothesis 

The greater the social distance between an individual and offenders, 

the greater the probability of victimization. According to Matza (1964), 

delinquency is made possible by the internalization of norms which excuse 

delinquent behavior in certain situations. These so-called "techniques 

of neutralization" allow an individual to rationalize his/her delinquent 

behavior so that he/she can violate the rules of society while maintaining 

his/her belief in those rules. One of the rationalizations delinquents 

may use is "Denial of the Victim." The delinquent who has internalized 

this norm claims that the injury his act causes is not really an injury, 

rather it is a rightful form of retaliation. Hence, the delinquent dis

tinguishes between appropriate and inappropriate targets for his delinquent 

behavior(s). 

In general, the potentiality for victimization would seem to be 
a function of the social distance between the juvenile delinquent 
and others, and thus we find implicit maxims in the world of 
the delinquent such as 'don't steal from friends,' or 'don't 
canmit vandalism against a church of your own faith.' . . . 
/The/ pool of victims is limited by considerations of kinship, 
friendship, ethnic group, social class, age, sex, etc. 
(Sykes and Matza, 1957, p. 665). 
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If it is true that most delinquent acts are committed by lower class 

males, then upper class females should have the highest rates of victimi

zation. 

No one has attempted to apply Matza's techniques of neutraliza

tion to adult offenders. However, Sutherland (1937, p. 173) suggests 

that social distance plays a role in victim selection for some types of 

professional criminals. He notes that professional pickpockets have a 

rule forbidding the victimization of religious leaders of their own 

faith. 

Research on "Denial of the Victim" indicates that delinquents are 

more likely than nondelinquents to agree that "suckers deserve to be taken 

advantage of." However, no research has been conducted to determine 

whether persons are more likely to be labelled "suckers" if they are 

socially distant from offenders. 

The predictions of the social distance hypothesis of victimiza

tion are in direct opposition to the predictions of the exposure hypo

thesis. The fewer characteristics a person shares with an offender, the 

greater his social distance from the offender. If social distance 

determines one's chances of victimization, then the more dissimilar a 

person is to offenders, the higher the probability of victimization. The 

exposure hypothesis predicts the opposite: the more dissimilar a person 

is to offenders, the lower the probability of victimization. 

As noted above, research has found that the personal characteris

tics of offenders and victims are very similar. Hence, social distance 

is apparently incapable of explaining the known empirical patterns of 

criminal victimization. However, there may be certain types of crimes 
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and specific criminal incidents in which offenders select victims who are 

socially distant from themselves. 

The Economic Attractiveness Hypothesis 

The greater the wealth of a person, the greater the probability 

of victimization. According to von Hentig (1948), certain persons are 

more likely to be victimized because they provide economically attractive 

targets to offenders. One reason that the elderly are likely to beccme 

the victims of property offenses is that they have usually acquired pos

sessions and wealth, von Hentig also predicts that females are less 

likely to be victims of predatory crimes because of their lack of 

property —a debatable assumption. 

A rational, economically motivated offender should try to maximize 

his financial gain by selecting economically attractive targets. Merton 

(1957) suggests that crime provides the only means by which certain per

sons can achieve financial success. According to him, American society 

defines success largely in terms of money. At the same time, society 

does not provide all of its citizens with equal opportunity to became 

financially successful. In particular, lower class persons are denied 

access to the legitimate means to achieve success. As a result, they 

must make a difficult decision: either they must give up the pursuit 

of what everyone values, or they must turn to illegal means to achieve 

success. "A cardinal American virtue, 'ambition,' promotes a cardinal 

American vice, 'deviant behavior'" (Merton, 1957, p. 146). 

Research, especially delinquency research, is not consistent 

with Merton's theory. Although official delinquency is related to social 
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class, there is, at best, a weak relationship between social class and 

self-reported delinquency. Since intense frustration causes deviance, 

delinquents should commit many rather serious delinquent acts. Yet, 

most delinquents are only sporadically delinquent and conform to conven

tional expectations for weeks and months at the time. Finally, high 

aspirations serve to decrease the probability of delinquent behavior 

even when expectations are low (Short, 1964) . 

Nevertheless, it would be foolish to deny that a substantial 

number of criminals, as well as some delinquents, are motivated by a 

desire for financial gain. After all, crime provides a relatively easy 

way to make a living or to make ends meet. Conklin (1972) found that 

a substantial number of incarcerated robbers could be regarded as "pro

fessionals. " These professional robbers were committed to crime as a way 

of life, and they often exhibited considerable skill and planning in their 

offenses. They chose robbery because it is direct, fast, and often very 

profitable. Professional robbers usually steal from commercial estab

lishments holding large sums of money. Victimization research indicates 

that commercial establishments with high gross annual receipts are more 

likely to be robbed than commercial establishments with low receipts 

(NCJISS, 1977, Table 28). 

However, for burglary the motivation is more complex, with age of 

offender being a crucial variable. For example, Rappetto (1974) inter

viewed 97 adjudicated burglars and found that younger burglars usually 

worked in their own neighborhoods and relied on spur-of-the-moment oppor

tunities rather than careful selection of targets. They tended to prefer 

easy targets over difficult but affluent ones. They treated burglary as 
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a game rather than a way of life or a way to make a living (viz., a pro

fession) . On the other hand, older burglars had been breaking and enter

ing for many years. They chose burglary because it was more profitable 

and less risky than other types of crime. Their first consideration in 

selecting a target was that it be located in an affluent neighborhood. 

Older burglars tend to plan carefully and to become as knowledgeable as 

possible about a neighborhood before attempting a hit. 

Victimization research reveals a U-shaped relationship between 

family income and burglary victimization rates (NCJISS, 1977, Table 21). 

Families with the lowest and the highest family incomes are more likely 

to have their homes burglarized. Greater financial rewards probably 

account for the high risk of burglary victimization for the wealthy. 

Economic attractiveness also plays a role in burglaries of commercial 

establishments. As indicated above, the higher the gross annual receipts 

of commercial establishments, the higher the burglary victimization rates. 

There is also some support for the economic attractiveness hypothesis 

for other offenses. As family income increases victimization rates for 

personal larceny without contact (NCJISS, 1977, Table 12) and auto theft 

also increase (NCJISS, 1977, Table 24). 

According to the economic attractiveness hypothesis, the greater 

the wealth of a person, the greater the probability of victimization. 

Offenders are assumed to be motivated by a desire for financial gain. 

Since financial rewards are usually obtained by committing predatory 

crimes rather than personal crimes, the economic attractiveness hypothesis 

seems most applicable to property offenses. 
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Research evidence indicates that economic motivation is not im

portant for most offenders, although it is probably more important for 

adult offenders than juvenile offenders. However, while a premeditated 

desire for financial gain may not explain why most offenders commit 

property crimes, it does explain why some property crimes are committed. 

The economically motivated offender will seek out an economically 

attractive target while the spontaneous offender will commit his offense 

against whoever or whatever is close at hand. National victimization 

surveys indicate that economic attractiveness (as measured by family 

income and gross annual receipts) is important in explaining the patterns 

of victimization for auto theft, household burglary, commercial bur

glary, commercial robbery, and personal larceny without contact. 

The High Status Hypothesis 

The higher the social status of a person, the greater the 

probability of victimization. At first glance, the high status hypothesis 

is very similar to the economic attractiveness hypothesis since wealth 

is one of the major determinants of status. However, there are important 

differences between the two. Wealth is not the only variable affecting 

status: education and occupation are also important. 

Status frustration has been suggested as a cause of delinquent 

behavior. Perhaps the most influential formulation of the status frus

tration explanation was advanced by Cohen in 1955. Although originally 

advanced as an explanation of the development of the delinquent sub

culture, Cohen's theory has been interpreted by some as a theory of the 

causes of delinquent behavior. 
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According to Cohen (1955), lower class children are handicapped 

by their upbringing in the competition for success at school. Their 

failure to achieve status and success at school produces a "strain" 

which causes many lower class juveniles to form subcultures in which 

status can be achieved in another way — by associating with "delin

quent" youth and by committing delinquent acts. 

According to Cohen, the delinquent subculture takes middle 

class norms and turns them "upside-down." Behaviors that violate 

middle class standards become valued. Since the middle class values 

conforming and utilitarian behavior, the delinquent subculture values 

delinquent behaviors which are "non-utilitarian, maliscious, and nega-

tivistic" (Cohen, 1955, p. 25). 

Additionally, delinquents feel a certain amount of hostility 

towards the source of their frustration. Regarding this point, 

Cohen says: 

For the child who breaks clear with middle-class morality . . . 
there are no moral inhibitions on the free expression against 
the sources of his frustration. Moreover, the connection 
we suggest between status-frustration and the aggressiveness 
of the delinquent subculture seems to us more plausible than 
many frustration-aggression hypotheses because it involves no 
assumptions about obscure and dubious 'displacement of1 

aggression against 'substitute targets.' The target in this 
case is the manifest cause of the status problem (1955, 
p. 132). 

Since their status problems are caused by the school and 

persons who are "successful" at school, Cohen's theory suggests that 

aggressive delinquent acts are most likely to be committed against the 

school, teachers, and successful students. 
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Research evidence is generally inconsistent with Cohen's theory 

when it is tested as a theory of the causes of delinquent behavior. 

Social class is not strongly related to delinquency (especially if 

delinquency is measured by self-reports); most delinquents continue 

to accept middle class standards; most delinquents are not heavily 

involved in delinquency. Finally, high educational aspirations tend 

to prevent delinquency even for students having low educational expec

tations . 

On the other hand, delinquents are much more likely than non-

delinquents to be receiving low grades at school. Failure at school 

does appear to be a cause of delinquency. Moreover, Elliot (1966) 

found that the delinquency rates of boys were higher while attending 

school than after dropping out. This finding suggests that status 

problems associated with the school contribute to delinquency. 

Teachers'victimization rates for assault (McDermott, 1979) are 

high compared to the rates for other occupations (Hindelang, 1976; 

NCJISS, 1977). However, it is impossible to determine at this point 

whether this relationship is due to teachers' exposure to offenders or 

to frustrated students committing aggressive acts against the source of 

their frustration. However, victimization research indicates that 

students who are receiving low grades are more likely to be threatened 

and assaulted (National Institute of Education, 1978a). While these 

research findings are not consistent with the high status hypothesis, 

these data may not provide a fair test of the hypothesis since the 

various surveys do not consider victim provocation. Support for the 
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high status hypothesis is more likely to be found for true personal 

victimizations rather than provoked victimizations. 

The high status hypothesis will most likely apply to personal 

victimizations that occur in certain social contexts. Competitive 

situations in which losers (who for one reason or another may be more 

likely to deviate) interact with winners under conditions which mini

mize chances for severe negative consequences would appear to provide 

the best opportunity to find support for the high status hypothesis. 

These conditions are fulfilled at school where good and bad students 

take the same classes and victimizations are unlikely to be reported 

to the police (Gottfredson and Hindelang, 1979). 

Support for the high status hypothesis might also be found in 

countries which are undergoing internal turmoil. Revolutionaries and 

dissidents are frustrated because of the social, political, or economic 

situation in their country. If they are inclined towards violence, 

they will frequently seek out high status individuals to attack. 

The high status hypothesis of victimization assumes that status 

frustration is the cause of aggressive deviant behavior. Moreover, 

deviants are assumed to be inclined and free to act aggressively against 

the perceived source of their frustration. The high status person is 

more likely to be victimized, not because of what he has (as is the 

case with the economic attractiveness hypothesis), but because of who 

he is. The high status hypothesis is therefore more likely to apply to 

personal victimizations than property victimizations. Moreover, the 

explanation may apply to only certain situations such as the school. 
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Past victimization surveys cannot be used to assess the high status 

hypothesis since they do not distinguish between provocative and true 

victims. 

The Legal Risk Hypothesis 

The lower the actual (or perceived) legal risk in victimizing 

an individual, the greater the probability of victimization. von Hentig 

(1948, p. 386) writes: 

The victim is the injured party, and because he has been 
despoiled or harmed, he is at the same time a claimant for 
punishment, for harm to be inflicted on the injurer. It is 
therefore of the utmost importance to the perpetrator that this 
capacity to be an informant and prosecutor should be elimi
nated or reduced. The criminal accordingly prefers victims 
who, for particular reasons, after suffering damages cannot 
breathe a word of it. 

von Hentig argues that one reason acquisitive persons are likely to 

become victims of "cons" is that offenders assume they will be too em

barrassed to report victimizations to authorities. Similarly, the 

"blocked" and "exempted" victims are unlikely to report victimizations 

and this increases their desirability as targets. 

On the other side of the coin are issues related to these argu

ments. To illustrate, according to deterrence theory (Andenaes, 1966; 

Zimring and Hawkins, 1975; Gibbs, 1976) the greater the fear of legal 

punishment, the less the amount of crime. The two characteristics of 

legal punishment which exert the greatest influence on fear are (1) the 

probability of punishment and (2) the amount of punishment inflicted. 

Thus, the proposition, the more probable and severe the punishment, 

the lower the crime rate. 
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Sociological research on deterrence has focused on (1) the ef

fects of the actual probability and severity of punishment on the crime 

rates of states (Tittle and Logan, 1973), and (2) the effects of per

ceived probability and severity on self-reported offenses (e.g., Waldo 

and Chiricos, 1972; Jensen, Erickson, and Gibbs, 1978). To date no 

research has investigated offenders' perceptions of the legal risk 

associated with victimizing different targets, a line of research sorely 

needed. 

However, Black's theory of law (Black, 1976) predicts that the 

actual legal risk of victimizing an individual or group decreases as 

rank (wealth), integration (participation in social life), culture (edu

cation and conventionality), organization (number of members and internal 

structure of a group), and respectability (conformity) decrease. His 

theory predicts that the law is less likely to be invoked, and a legal 

reaction less severe, if the victim is poor, unmarried, unemployed, a 

member of a religious or ethnic minority, or a deviant. 

Research is generally inconsistent with Black's predictions for 

the reporting of victimizations to the police (Gottfredson and Hindelang, 

1979). There is little variation in the reporting of victimizations 

once seriousness of the offense is taken into account. However, consis

tent with the predictions of Black's theory, offenders who kill or rape 

blacks receive less severe sentences than offenders who kill or rape 

whites (Hagan, 1974). In any event, actual legal risk of victimizing 

certain categories of persons may not be as important as the perceived 

legal risk. 
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Victimization survey results which indicate that victims of most 

offenses tend to be male, young, black, unmarried, poor, and unemployed 

are consistent with the legal risk hypothesis if_ it is assumed that of

fenders perceive the risk of victimizing such persons to be low and act 

to minimize the risk of legal reaction. However, two considerations 

weigh against such an interpretation. First, the evidence suggests that 

most deviants commit their acts spontaneously and without much planning. 

Second, most deviants believe that there is little likelihood that they 

will be caught and/or punished (Claster, 1967; Waldo and Chiricos, 1972). 

In fact, their perceptions of the legal risk of deviant behavior is so 

low that it is difficult to imagine characteristics of offenders having a 

significant effect on them. Nevertheless, legal risk may be a consider

ation for professional criminals. For example, professional criminals 

seldom rob banks apparently because there is a high probability of get

ting caught (Conklin, 1981). 

The legal risk hypothesis asserts that offenders select victims 

according to the legal risk involved in victimizing those persons. For 

many offenses, persons with characteristics predicted to be associated 

with low legal risk are more likely to be victimized. However, the ex

posure hypothesis can explain the same facts, and probably provides a 

better explanation for the following reasons: (1) there may be little 

variation in actual legal risk according to characteristics of the 

victim; (2) most deviance is unplanned and appears to "just happen;" 

and (3) offenders' perceptions of legal risk are so low that it would 

be difficult for victim characteristics to significantly affect them. 
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The Physical Intimidation Hypothesis 

The less able a person is to physically harm offenders, the 

greater the probability of victimization, von Hentig (1948) incorporates 

the notion of physical intimidation in his attempts to explain the vic

timization of the young, the old, and females. He notes that these 

categories of persons are physically weak and therefore more likely to 

be victimized. 

The physical intimidation hypothesis assumes that offenders 

consider the risk of physical injury to themselves in their selection of 

a target. Maurer (1955) reports that some professional pickpockets pre

fer elderly victims because their reaction time is slow. Younger per

sons are not frequently targeted because their reaction times are faster, 

and they may assault the offender if the offense is discovered. 

Seemingly, physical intimidation would be most likely to be im

portant for offenses in which there is personal contact between the 

offender and the victim. However, physical intimidation might be a 

factor in offenses in which there is no interaction. Offenders might 

consider the risk.of physical injury if they are discovered by the 

victim or they might fear physical retaliation if the victim eventually 

learned their identity. (Of course, this assumes that the offender 

knows who is being victimized.) 

There have been no direct tests of the physical intimidation 

hypothesis. However, physical weakness may account for the high rates 

of purse snatching victimization experienced by elderly women (NCJISS, 

1977, Table 20). 
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Physical weakness may also have effects on victimization other 

than through offender selection. Physical weakness may be important 

in defining the "victim" and the "offender" in situations where both 

share responsibility for the offense. The physically weak individual 

may be more likely to be defined as the "victim" regardless of the fact 

that he/she provoked the "offender" or he/she inflicted some harm on 

the "offender." 

The physical intimidation hypothesis predicts that the rational 

offender will victimize the weak. Support for the physical intimidation 

hypothesis is probably more likely to be found for offenses in which 

there is physical contact between the offender and victim. Currently, 

there have been no unambiguous tests of this perspective. Researchers 

should also explore the possibility that physical weakness influences 

the labelling of "victim" and "offender" in offenses where both parties 

share the blame. 

Summary and Conclusions 

Although interest in the victim has increased in recent years, 

little progress has been made in developing theories of the causes of 

criminal victimization. Since there vrould be no victims without of

fenders, all inquiries into the causes of victimization make assump

tions about the causes and nature of deviant behavior. A review of 

the literature on the causes of victimization, the causes of deviant 

behavior, and the operation of the law found that the following six 

hypotheses about victimization have been advanced: 
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Exposure; According to the social control theory of deviant 

behavior, everyone is capable of committing acts of deviance. Deviant 

behavior is largely spontaneous and unplanned. However, persons whose 

bonds to society are weak are more likely to deviate. Since persons 

with similar characteristics are more likely to engage in the same 

activities and interact more frequently with each other, victims should 

have the same characteristics as offenders. 

Research indicates that most deviants engage in deviant behavior 

sporadically, commit several different kinds of deviant acts, and do not 

plan their offenses. Moreover, for both personal and property crimes, 

victims and offenders share many of the same characteristics. The 

social control theory of deviance seems to explain why most adults and 

juveniles commit deviant acts. Its corollary for victimization, the 

exposure hypothesis, seems to explain the patterns of victimization 

for most personal and property offenses. 

Social Distance; According to neutralization theory, offenders 

internalize norms which specify appropriate and inappropriate targets 

of deviant behavior. These norms prohibit the victimization of 

persons who are socially close to the offender and/or excuse the vic

timization of those socially distant from the offender. Hence, the 

probability of victimization varies with social distance from offenders. 

Since social distance is determined by dissimilarity, the social distance 

hypothesis predicts that the more dissimlar a person is to offenders, 

the greater the probability of victimization. The predictions of the 

social distance hypothesis are therefore opposite to the predictions 
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of the exposure hypothesis. The research findings which are consistent 

with the exposure hypothesis indicate that social distance from offenders 

does not increase the probability of victimization. 

Economic Attractiveness; According to this perspective, de

viance is assumed to be rational and economically motivated behavior. 

In order to maximize financial rewards, deviants select economically 

attractive targets. Since economic rewards are greater for offenses 

against property than offenses against persons, the economic attrac

tiveness hypothesis is more applicable to property offenses. Research 

indicates that some o2der property offenders can be considered "pro

fessionals." They commit property crimes to make a living; they en

gage in considerable planning before committing their crimes; and they 

choose targets that are financially rewarding. Surveys of victims have 

found that rates of property victimization generally increase as family 

income and gross annual receipts of commercial establishments increase. 

Hence, economic attractiveness seems important in explaining predatory 

victimizations, especially those committed by older offenders. 

High Status: From this perspective, status frustration is 

assumed to be the cause of aggressive deviant behavior. Since deviants 

perceive high status individuals as being the cause of their frustra

tion, high status individuals are likely to become victims of personal 

crimes. The high status hypothesis has not been adequately tested since 

victimization surveys have not defined and measured provocative and true 

personal victimizations. 
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Legal Risk: From this perspective, offenders are assumed to 

select targets which involve the least risk of legal reaction. The 

probability of legal reaction is predicted to be less for persons who 

are poor, isolated, uncultured, and deviant. While some research find

ings are consistent with these predictions, others indicate that personal 

characteristics of victims do not have much effect on actual legal risk. 

Victimization research findings are generally consistent with the pre

dictions of the legal risk hypothesis. However, these research find

ings can also be explained by the exposure hypothesis, and the exposure 

hypothesis is more consistent with current knowledge of the causes of 

deviance and the nature of deviant behavior. 

Physical Intimidation; From this perspective, offenders are 

assumed to prefer to victimize the physically weak. The effects of 

physical intimidation are probably limited to offenses in which there 

is physical contact between the victim and the offender. Victimiza

tion surveys indicate that elderly women are more likely to have their 

purses snatched than women of any other age. This finding can be given 

a physical intimidation interpretation. However, to date no direct 

tests of the physical intimidation hypothesis have been carried out. 

The Victimization of Juveniles 

Until recently, little attention has been given to the vic

timization of juveniles. Beginning in the early 1970s, there was an 

upsurge of interest in child abuse (e.g., Bakan, 1971; Chase, 1975). 

However, only in the last several years has research been conducted 
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specifically on the problem of juvenile victimization (Hindelang and 

McDermott, 1977; National Institute of Education, 1978a; McDermott, 

1979). 

The long neglect of juvenile victimization is surprising since 

national data (e.g., NCJISS, 1977) shows that juveniles report the 

highest rates of victimization for almost all offenses. The 12-15 age 

category has the highest rates for robbery and simple assult. The 

16-19 age category has the highest rates for total assault, aggravated 

assault, and personal larceny without contact. Rape and personal larceny 

with contact are the only offenses for which one of the two juvenile age 

categories does not have the highest victimization rate. Thus, for most 

personal and predatory crimes juveniles have higher rates of victimiza

tion than any other age category. 

Moreover, a disproportionate number of juvenile victimizations 

occur at school. A recent study based on LEAA National Crime Survey 

data from 26 cities reports that 36 percent of all assaults and 40 

percent of all robberies reported by persons in the 12-19 age group 

occurred in the school building (McDermott, 1979). Another study in 

the Twin Cities metropolitan area found that one-third of all youth 

< victimizations occurred at school (Reynolds and Blyth, 1976). Since 

students spend only about a quarter of their "active" hours at school, 

their per hour risk of being victimized at school is much greater than 

their risk of being victimized when they are not at school. In addi

tion, these studies undoubtedly underestimate the actual percentages 

of victimizations at school since some juveniles in these studies' 

samples had graduated or dropped out of school. 
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The effects of violence, disruption, and vandalism on the Amer

ican public educational system have been noted by the U. S. Senate 

Subcommittee to Investigate Juvenile Delinquency: 

Few students can be expected to learn in an atmosphere of 
fear, assaults, and disorder. There can be little doubt that 
the significant level of violent activity, threats, and 
coercion revealed by the Subcommittee1s preliminary survey 
would have a detrimental effect on the psychological and edu
cational development of children and young adults. More
over, a continuous pattern of destruction of school equipment 
and buildings naturally makes nearly impossible the already 
challenging process of education. (U. S. Senate, 1975, 
p. 8) . 

Thus, juveniles are victimized in two ways: they are both direct victims 

of crime and indirect victims through crime's impact on their educa

tional opportunities. 

Studies of juvenile victimization (Feyerherm and Hindelang, 

1974; National Institute of-Education,•1978a;-MeDermott, 1979; Mawby, 

1979) have been mainly concerned with (1) estimating the incidence of 

victimization and the prevalence of victims, (2) describing the social 

and demographic characteristics of victims, and (3) investigating some 

of the behavioral and attitudinal consequences of being victimized. 

Little attention has been given to the causes of juvenile victimization. 

In the preceding sections six alternate hypotheses of the causes of vic

timization were discussed. In the'following sections, the relevance 

of these six hypotheses for juvenile victimization is discussed and 

specific predictions derived. 
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Exposure 

The exposure hypothesis predicts that persons with charac

teristics similar to offenders are more likely to be victimized. De

viance is assumed to be spontaneous and unplanned. The more time an 

individual is exposed to persons likely to commit deviant acts, the 

higher the probability that he/she will be a target for deviant behav

ior. Since persons with similar characteristics engage in the same 

activities and interact more frequently with each other, persons with 

characteristics similar to those of offenders should be more likely to 

be victimized. 

One of the most consistent research findings in delinquency re

search is that males engage in delinquent behavior more frequently and 

are involved in more serious delinquent behavior than females (e.g., 

Williams and Gold, 1972). Furthermore, males are more likely than 

females to commit both personal and property offenses. 

Weak and variable relationships have been reported between class 

in school (age) and delinquency. In the data which will be analyzed, 

students who had completed fewer years in school were significantly more 

likely to commit property and personal offenses. A significant rela

tionship between year in school and deviance is important for the 

exposure hypothesis because freshmen and sophomores take classes with 

other freshmen and sophomores, and juniors and seniors take classes 

with other juniors and seniors. 

Another strong relationship :',s found between the grades a stu

dent is receiving in school and involvement in delinquency (e.g., 



39 

Hirschi, 1969; Gold, 1970). Students receiving low grades are much 

more likely to become involved in delinquency. 

Finally, although socio-economic status and color are not 

related to most types of self-reported delinquent behavior, juveniles 

from the lower social classes and blacks are more likely to report being 

involved in personal offenses. In the present data, students whose 

fathers have low educational attainment were more likely to commit 

personal offenses. In addition, black males were more likely to be 

involved in personal offenses than white males. 

If persons with the same characteristics as offenders are more 

exposed to offenders, then the exposure hypothesis predicts: 

1. Males are more likely to be victimized than females. 

2. Freshmen and sophomores are more likely to be victimized 

than juniors and seniors. 

3. Delinquents are more likely to be victimized than non-

delinquents. 

4. Students receiving low grades are more likely to be victimized 

than students receiving high grades. 

5. For personal offenses, students whose fathers have low educa

tion are more likely to be victimized than students whose fathers have 

high education. 

6. For personal offenses, students who are members of ethnic 

minorities are more likely to be victimized than Anglos. 

The image of the deviant implied by the exposure hypothesis is consistent 

with the image of the deviant in the social control theory of deviant 
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behavior. There is considerable evidence supporting social control 

theory (i.e., Hirschi, 1969; Hindelang, 1973). Delinquency, even 

more than crime, appears to be a spontaneous activity. The exposure 

hypothesis is therefore expected to provide the best explanation of 

junveile victimization. 

Social Distance 

The social distance hypothesis predicts that juveniles who have 

characteristics opposite from those of offenders should be more likely 

to be victimized. Offenders are assumed to internalize norms which 

allow them to rationalize, justify, or excuse victimizations of persons 

who are socially distant from themselves. The probability of victimiza

tion therefore varies with social distance from offenders. Sykes and 

Matza (1957, p. 665) suggest that "the pool of victims is limited by 

considerations of kinship, friendship, ethnic group, social class, age, 

sex, etc." 

Since offenders tend to be male, to have completed fewer years 

at school, and to be receiving low grades (and have fathers with low 

education and be members of ethnic minorities for personal offenses), 

the predictions of the social distance explanation seem straightfor

ward. 

However, a problem is encountered in trying to apply some of 

the predictions to victims, in general, rather than to the victims of 

a specific offender. For example, a person is likely to have so few 

delinquent friends compared to the total number of delinquents that 

delinquent friends may not affect one's chances of victimization. 
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A related problem is encountered for ethnicity. The social 

distance explanation's prediction for the effects of ethnic group mem

bership depends not only on the probability of deviant behavior but also 

on the relative sizes of majority and minority groups. Persons in 

the majority group may be less likely to.commit personal offenses, but 

they may commit more total offenses than the minority because they are 

more numerous. In this case, the minority group would have higher rates 

of deviance and the social distance explanation would predict they would 

also have higher rates of victimization. 

The social distance explanation's predictions for the other 

characteristics of victims are straightforward given the characteristics 

of offenders and the categorization of independent variables: 

1. Females are more likely to be victimized than males. 

2. The probability of victimization increases from the freshman 

to the senior years. 

3. For personal offenses, students whose fathers have high educa

tional attainment are more likely to be victimized than students whose 

fathers have low educational attainment. 

The predictions of the social distance hypothesis are opposite to the 

predictions of the exposure hypothesis. Since the exposure hypothesis 

most likely provides the best explanation of juvenile victimization, 

the social distance hypothesis is unlikely to receive empirical sup

port. Nonetheless, this remains an empirical question to be tested 

later. 
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Economic Attractiveness 

The economic attractiveness hypothesis assumes that many of

fenders are motivated by a desire for financial gain. Offenders should 

therefore be more likely to victimize economically attractive targets. 

Economic attractiveness is expected to be a better predictor of property 

victimizations than personal victimizations since there are seldom any 

financial rewards for committing offenses against the person. 

The best measure of the economic attractiveness of juveniles is 

the amount of spending money they receive from outside jobs and their 

parents. The more spending money a juvenile has, the more economically 

rewarding it should be to victimize him/her. 

However, amount of spending money is not the only determinant of 

the economic attractiveness of juveniles. A juvenile could have very 

little actual spending money but still be an attractive target because 

his parents have given him expensive gifts — clothes, jewelry, a 

watch, a car, etc. It would be difficult to measure this aspect of 

economic attractiveness directly because so many items of different 

qualities and values could be included. However, higher income 

families may be more likely to give their children expensive items. 

Unfortunately, many juveniles do not know their family's income. How

ever, most of them do know how far their fathers went in school. Assum

ing the educational attainment of the father is related to family 

income, father1s education should be related to the economic attractive

ness of his children. Nevertheless, father's education is probably 

not as good an indicator of economic attractiveness as the actual 

amount of spending money. 
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Therefore, the economic attractiveness hypothesis predicts: 

1. For property offenses, the greater the amount of spending 

money a juvenile has, the more likely he is to be victimized. 

2. For property offenses, the greater the educational attain

ment of a juvenile's father, the more likely the juvenile is to be 

victimized. 

National victimization surveys have found that property victim

ization rates increase as family income increases. However, there are 

two reasons to suspect that economic attractiveness may be a factor 

only for adult and commercial property victimizations. First, juveniles 
e 

are not as economically attractive targets as adults. Juveniles have 

less real money than adults, and an economically motivated offender 

should prefer to victimize adults. Second, the offenders who steal from 

juveniles are most likely other juveniles. Research (Conklin, 1972; 

Rappetto, 1974) suggests that juvenile property offenders are less 

likely to make a living at crime and more likely to commit spontaneous 

acts of deviance. 

High Status 

The high status hypothesis assumes that deviance is caused by 

status frustration. Frustration causes aggression, and the frustrated 

deviant directs his/her attack(s) at the source of his/her frustration. 

The high status hypothesis therefore predicts that high status juveniles 

are more likely to become victims of personal offenses. 
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Success, or status, in school can be achieved in a number of 

ways. In terms of middle class standards, juveniles who are receiving 

good grades and who come from "good" families should have relatively 

high status. Hence, grades and father's education should both influence 

the status of juveniles. Grades may be particularly important since 

failure at school is strongly related to delinquency. 

Also important in becoming "successful" at school are athletics, 

personality, good looks, and associating with the "right" crowd (Cole

man, 1961; Snyder, 1972; Eitzen, 1975). Moreover, the more years in 

school a student has completed, the higher his status. Juniors and 

seniors are given higher prestige scores by students than freshmen and 

sophomores (Coleman, 1961). 

The high status explanation predicts: 

1. For personal offenses, the higher the grades a juvenile is 

receiving, the more likely he/she is to be victimized. 

2. For personal offenses, the greater the educational attainment 

of a juvenile's father, the more likely the juvenile is to be victimized. 

3. For personal offenses, the probability of victimization in

creases from the freshman to the senior years. 

4. For personal offenses, juveniles who letter in a sport are more 

likely to be victimized than those who did not letter. 

The social distance hypothesis has not been adequately tested since past 

research has not separated provocative and "true" victims of personal 

offenses. 
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Legal Risk 

The legal risk hypothesis predicts that offenders select targets 

that involve the least risk of legal reaction. Black's theory of law 

(Black, 1976) predicts that actual legal risk is low if the victim is 

poor, a member of an ethnic or religious minority, or a deviant. 

Of course, legal risk is nil if authorities do not learn of 

offenses. National victimization surveys have found many criminal 

victimizations are not reported to the police. The police learn of most 

victimizations through the victim reporting the incident to them. Rela

tively few victimizations come to the attention of the police through 

reports of friends or family of the victim or reports of witnesses 

(Kansas City Police Department, 1978). 

Unfortunately, no research has been conducted on either offend

ers' perceptions of the characteristics of juvenile nonreporters or 

the actual characteristics of juvenile nonreporters. To test the legal 

risk hypothesis, it is necessary to argue that certain personal charac

teristics influence legal risk and to assume that offenders view legal 

risk in the same way. 

Social control agents, be they teachers or the police, uphold 

middle class norms. Middle class standards promote good scholarship. 

Upper and middle class children, and students doing well in school 

should feel more comfortable interacting with agents of social control. 

Hence, they should be more likely to report victimizations than students 

who come from the lower class or who are making low grades. 
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Older adolescents should be more likely than younger adolescents 

to identify with adults. Since social control agents are adults, older 

adolescents should feel more comfortable reporting victimizations to 

them. In addition, older juveniles may have attended school and lived 

in the community longer than younger adolescents. Hence, they probably 

have had more time to cultivate personal relationships with teachers. 

These relationships should also increase the reporting of victimiza

tions by older students. 

A person whose own deviance makes him susceptible to official 

reactions should be less likely to report victimizations because of fear 

that his own misbehavior will be discovered. Even if the deviant does 

not have this fear, he may still have vague feelings of apprehension 

when interacting with social control agents. As Black (1976) notes, 

the quantity of law decreases as conformity decreases. 

Finally, members of ethnic and religious minorities should be 

less likely to report victimizations and to receive equal protection 

of the law. Blacks, Mexican Americans, American Indians, Mormons and 

Jews have historically been objects of discrimination and prejudice 

in this country. Black's theory predicts that the victimization of 

students who are members of these ethnic and religious groups should 

involve less legal risk. 

Assuming offenders think along similar lines, which of course 

is quite debatable, the legal risk explanation predicts: 

1. The lower the education of a juvenile's father, the more likely 

the juvenile is to be victimized. 
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2. The lower the grades a juvenile is receiving, the more likely 

he/she is to be victimized. 

3. The probability of victimization decrease from the freshman 

to the senior years. 

4. Delinquents are more likely to be victimized than nondelinquents. 

5. Members of minority ethnic groups are more likely to be vic

timized than Anglos. 

6. Members of disliked religious groups (i.e., Mormons and Jews) 

are more likely to be victimized than members of other religious groups. 

The prospects that empirical evidence will support the legal risk hypo

thesis are not good for the following reasons: (1) there may be little 

variation in actual legal risk according to characteristics of the vic

tim (this seems true for adults but is untested for juveniles) 

(2) most deviance is spontaneous and unplanned; and (3) offenders' 

perceptions of legal risk are so low that it is unlikely that victim 

characteristics could significantly affect them. Nonetheless, until 

careful tests are made one cannot reach decisive conclusions regarding 

this perspective. 

Physical Intimidation 

The physical intimidation hypothesis predicts that offenders 

will prefer to victimize the physically weak. Physical intimidation 

should be a factor only for offenses in which there is physical contact 

between offender and victim. Physical characteristics which affect per

ceptions of weakness may also be important in defining the "victim" 

and the "offender" in offenses where both participants are culpable. 
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Two major determinants of physical intimidation are height and 

weight. In general, juveniles who are taller and heavier are more 

physically intimidating than those who are short and light. The 

physical intimidation hypothesis predicts: 

1. For personal offenses, the greater the height of a juvenile, 

the less likely he/she is to be victimized. 

2. For personal offenses, the greater the weight of a juvenile, 

the less likely he/she is to be victimized. 

The physical intimidation hypothesis has not been directly tested in 

past victimization research. 
« 

Summary and Conclusions 

Table 1 is a graphic presentation of the predictions just 

derived from the six hypotheses of victimization. By studying this 

figure it is possible to examine the similarities and differences in 

the predictions of the various hypotheses. 

The exposure hypothesis seems most consistent with current knowl

edge of the nature and causes of delinquency. Delinquency appears to 

be largely spontaneous and unplanned. Juveniles who are more exposed 

to delinquents should be more likely to be targets when delinquents 

commit their spontaneous acts of deviance. 

Although the exposure hypothesis is expected to provide the best 

explanation of juvenile victimization, it is important that the other 

hypotheses be tested as well. First, some of the hypotheses advanced 

in the preceding sections have not been directly tested. For example, 

the effects of high status on non-provoked personal victimizations have 



Table 1. A graphic representation of the predictions of six alternate hypotheses of victimization. 

VARIABLE 

Hypo

thesis Sex 

Year in Delin- Father's 

School quency Grades Education Letter Money Ethnicity Religion Height Weight 

Expo
sure Male 

Fresh. & 

Soph. Deviants Low Low Minority 

Social 

Dis

tance 

Fe

male 

Jun. & 

Seniors High High 

Economic 
Attrac
tiveness 

b b 
High - Much 

High 
Status 

Jun. 6 

Seniors High • . a High 

Letter-

men3 

Legal 

Risk 

Fresh. & 

Soph. Deviants Low Low Minority Deviant 

Physical 

Intimi

dation 
Short Light 

Effect may be limited to personal victimizations. 

Effect may be limited to property victimizations. 
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not been investigated. There have also been no direct tests of the 

physical intimidation hypothesis. Second, it may be necessary to invoke 

two or more hypotheses to describe the patterns of victimization for 

any particular offense. For example, national survey data indicate that 

variables affecting both exposure and economic attractiveness are re

lated to most types of property victimization. Since social distance 

is the only hypothesis which predicts exactly the opposite to the ex

posure hypothesis, support might be found for both the exposure hypothesis 

and any of the remaining hypotheses (i.e., economic attractiveness, high 

status, legal risk, or physical intimidation). Third, the six explana

tions not only predict what variables affect victimization, they can 

also be interpreted as predicting what variables do not affect victimiza

tion. For example, the exposure suggests that height should not be 

related to victimization since it should not directly affect exposure to 

deviants. Therefore, finding no relationship between height and vic

timization would provide additional support for the exposure perspective. 

Most past research on juvenile victimization (e.g., Feyerherm 

and Hindelang, 1974; Mawby, 1979) has focused on the social and demo

graphic characteristics of juvenile victims without making any distinc

tion as to where they were victimized. Other studies (Reynolds and Blyth, 

1976; Hindelang and McDermott, 1977) report that the probability of 

victimization is much greater for juveniles while they are at school 

than while they are not at school. 

A further aim of this study is to see if the same variables 

affect victimization at school and elsewhere. There are reasons for 



suspecting that different variables may affect victimization in the two 

situations. 

In the first place, offenders at school may not be representative 

of offenders in general. The overwhelming majority of school offenses 

are committed by students (National Institute of Education, 1978a, p. 98). 

Away from school, a student1s chances of being victimized by adults of 

juvenile dropouts are increased. Hence, the explanation of student vic

timization at school may be different from the explanation of victimiza

tion away from school because the pool of potential offenders is different 

in the two locales. For example, economic attractiveness would be more 

likely to affect student property victimizations away from school since 

adult offenders are more likely to commit crimes for financial gain. 

Secondly, the school forces students who might not otherwise 

interact with each other to spend up to a quarter of their "active" hours 

together. Away from school students or their parents can exercise greater 

control over whom they will associate with and/or where they will do so. 

At school students who have little in common, and who may in fact dislike 

one another, are forced to take classes together, to pass each other in 

the halls, to eat in the same cafeteria, and so forth. These "forced 

interactions" may cause different variables to affect exposure to offend

ers at school and elsewhere. 

Moreover, as argued previously, support for the high status 

hypothesis is more likely to be found for personal victimizations occur

ring at school since the school focuses the frustration and identifies 

the source(s) of the frustration which may produce aggressive behavior(s). 
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In the next chapter the collection of the data and characteris

tics of the sample will be presented. In subsequent chapters these data 

are used to test the different hypotheses about the causes of victimi

zation. 

The topic of Chapter 3 is juvenile property victimization. In 

that chapter the causes of both theft and property destruction victimiza

tion are explored. Chapter 4 examines the causes of personal victimiza

tions (e.g., threat and attack). 



METHODOLOGY 

This chapter presents methodological details of the survey that 

will' be used to test the hypotheses about victimization presented in 

the preceding chapter. First, the procedures followed in selecting the 

sample and administering the victimization questionnaires are described. 

Next, selected social and demographic characteristics of the sample are 

compared to characteristics of samples from two other schools in the 

same school district and, when possible, to all high school students 

in the state. The chapter ends with a discussion of the problems en

countered in surveying victims, and how these problems affect the con

fidence that can be placed in the findings of the present study. 

Sampling and Administering the Questionnaire 

The sample for the present study consists of 549 students at 

one high school in a suburb of Tucson, Arizona. Rather than having 

classes specified for each year in school, the school designates classes 

as being for freshmen and sophomores, juniors and seniors, or all 

students regardless of their year. Third period classes at the school 

were stratified into upper, lower, and mixed levels according to whether 

the students enrolled in them were primarily juniors and seniors, 

freshmen and sophomores, or all years. Classes were then randomly 

selected from each category. 

53 
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Questionnaires were administered to all students in the selected 

classes on a Tuesday and Wednesday in the spring of 1977. These days 

were chosen because absences and truancy are lowest during the middle 

of the week. Administrators distributed questionnaires and read the same 

written instructions to all respondents. The anonymity of responses was 

emphasized. Students were told they could exchange questionnaires with 

anyone they wished before they began answering the questions. Respondents 

were allowed to bring their completed questionnaires to the front of the 

classroom and place them in any order in a box provided by the adminis

trators. 
o 

Questionnaires were administered by members of the Social Science 

Club at the high school, teachers at the high school, and persons from 

the University of Arizona. Although administrators were randomly assigned 

to classes, sex and year differences among respondents were discovered 

according to type of administrator. However, type of administrator 

did not significantly affect the reporting of either delinquent behavior 

or victimization once sex and year were taken into account (Jensen, 1980). 

If students feared their teachers would find out about their delinquen

cies or victimizations, or if their responses were differentially affected 

by their perceptions of the desires of administrators, there should be 

significant relationships between type of administrator and self-

reported delinquency or victimization. Since such relationships were 

not discovered, and since there are no theoretical reasons for expecting 

interactions among type of administrator, victimization, and any of the 

other variables of interest, type of administrator is not included as a 

variable in any of the analyses to be presented. 
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Characteristics of the Respondents 

Several months before the victimization survey was conducted, 

surveys of self-reported delinquency were conducted at two other schools 

in the same school district. Table 2 shows comparisons between the sex, 

year, ethnicity, and father's education distributions of the victimization 

sample and the samples from these two schools. 

Of the 549 respondents in the victimization sample, 322 (58.7 

percent) were male and 227 (41.3 percent) were female. Respondents in 

the victimization sample were significantly more likely to be male than 

respondents in either of the self-report surveys. The preponderance of 

males in the victimization sample is due to the random selection of 

three physical education classes. Two of these were large male classes 

and the other was a small female class. 

There are also significant differences between the victimization 

sample and both self-report samples in distributions of respondents by 

year in school. In 1978, 27.8 percent of Arizona high school students 

were freshmen, 26.7 percent were sophomores, 24.1 percent were juniors, 

and 21.4 percent were seniors (Arizona Department of Education, 1978). 

Inspection of the data in Table 2 reveals that the victimization sample 

more closely approximates this distribution than either self-report 

sample. 

Respondents in all three samples overwhelmingly identified them

selves as Anglo or Caucasian. However, a significantly larger propor

tion of the victimization sample identified themselves as members of 

this group. Moreover, relatively few members of minority ethnic groups 

live in the school district where the three schools are located. In 



56 

Table 2. Comparisons of selected social and demographic characteristics 
of the victimization sample and two samples from schools 
where self-report questionnaires were administered. 

Victimization 
Sample 

Self-Report 
School 1 
Sample 

Victimization 
Sample 

Self-Report 
School 2 
Sample 

SEX 
Male 
Female 

58.7% 
41.3 

51.9 
48.1 

58.7% 
41.3 

50.0 
50.0 

N = 549 N = 888 N = 549 N = 696 

(X = 6.21; p < .05) (1 = 9.25; p < .01) 

YEAR 
Fresh. 
Soph. 
Junior 
Senior 

22.7% 
25.2 
2 6 . 2  
2 6 . 0  

24.5 
21.2 
2 2 . 6  
31.7 

22.7% 
25.2 
2 6 . 2  
2 6 . 0  

6.3 
40.2 
35.3 
18.2 

N = 543 N = 884 N = 543 N = 694 

(jt = 8.43; p < .05) (%. = 97.11; p < .01) 

ETHNICITY 
Anglo 91.5% 
Mexican-
American, 
Black, 8.5 
Indian 

N = 528 

8 2 . 2  

17.8 

N = 842 

91.5% 

8.5 

N = 528 

87.3 

12.7 

N = 664 

(•% = 29.46; p < .01) (* = 5.59; p < .05) 

FATHER'S EDUCATION 
High School 
or Less 30.4% 
More than 
High 
School 69.6 

N = 529 

56.4 

43.6 

N = 862 

30.4% 

69.6 

N = 529 

71.3 

28.7 

N = 667 

(Jt =88.7; p < .01) (X = 199.72; p < .01) 



1975, 73 percent of the population of Pima county were Anglo, 26 percent 

were members of the three largest ethnic minorities (Mexican-Americans, 

blacks, and American Indians), and 1 percent were members of "other" 

ethnic groups. 

Table 2 also includes data on the educational attainment by 

fathers of respondents at the three schools. As can be seen, the level 

of educational attainment by the fathers of the victimization sample was 

quite high (viz., almost 70 percent of the fathers have more than a high 

school education). The fathers of the victimization sample are sig

nificantly more likely to have more than a high school education than 

the fathers of the self-report samples. 

Census data indicate that persons living in the tract where the 

victimization school is located have more education than residents of 

Pima county. In 1970, 78.5 percent of persons 25 years of age or older 

residing in the tract were high school graduates compared to 63.1 per

cent of county residents (U. S. Bureau of the Census, 1972) . In addi

tion, the tract had a higher median income than the county ($12,181 vs. 

$8,943) and a lower percentage of families below the poverty level (5.6 

percent vs. 10.8 percent). 

All samples are unique. Undoubtedly, a sample of respondents 

and schools with greater geographical, ethnic, and socio-economic diver

sity would increase the generalizability of the findings to be presented. 

However, it should be kept in mind that the focus of the present study is 

on the causes of victimization, not the estimation of rates of victimi

zation or the number of persons victimized. The crucial assumption for 

generalizing the findings is that the causes of juvenile victimization 
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are much the same in all areas and schools. While schools and areas 

may differ in their levels of juvenile victimization, the differences 

are not as large as commonly believed (National Institute of Education, 

1978a, p. 97). But even differences in amounts of victimization (or 

deviance) do not mean that the qauses of victimization (or deviance) 

are different. 

In many ways the issue of generalizability for the present study 

is the same as that faced twenty years ago by the first surveys of self-

reported delinquency. Although the early self-report surveys drew their 

samples from middle class schools, their findings on the causes of 

delinquency have been confirmed by later studies using more represen

tative samples (Linden, 1978). 

As noted in the first chapter, the offenders for most victimi

zations that occur at school are students at the school (National Insti

tute of Education, 1978a, p. 97). Moreover, it seems likely that most 

students who are victimized away from school are also victimized by 

juveniles. If delinquency has the same causes in different areas or 

communities, then the process which brings delinquents and their victims 

together should be similar. 

Measurement of Self -Reported 
Delinquency and Victimization 

The following series of items was included in the victimization 

questionnaire to measure involvement in delinquency: 

During the last 12 months, how many times have you . . . 

Q. 33. Stolen money or something worth more than $50 that 
belonged to someone else? times. 
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Q. 34. .Stolen money or something worth between $2.00 and 
$50.00? times. 

Q. 35. Stolen money or something worth less than $2.00? 
times. 

Q. 38. Beat up or hurt someone on purpose (not counting 
brothers or sisters)? ' times. 

Q. 39. Ruin, break or damage someone else's property on 
purpose? times. 

Q. 40. Started a fight with someone (other than a 
brother or sister) ? times. 

Studies using similar questions have found that many juveniles admit 

committing delinquent acts. The victimization sample also evidenced 

considerable involvement in delinquency. Eighteen percent admitted 

"beating up or hurting someone," 26 percent had "started a fight," 26 

percent had committed acts of vandalism, and 43 percent had committed 

at least one theft in the previous year. 

The self-report surveys mentioned previously included items iden

tical to Q38, Q39, and Q40. Table 3 presents the percentages of respon

dents in those two samples and the victimization sample who admitted 

committing acts of vandalism, beating up or hurting someone, and starting 

a fight. As can be seen, almost identical percentages of respondents 

in the three samples admitted committing these three offenses. Only one 

of the six comparisons between the victimization sample and the samples 

from the other two schools is statistically significant. Students at 

self-report School 2 were significantly more likely to report "starting 

a fight" than students at the school where the victimization survey was 

conducted. 
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Table 3. Comparisons of involvement in three delinquent acts between 
the victimization sample and samples from two other schools 
in the same school district. 

Self-Report Self-Report 
Victimization School 1 Victimization School 2 

Sample Sample sample Sample 

BEATING-UP 
SOMEONE 

0 81.9 84.8 81.9 81.4 
1+ 18.1 15.2 18.1 18.6 

N = 546 N = 882 N = 546 N = 687 

2 2 
(X = 2.13; n.s.) (X = .05; n.s.) 

STARTING 
A FIGHT 

0 74.4 72.4 74.4 69.0 
1+ 25.6 27.6 25.6 31.0 

N = 547 N = 883 N = 547 N = 693 

= .72; n.s.) (% = 4.41; p < .05) 

VANDALISM 
0 74.3 78.0 74.3 73.7 
1+ 25.7 22.0 25.7 26.3 

N = 548 N = 887 

2 
(X = 2.65; n.s.) 

N = 548 

2 
(•*. = .05; n.s.) 

N = 689 
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Items measuring involvement in theft were included on all ques

tionnaires. However, the questionnaire administered at the two self-

report schools included separate items for shoplifting and other thefts. 

This distinction was not made in the victimization questionnaire. 

At self-report School 1, 6.3 percent of the respondents admitted 

stealing items worth at least $50.00, and 17.5 percent admitted stealing 

items or money worth less than $50.00. In addition, 32.5 percent had 

shoplifted. At self-report School 2, 9.4 percent had committed thefts 

greater than $50.00, 22.6% thefts less than $50.00, and 37.9% had shop

lifted. Forty-three percent of the respondents in the victimization 

sample admitted committing at least one theft. If identical theft items 

had been included on all questionnaires, it is likely that no significant 

differences would be found between the victimization sample and the 

samples from the other schools. 

The data in Table 3 indicate that a substantial number of students 

at all three schools are involved in delinquency. Moreover, in spite of 

their fathers' higher level of educational attainment, respondents in 

the victimization sample are just as likely to have committed acts of 

vandalism, started a fight, or beat up someone as respondents in samples 

from other schools. These findings suggest that students at the school 

where the victimization survey was conducted are not substantially more 

(or less) delinquent than students at many other schools. 

Victimization was measured by the following items: 

Part V: Now we would like you to indicate whether you have 
been a victim of certain activities. 
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A. During this school year, how many times have you had some
thing stolen (money, books, radio, etc.) at school or 
elsewhere? 

times at school 
times some place other than school 

C. During this school year, how many times have you had any 
personal items (such as a bike, radio, book etc.) broken 
or destroyed (not by accident) by someone? 

times at school 
times some place other than school 

E. During this school year, how many times has anyone taken 
something from you against your will (robbery)? 

times at school 
times some place other than school 

G. Other than the incidents mentioned in the last question, 
during this school year, how many times has an individual 
or gang threatened you? 

times at school 
times some place other than school 

I. Not including incidents already reported, during this school 
year, how many times have you been attacked by an individual 
or gang (not counting fights with brothers and sisters)? 

times at school 
times some place other than school 

Each of these five items were followed by instructions that persons who 

had been victimized at school answer additional questions concerning their 

most recent school victimization. These supplementary questions were 

contained in boxes below each of the five victimization items. All boxes 

included questions asking where at school the incident occurred and 

whether or not it was reported to the police or teachers. The boxes for 

theft, property destruction, and robbery included a question about the 

value of the item(s) taken or destroyed. Boxes for robbery, threat, 

and attack contained a checklist for determining characteristics of 

offenders. 
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Unfortunately, for each victimization item a number of respon

dents indicated only the number of victimizations they had experienced at 

school, or the number elsewhere, but not both. Thus a respondent might 

report he/she suffered "X" theft victimizations at school, and leave 

blank the space for reporting theft victimizations away from school. 

Conversely, he/she might report "X" victimizations some place other 

than school and not report the number experienced at school. 

Analyses not reported here indicate no significant differences in 

the characteristics of respondents with "one blank" and those who re

ported zero victimizations for any of the victimization items. However, 

there were significant differences between respondents with "one blank" 

and those who reported one or more victimizations. It is possible that 

most of the "one blank" respondents read both parts of the question, 

answered one, and left the other blank to signify zero victimizations. 

To increase table counts, "one blank" responses were treated as zero 

victimizations in the analyses which follow. 

Inspection of responses to the robbery item revealed a substantial 

difference in the number of persons who reported being robbed at school 

and the number who gave characteristics of robbery offenders. This 

difference is probably due to the wording of the robbery item. Apparent

ly, many respondents considered that item to be some type of second ques

tion on theft victimization. As a result, many of the "robbery" victims 

could not give characteristics of their offenders. In hindsight, a 

better way to word the robbery item would have been: "During this 

school year, has anyone taken anything from you by hurting you or 
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threatening to hurt you?" Because of the poor wording of the robbery 

item, the causes of juvenile robbery victimization will not be inves

tigated. 

Responses to the victimization items for theft, property destruc

tion, threat, and attack and the detailed questions concerning the most 

recent victimization at school appear consistent. These items apparently 

measured the types of victimization incidents they were designed to 

measure. 

Table 4 shows the percent of the sample answering each of the vic

timization items, the percent of the respondents who reported being 

victimized, and the odds on victimization, both at school and some place 

other than school. Notice that for all incidents more students report 

being victimized at school than away from school. National victimization 

surveys (National Criminal Justice Information and Statistics Service, 

1975, 1976, 1977) have found that less than half of victimizations to 

persons between the ages of 12 and 19 occur inside the school building. 

There are several possible reasons for this discrepancy. The present 

survey asked about victimizations at school rather than inside the school 

building. Thus victimizations that occurred on the school grounds 

would be classified as school victimizations on the present survey but 

not on the national ones. Moreover, since the present survey was con

ducted at school, and specifically asked about victimizations at school, 

respondents may have been more likely to remember and report school 

victimizations. Finally, some of the 12 to 19 year old respondents in 

the national samples were graduates or dropouts and therefore unlikely 

to have been victimized at school. 
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Table 4. Percent of respondents answering victimization items and 
percent of respondents victimized at school and elsewhere. 

Percent of 
Respondents Odds on 
Answering Percent Victimization 

Type of Victimization Question (N=549) Victimized (1+;0) 

THEFT 
At School 97.6 44.9 .823 
Some Place Other Than School 97.6 26.9 .367 

PROPERTY DESTRUCTION 
At School 88.8 14.5 .170 
Some Place Other Than School 88.8 12.9 .148 

THREAT 
At School 88.0 24.6 .327 
Some Place Other Than School 88.0 15.9 .190 

ATTACK 
At School 80.1 8.2 .089 
Some Place Other Than School 80.1 7.3 .078 
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Table 4 shows that respondents in the present study reported 

being victims of theft more frequently than being victims of attack, 

threat, or property destruction. This finding is consistent with the 

findings of victimization surveys of adults (National Criminal Justice 

Information and Statistics Service, 1975, 1976, 1977) and juveniles 

(Feyerherm and Hindelang, 1974; National Institute of Education, 1978a; 

Mawby, 1979). Interestingly, surveys of self-reported delinquency in

dicate that theft is the most frequently committed of these offenses, 

with fewer juveniles committing acts of vandalism or assault. 

Table 4 also reveals that the percent of the sample who answered 

the victimization items decreases from 97.6% for theft to 80.1% for at

tack. Since the victimization items were located towards the end of the 

questionnaire, much of this decrease n»ay be due to respondents having 

insufficient time to complete the questionnaire. Additionally, respondents 

may have become confused by the instructions and boxes of supplementary 

questions and failed to answer all victimization items. Both of these 

possibilities suggest a relationship between grades in school and 

answering the victimization items. Students receiving low grades should 

have been less likely to complete the questionnaire because they were 

poor (i.e., slow) readers and because they were more likely to become 

confused with the supplementary items. 

Table 5 shows that only 11.2 percent of the students who reported 

that most of their grades were "As" who answered the first victimization 

item (theft) failed to answer the last item (attack). This compares 

to 16.4 percent of the students whose average grades were "Bs," and 
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Table 5. Percent of respondents answering first and last victimization 
items by grades. 

Grades 
Victimization 
Items Answered A B C-F 

Theft and Attack 
(first and last) 88.8 83,6 76,0 

Theft Only 11.2 16.4 24.0 

100.0% 
(214) 

100,0% 
(73) 

100.0% 
(242) 
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24.0 percent of the respondents whose average grades were between "C 

and F." The relationship between answering victimization items and 

2 
grades is larger than could be attributed to chance (Pearson's jc. = 

12.84; p ̂ '.01 with 2 degrees of freedom). Students receiving low grades 

were significantly less likely to answer the attack item. Fortunately, 

however, enough students receiving low grades completed the questionnaire 

to allow investigation of the effect of grades on victimization. 

Criticisms of Victimization Surveys 

A number of criticisms have been leveled against both inter

view and questionnaire surveys of victims. These criticisms can be 

grouped under three headings: sampling, overreporting, and underreport

ing. 

Sampling 

Several writers (e.g., Hood and Sparks, 1970, p. 28; Skogan, 1975, 

pp. 23-24) have noted that the samples for most victimization surveys are 

not representative of the general population. The early problems of only 

interviewing one respondent for each household and having her report on 

victimizations occurring to other family members, sampling only adults, 

and sampling only residents of certain cities have been largely overcome 

in recent LEAA surveys using national samples. The sampling limitations 

of the present survey have already been discussed. 

Interestingly, refusal to participate in victimization surveys 

appears to be only a minor problem as interviews are typically obtained 

from about 95 percent of persons contacted. Data presented in Table 4 

show that almost 98 percent of the respondents in the present sample 
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answered the first victimization item. For reasons given earlier, 

smaller percentages of respondents answered the remaining victimization 

items. 

Overreporting 

Several reasons have been advanced as to why surveys may over

estimate the amount of victimization. In the first place, the telescop

ing of distant events into the time frame covered by the survey seems 

to be a problem. Telescoping refers to the phenomenon of respondents 

reporting victimizations that occurred before the time period covered 

by the survey. If a respondent who was vicitimized 14 months before the 

interview is asked if he/she has been victimized in the past year, he/

she may telescope forward the time of the incident and report it as 

occurring 11 or 12 months before the interview. Studies have shown a 

definite increase in the number of victimizations reported in the 

eleventh and twelfth months preceding surveys with a twelve month time 

frame (e.g., Ennis, 1967; Law Enforcement Assistance Administration, 

1972). This increase is presumably due to telescoping. 

Second, some critics have charged that respondents consciously 

or unconsciously exaggerate or lie about their experiences as victims. 

They may do this to gain sympathy from the interviewer, to provide a 

social service by dramatizing the crime problem, or to give the inter

viewer what they believe the interviewer wants (Levine, 1976). Respon

dents may also report items they themselves lost or misplaced as being 

stolen. 
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Third, respondents may report events which the police or other 

objective observers would not consider to be crimes. If a respondent 

thinks he has been abused by someone, he is likely to report the incident 

even though technically no law has been broken. 

Finally, as Reiss (1975) has noted, in many incidents of assault 

it is difficult to distinguish between the offender and the victim. 

Victimization surveys capitalize on self-definitions, and both partici

pants in an assault may consider themselves to be "victims." Addition

ally, victimization surveys have not distinguished between victims who 

provoke their own victimization and those who do not. 

Underreporting 

There is some evidence which suggests that underreporting may be 

a more serious problem for victimization surveys than overreporting. 

Various "reverse records checks" indicate that many victimizations are 

not very salient events in the lives of respondents. In a reverse 

records check, a sample of persons which police records indicate are 

victims are interviewed to see if they report the incident in a survey 

situation. Overall, these studies (summarized in Hindelang, 1976) show 

that only 60 to 75 percent of victimizations known to the police are 

reported to interviewers. 

In addition, characteristics of the incident affect the probabil

ity that the event will be reported to interviewers. For example, a 

reverse records check in San Jose, California (Law Enforcement Assistance 

Administration, 1972) found that the rate of recall varied from 90 per

cent for burglary to 48 percent for assault. 
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The same study also found that the relationship between the of

fender and the victim affected the reporting of incidents to interview

ers. Seventy-five percent of the incidents in which the police noted 

that the offender was a stranger to the victim were recalled, while 

only 22 percent of the cases where the police recorded the offender as 

a relative were recalled. The recall rate for offenses by a "friend" 

or "acquaintance" (58 percent) was higher than that for relatives and 

lower than that for strangers. 

Finally, reverse records checks indicate that the more temporal

ly distant the event, the less likely it is to be reported. Apparently, 

many victims forget that they have been victimized. 

A Study of Measurement Error 
in Juvenile Victimization Surveys 

Only one study (National Institute of Education, 1978a, 1978c) 

has investigated measurement error in the reporting of victimizations 

by juveniles. This study focused on discrepancies between victimiza

tion measurements obtained from questionnaires and interviews. The 

present study, it will be recalled, measured victimization by ques

tionnaire rather than the more commonly used personal interview. Hence, 

the results of this study of measurement error are particularly rele

vant. 

During the last four months of Phase II of the National Insti

tute of Education (NIE) Safe School study, a Student Post Interview 

Check (PIC) survey was conducted. Students were first given a ques

tionnaire collecting information on victimization. Later, 10 percent 

of these students were interviewed concerning their experiences as 
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victims. At the end of the interview, the interviewer compared responses 

from the questionnaire and interview to determine if the same number of 

victimization incidents were reported. Students whose questionnaire 

and interview responses differed were asked why they had reported dif

ferent numbers of victimizations on the two surveys and what the correct 

(viz., "accurate") number was. 

The major findings of the study can be summarized as follows: 

1. Questionnaires produced significantly higher rates of victimi

zation and percent of students victimized for all offenses 

(robbery^ $1.00, robbery $1.00-10.00, robbery ^ $10.00, attack — doctor 

treatment, attack — no doctor treatment, theft < $1.00) except thefts 

which resulted in losses greater than one dollar (theft $1.00-10.00, 

theft } $10.00). 

2. There were no significant differences between interview and 

"accurate" rates of victimization or interview and "accurate" percen

tages of students victimized for all offenses except for theft ^ $1.00. 

For that offense, interviews underestimated both the rate of victimiza

tion and the percentage of students victimized. 

3. The most frequently mentioned reasons for overestimating the 

frequency of victimizations on questionnaires were, in decreasing order 

of importance: (a) a recall problem of some sort; (b) misunderstanding 

the questionnaire item or the interview screening question; and (c) time 

telescoping. Exaggeration, being uncertain about the incident, the inci

dent being unimportant, or forgetting the incident were seldom given as 

reasons for the questionnaire-interview discrepancy. 
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Both the Student Post Interview Check's methodology and the con

clusions drawn from the study can be severely criticized. Having the 

same interviewers conduct the personal interviews and ask if the 

"correct" number of victimizations was reported during the interview or 

on the questionnaire is extremely problematic. Not surprisingly, the 

number of victimizations reported during the interview was more often 

said to be "correct." After all, respondents were essentially being 

asked, "Did you just tell me the correct answer or did you write it on 

this piece of paper?" Social approval could go far in explaining why 

interview estimates were more frequently reported as being "correct." 

As noted earlier, the most frequently given reason for report

ing different amounts of victimization on the interview and the ques

tionnaire was "a recall problem of some sort." Unfortunately, exactly 

what constitutes a "recall problem" is unclear. Neither the Violent 

Schools — Safe Schools report nor the accompanying volumes of appen

dices (National Institute of Education, 1978a, 1978b, 1978c) give an 

exact definition of this important concept. The closest the authors 

come to a definition are two illustrations of statements that would 

fall into this category (National Institute of Education, 1978c, p. 120). 

These statements are: "I just didn't remember right" and "I was think

ing about the other school that I attended." 

The reporting of victimizations that occurred at another school 

should not be a problem for the present study since it focuses on the 

causes of victimization rather than the prevalence or incidence of vic

timizations at a particular school. Assuming that the causes of 
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victimization are the same at all schools, the reporting of victimiza

tions that occurred at other schools should not affect the results of 

this study. 

The first statement illustrating "recall problems" (viz., 

"I just didn't remember right") is very vague. While it is dangerous 

to attribute meanings to open-ended responses to someone else's question, 

some respondents who gave this type of answer may not have understood 

the question or may have telescoped a more distant event into the period 

covered by the question. Also, respondents who exaggerated a trivial 

event into a victimization or were uncertain about whether the vic

timization occurred may have said they "just didn't remember right." 

Perhaps this is why the PIC study found that these types of error were 

small. Further discussion would be based on conjecture and will not be 

attempted. 

The second most frequently given reason for questionnaire-

interview disagreement was "misunderstanding the questionnaire item or 

the interview screening question" (National Institute of Education, 

1978c, p. 120). Once again, the category is defined by an example of 

a response that would be placed into the category. In this case the 

illustration is: "I thought it meant the 80 cents I had stolen." Hence, 

many questionnaire respondents apparently interpreted the victimization 

items as self-reported delinquency items. 

The present study may have reduced this problem by having respon

dents answer questions about involvement in delinquency before inquiring 

into victimization experiences. Hopefully, respondents who misinterpreted 



the victimization items realized they had already answered self-report 

items, reread the items, and realized their mistake. 

The third most frequently mentioned reason for a questionnaire-

interview discrepancy was time telescoping. Telescoping refers to the 

phenomenon of respondents' placing more distant victimizations into the 

time frame of the study. Given the PIC survey's methodology, the finding 

that telescoping is a more serious problem for questionnaires than 

interviews is not surprising. Questionnaire respondents were asked to 

report victimizations occurring in the previous month while interview 

respondents were requested to report victimizations in each of the two 

most recent months. The number of victimizations reported in the most 

recent month of the interview were compared to the number of victimi

zations reported on the questionnaire. The researchers correctly as

sumed that most victimizations that occurred earlier than the previous 

month would either be correctly reported as occurring in the second 

month before the interview or telescoped into the earlier month's re

porting period. Hence, comparisons between the two surveys exaggerate 

differences in telescoping between them, and the finding that telescop

ing is less of a problem with interviews than questionnaires is not 

surprising. 

In any event, telescoping should be more of a problem with re

search that is trying to estimate the prevalence or incidence of victim

ization than with studies that are investigating the causes of 

victimization. Telescoping could create a relationship between a 

variable and victimization if the variable was related to telescoping 

but not to victimization. It could also negate a relationship if the 
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variable had one effect on telescoping and an opposite effect on victim

ization. However, telescoping is probably responsible for only a few of 

the victimizations reported on the present survey. A variable would have 

to be very strongly related to telescoping to have a significant ef

fect on these findings. 

In sum, comparisons of student responses indicate that ques

tionnaires yield higher estimates of victimization than personal inter

views for most offenses. In addition, there is some indication that 

interviews give a more "accurate" picture of juvenile victimization, 

although the study on which this conclusion is based is methodologically 

weak. Of most importance to the present study, however, is the finding 

that social and demographic characteristics of victims obtained from 

questionnaires and interviews are very similar. The Violent Schools — 

Safe Schools study concludes that questionnaire data are "useful as 

indications of differences in victimization among students and schools, 

but not as the basis for estimates of the extent of victimization" 

(National Institute of Education, 1978a, p. 27). This conclusion is 

reassuring since the present study uses questionnaire data to deter

mine the characteristics of victims and to explore the causes of 

juvenile victimization. 

Comment 

Ultimately, all research is subject to measurement error; no 

phenomenon can be measured perfectly. The important question is not: 

Is there any measurement error? There obviously is. The crucial 
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questions are: How much measurement error is there, and how does it 

affect the research findings? 

Many of the measurement errors found in victimization surveys are 

those intrinsic to the nature of survey research. Undoubtedly, some re

spondents do not understand victimization items, others exaggerate, a few 

lie. Some respondents report events that occur outside the time period 

covered by the survey, and others may forget or be too embarrassed to 

report events that did occur. Researchers can try to reduce these errors 

by item wording, but error will always remain. 

Another of the criticisms of victimization surveys is that many 

incidents reported in the survey may not be crimes. That is, the police 

or neutral observers might not consider reported incidents to be "crimes" 

or many "victims" to be "true victims." This criticism is somewhat ironic 

since a major justification for victimization surveys is that they provide 

data on crimes that are not reported to the police. In addition, this 

criticism ignores the fact that the police use much discretion in deciding 

whether or not to write up an official report, and that independent ob

servers and the police frequently differ in their classification of inci

dents as "crimes" (Black, 1970). 

Finally, no researcher has been so presumptuous as to declare 

that victimization surveys provide unbiased estimates of crime. Stu

dents of crime and delinquency should realize that official statistics, 

victimization surveys, and self-reported delinquency surveys all suffer 

from measurement errors of one type or another. While the phenomenon 

that are measured by these three methods overlap to some extent, the 

extent of overlap is not known. The reader should realize that some of 



the theft, property destruction, threat, and attack victimizations re

ported on any victimization survey would not be considered "crimes" by 

the police or independent observers. Nevertheless, some weight should 

be given to the fact that the "victims" of these incidents consider 

them important enough to report in response to interview or question

naire requests. 



PROPERTY VICTIMIZATION 

Six general hypotheses on the causes of victimization were 

presented in the first chapter. At the end of that chapter, predictions 

were derived from those hypotheses. This chapter presents tests of the 

six hypotheses for different types of property victimization using the 

survey of high school students described in Chapter 2. The causes of 

four different types of property victimization will be investigated: 

theft victimization at school, theft victimization some place other than 

school, property destruction at school, and property destruction some 

place other than school. 

Theft Victimization 

Theft was the most frequent type of victimization reported by 

respondents. Overall, 45 percent of the respondents reported having 

items stolen at school and 27 percent reported having items stolen else

where. The odds on a student having at least one item stolen at school 

were .803 while the odds on having something stolen some place other 

than school were .371. 

In the following sections, the causes of the victimization 

(both at school and elsewhere) are explored. Tests of hypotheses which 

are not expected (for reasons given in the first chapter) to receive 

empirical support are presented first. Hence, the physical intimidation, 

economic attractiveness, high status, and social distance hypotheses 

79 
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are tested first. Since the exposure hypothesis is expected to pro

vide the best explanation of theft victimization, it will be tested 

last. 

Physical Intimidation 

According to the physical intimidation hypothesis, persons who 

are physically intimidating are less likely to be victimized. In general, 

the taller and heavier a person, the more physically intimidating he/she 

is. Hence, height and weight should both be negatively related to the 

probability of victimization. 

However, height and weight are affected by personal characteris

tics such as age and sex. Young students and females tend to be shorter 

and lighter than older students and males. Several hypotheses on the 

causes of victimization predict that year in school (which is strongly 

related to age) and sex are related to victimization. To insure that sex 

and year in school are not responsible for relationships between the 

physical intimidation variables and victimization, it is necessary to 

investigate the effects of the physical intimidation variables on vic

timization while controlling for sex and year. 

The necessity of including sex and year in the models to be 

tested, coupled with the relatively small size of the sample, made it 

impossible to consider models including both height and weight. Separ

ate tests for the effects of height and weight on the two types of theft 

victimization were therefore made. 

The Effect of Height on Theft Victimization at School. Table 6 

presents theft victimization at school by height, sex and year in school. 
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Table 6. Crosstabulation of observed counts for theft victimization 
at school by height/ sex and year in school. 

Theft Victimization at School 
Height 

Year Sex (inches) Norivictim Victim 

Freshman and 
Sophomore Male ^ 63 3 8 

64-65 9 8 
66-67 17 14 
68 7 10 
69 8 8 
70 10 16 

71-72 " 8 18 
73+ 7 9 

Female —61 5 3 

62 13 6 
63 9 3 
64 4 2 
65 12 10 
6 6  1 4  

67 5 5 
68+ 3 5 

Junior and 
Senior Male -67 11 4 

68 7 10 
69 94 
70 14 8 
71 12 12 
72 12 14 
73 5 6 
74+ 14 8 

Female —1^ 8 5 
62 7 5 
63 4 5 
64 13 5 
65 7 6 
66 16 5 
67 13 8 
68+ 16 4 
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This table is analyzed by minimum logit chi-square regression (Berkson, 

1953; Goodman, 1964; Theil, 1970; Cox, 1970; Plackett, 1974), a method 

of analysis especially useful when the dependent variable is dichotomous 

and at least one of the independent variables is scaled. 

The dependent variable for minimum logit chi-square regression 

is defined as 

Y. = log (A. + 0.5)/(B, + 0.5) 
i e l i 

th 
where A^ and B^ are the cell frequencies for the i row of dependent 

variable categories in a table (in this case, school theft victim and 

school theft nonvictim, respectively). Notice that the dependent 

variable equals the log of the odds on theft victimization at school 

(1+ victimizations: 0 victimizations) except that 0.5 has been added 

to both the numerator and the denominator. This 0.5 correction factor 

provides a relatively unbiased estimate of the true logit when sample 

sizes are small (Snedecor and Cochran, 1967). 

The minimum logit chi-square regression technique permits testing 

the goodness of fit for regression models including different combina

tions of scaled or formalized independent variables. A particular re

gression model is said to provide an acceptable fit if the predicted log 

odds for that model do not significantly differ from the observed log 

odds. The goodness of fit for a model is determined by calculation 

2 
of the logit chi-square statistic (Y ), a statistic whose interpretation 

is essentially the same as that of the more familiar Pearson chi-square. 

An important characteristic of logit regression analysis is that 

the "fits" of alternative models can be compared if the models are 
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hierarchical. This means that the fit of one model that includes a set 

of effects and the fit of another model that includes the same effects 

plus at least one more can be compared. This comparison is accomplished 

2 2 
by subtracting the Y of the simpler model from the Y of the more complex 

model, and the degrees of freedom of the simpler model from the degrees 

2 
of freedom of the more complex model. If the resulting Y is signifi

cant (taking into account the degrees of freedom used in fitting the 

additional effect(s)) the more complex model is preferred. This means 

that the improvement in fit obtained by adding the additional effect(s) 

is too large to be accounted for by sampling error. 

2 
Unless otherwise noted, a Y value with p ^ .05 is regarded as 

"statistically significant," and one with p } .10 as "not significant." 

The intermediate case, .05 <5 < .10, is regarded as being "marginally 

significant" or "almost significant." Acceptance or rejection of a 

marginally significant model depends upon theoretical considerations. 

Finally, each of the observed log odds which constitute the 

dependent variable is weighted according to the proportion of the total 

sample on which that particular log odds is calculated. Weighting is 

necessary to achieve homoscedasticity (equal conditional variances on 

the dependent variable), an essential assumption for tests of hypotheses 

in regression analysis. 

Table 7 presents the test statistics obtained when the log odds 

on theft victimization at school (victim:nonvictim) are regressed on 

different combinations of the independent variables sex, year, and 

height. Model 1 regresses none of these independent variables on the 

dependent variable and is referred to as the "model of independence." 
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Table 7. Selected logit regression models for theft victimization at 
school on height, sex, and year. 

Independent Variables Chi"Square Value 
Model in Equation3 •df •• •; (Y2) P 

(1) None 31 36.65 >.10 
(2) X 30 30.35 > - 3 0  ,  
(3) S 30 29.22 >.50 ' 
(4) H 30 33.03 >.30 
(5) X, S 29 23.95 >.70 
(6) X, H 29 24.90 >.50 
(7) S, H 29 29.20 >.30 
(8) X, S, XS 28 23.75 >.50 
(9) X, H, XH 28 23.66 >.50 
(10) S, H, SH 28 29.20 >.30 
(11) X, S, H 28 23.26 >.70 
(12) 

2 
30 33.00 >.30 

(13) X, S, H 28 23.24 >.70 

a X is a formal variable for year in school, S is a formal variable for 
•sex, and H is a scaled variable for height. See text for scoring of 
X and S. H is scored as height in inches in Table 6 except for the 
following freshman and sophomore male categories: 63" scored as 
"62," "64-65" as "64," "66-67" as "66," "71-72" as "72," "73+" as "74." 
Height is therefore scored differently for females, freshman and soph
omore males, and junior and senior males. 
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This model corresponds to the null hypothesis that the- log odds on 

theft victimization at school are independent of the joint variable sex 

by year by height. The degrees of freedom (d.f.) for testing the fit 

of Model 1 are equal to 32 - 1 = 31 d.f. Table 6 has a total of 32 

degrees of freedom since there are 32 observed odds in it. One of 

these degrees of freedom is lost by including a constant for the ob

served odds on theft victimization for the total sample, leaving 31 d.f. 

2 
The null hypothesis for Model 1 cannot be rejected (Y = 36.65, d.f. = 

31, p ̂  .10). Hence, the model of independence provides an adequate fit 

for the data. 

However, it may be possible to obtain a significant improvement 

in fit over the model of independence by including additional effects in 

the model. Model 2 includes a direct effect for year in school (scored 

"1" for freshmen and sophomores and "0" for juniors and seniors). Model 

2 has 30 d.f. since an additional degree of freedom is lost from Model 1 

2 
by including the year effect. Model 2 also fits the data (Y =30.35, 

p y .30). Notice that Model 2 is hierarchical to Model 1 since it fits 

everything Model 1 does plus a year effect. (Since Model 1 includes no 

effects, all of the models that will be considered are hierarchical to 

it.) Comparisons of the fits and degrees of freedom of the two models 

indicate that Model 2 provides a significant improvement over the fit of 

Model 1 (Y2 = Y2(Model 1) - Y2(Model 2) = 36.65 - 30.35 = 6.30, d.f. = 

d.f.(Model 1) - d.f.(Model 2) - 31 - 30 = 1, p < .05). 

Model 3 regresses theft victimization at school on sex (scored 

"1" if male and "0" if female). Like Models 1 and 2, Model 3 fits the 

2 
data (Y = 29.92, d.f. = 30, p ^ .50). Notice that while Model 3 is 
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hierarchical to Model 1, it is not hierarchical to Model 2 since it does 

not fit everything Model 2 does (i.e., it does not fit a year effect). 

Model 3, like Model 2, provides an improvement in fit over Model 1 

(Y2 = 7.43, d.f. = 1, p < .01). 

Model 4 regresses theft victimization at school 'on height. 

(For scoring of height, see footnote to Table 7). If physical intimida

tion explains theft victimization, Model 4 should be the preferred model 

since it corresponds to the null hypothesis that the odds on theft 

victimization at school are independent of class and sex once height is 

2 
taken into account. While Model 4 fits the data (Y = 33.03, d.f. = 30, 

p y .30), it provides only a "marginally significant" improvement in 

2 
fit over Model 1 (Y = 3.62, d.f. = 1, .05 ̂  p < .10). 

Model 5 includes both a year effect and a sex effect. This model 

significantly improves over the fit of Model 3 which includes only a 

2 
sex effect (Y = 5.27, d.f. = 1, p ^ .05) and Model 2 which includes 

2 
only a year effect (Y = 6.40, d.f. = 1, p ^.05). As Table 7 shows, 

Model 5 fits the data rather well (p ) .70). 

Model 6 includes both a year effect and a height effect. This 

model provides significant improvements in fit over models including only 

2 2 
a year effect (Y = 5.45, p C .05) or only a height effect (Y =8.13, 

p ^".05, both with 1 d.f.). Notice that the height effect becomes 

statistically significant when the year effect is also included. 

Model 7 includes both a sex effect and a height effect. While 

this model provides a marginal improvement over the fit of the model 
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2 
with only a height effect (Y = 3.83, .05 <p < .10, with 1 d.f.), it 

clearly does not provide a significant improvement over the model with 

2 
a sex effect (Y = .02, d.f. = 1, p } .95). 

Models 8, 9, and 10 add interaction effects to Models 5, 6, 

and 7, respectively. Scores for interaction terms are computed by mul

tiplying the values of the independent variables. Hence, the scores 

for SH in Model 9 are the products of the values of s (sex) and H 

(height). Interaction effects permit the estimated slopes of the 

regression of one independent variable against the dependent variable 

to differ within categories of a second independent variable. For ex

ample, Model 9 allows the regression of height on the odds on theft 

victimization at school to be different for males and females. None of 

the models with interaction effects provide a significant improvement 

in fit over the models without them. 

Model 11 includes effects for sex, year, and height. While 

2 
Model 11 significantly improves over the fit of Model 7 (Y =5.94, 

p ( .05), it does not significantly improve over the fit of either Model 

5 (Y2 = .69, p > .30) or Model 6 (Y2 = 1.64, p>.20, all with 1 d.f.). 

Model 12 includes all direct and two-way interaction effects and does 

not provide a significant improvement in fit over either Model 5 or 

Model 6. 

Hence, Models 5 and 6 not only provide adequate fits for the data 

and significantly better fits than simpler models, but also adding ef

fects to them does not significantly improve the fit obtained. Models 

5 and 6 are not hierarchical to one another, and statistically there is 

no way to choose one over the other. However, there are theoretical 

reasons for preferring Model 5. 
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Model 5 can be represented by the equation 

Y = -.640 + .406X + .456S 

A 
where Y is the expected log odds on having something stolen at school, 

X is a formal variable for year, and S is a formal variable for sex. 

(The scoring for these variables has been presented earlier.) Accord

ing to this model, being a freshman or sophomore raises the log odds on 

theft victimization at school (l+:0) by .406, and being a male increases 

them by .456. 

Model 6 can be represented by the equation 

Y = -4.219 + .509X + .056H 

A 
where Y and X have the same meaning as in the previous equation, and H 

is a scaled variable for height. (The scoring for height is described in 

a footnote to Table 7.) According to Model 6, being a freshman or sopho

more increases the log odds on theft victimization at school by .509. 

However, the log odds on having something stolen at school increase by 

.056 for each inch as height increases. 

Figure 1 graphs the expected log odds on theft victimization 

for Model 6. As this graph indicates, taller respondents are more 

likely to report having something stolen at school. This relationship 

is, of course, contrary to the predictions of the physical intimidation 

hypothesis. 

Model 6 fits the data because of the strong relationship between 

sex and height. Males are both taller than females and more likely to 

have items stolen at school. As a result, height is positively related 

to the odds on having something stolen at school. Hence, Model 5 is 
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Figure 1. Predicted Log Odds on Theft Victimization at School {Victim:Nonvictim) under Model 6. 
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selected as the preferred model. Males, freshmen, and sophomores have 

significantly higher odds on being theft victims at school than females? 

juniors, and seniors. 

The analysis of the data in Table 6 was presented in detail to 

familiarize the reader with the statistical methods that will be used. 

For more detailed and technical discussions of the minimum logit chi-

square technique, the reader is referred to Berkson (1953), Goodman 

(1964), Theil (1970), Cox (1970), and Plackett (1974). Fewer details 

will be included in presentations of research findings for subsequent 

analyses. 
« 

The Effect of Height on Theft Victimization Some Place Other 

Than School. The next set of models assess the effects of year, sex, and 

height as the log odds on theft victimization some place other than 

school. As was the case when these independent variables were regressed 

on theft victimization at school, the model of independence provides an 

2 
acceptable fit for the data (Y = 35.83, d.f. = 31, p ^ .20). When these 

odds are regressed on year, sex, and height, one at a time, only the re

gression involving year provides a significant improvement in fit over 

2 
the model of independence (Y = 5.17, p <.05 with 1 d.f.). None of the 

other models including year in combination with sex, height, or sex(x) 

height, height(x)year interactions significantly improve over this 

model. 

However, the model including both sex and height provides signi-

ficant improvements in fit over the model of independence (Y =8.11, 

2 
d.f. = 2, p ^.05), the model including only a sex effect (Y = 6.16, 
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2 
d.-f. = 1, p̂ .05), and the model including only a height effect (Y = 

7.02, d.f. = 1, p < .01). None of the tested models hierarchical to the 

model with sex and height effects provided significant improvements in 

fit. 

Hence, two nonhierarchical models can be selected. The first, 

which includes only a year effect, can be represented by the equation 

Y = -1.063 + .442X 

A 
where Y is the log odds on having something stolen some place other 

than school (l+:0), and X is class (scored "1" if freshman or sophomore 

and "0" if junior and senior). Thus, freshmen and sophomores are more 

likely to have something stolen some place other than school. 

The second model can be represented by the equation 

Y = 4.354 + .681S - .083H 

where S is sex ("1" if male and "0" if female) and H is height (scoring 

same as that given in footnote in Table 7). According to this model, 

males are more likely to be victimized and tall students are less 

likely to be victimized. The finding that height is negatively related 

to having something stolen some place other than school is consistent 

with the physical intimidation hypothesis. However, an alternate model 

which includes only a year effect cannot be rejected and is more consis

tent with the theoretical arguments presented in the first chapter. 

The Effect of Weight on Theft Victimization at School. The 

second aspect of physical intimidation that will be investigated is 

weight. If physically intimidating persons are less likely to be vic

timized, then weight should be negatively related to the odds on theft 

victimization. However, tests of the physical intimidation hypothesis 
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using weight as an indicator of physical intimidation (like tests using 

height) must control for sex and year in school since males and juniors 

and seniors tend to weigh more than females and freshmen and sopho

mores -

When models containing effects for weight, sex, and year on 

theft victimization at school are investigated, two nonhierarchical 

models provide significant improvements in fit over the model of in-

2 
dependence (Y for the model of independence = 32.78, d.f. = 27, p ?.20). 

2 
The first model (Y = 21.86, d.f. = 25, p>.30) includes sex and year 

effects and can be represented by the equation 

Y = -.619 + .370X + .432S 

A 
where Y is the predicted log odds on theft victimization at school, 

and X and S are interpreted as before. 

2 
The second model (Y = 18.99, d.f. = 25, p /.80) includes year 

and weight effects and can be represented by the equation 

Y = -2.099 + .531X + .012W 

A 
where Y and X are defined as before and W is weight. (Weight is scored 

according to the student's actual weight. Thus weight is scored dif

ferently for males and females since males weigh more than females.) 

The model which includes effects for class, sex, and weight does not 

significantly improve over either of these two models so there is 

no way to choose one over the other on statistical grounds. 

Figure 2 graphs the expected odds on theft victimization at 

school (victim:nonvictim) for the model with year and weight effects. 

Notice that the expected odds on having something stolen at school 



Figure 2. Expected Log Odds on Theft Victimization at School (Victim: 
Nonvictim) for Model Including Year and Weight Effects. 
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increase with increasing weight. As was the case when the odds on theft 

victimization at school were regressed on height, this positive relation

ship between the physical intimidation variable and victimization can be 

attributed to the fact that males are heavier (and taller) than females 

and also more likely to be victimized. 

The Effect of Weight on Theft Victimization Some Place Other 

Than School. Finally, the effects of year, sex, and weight on theft 

victimization some place other than school should be investigated. As 

has been the case with all of these tests of the physical intimidation 

explanation, the hypothesis of independence provides an acceptable fit 

2 
for the data (Y = 30.09, d.f. = 27, p>.30). Moreover, of the models 

investigated, only the regression of theft victimization away from school 

on year even marginally improves over the fit of the model of independence 

2 
(improvement in Y = 3.74, d.f. = 1, .05<p<.10). The equation for 

predicting the log odds on victimization under this model is 

Y = -1.07 + .378X. 

Although this model provides only a marginal improvement in fit over the 

model of independence, it is selected as the preferred model. According 

to the model, freshmen and sophomores are more likely to have items 

stolen some place other than school than juniors and seniors. 

In conclusion, the only support for the physical intimidation 

explanation for theft victimization comes from the regression of the log 

odds on theft victimization some place other than school on height and sex. 

However, even in this instance an alternate model that includes only a 

year effect could be selected. Although two models including effects of 

height or weight on theft victimization at school could be selected as 
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preferred models, both models specify a positive relationship between 

physical intimidation variables and victimization. These positive re

lationships are due to males being taller and heavier than females, 

and also being more likely to have something stolen at school. As 

expected, these research findings do not provide any unequivocal sup

port for the physical intimidation hypothesis. 

Economic Attractiveness 

The economic attractiveness hypothesis predicts that offenders 

will victimize the persons who provide the most economic rewards. The 

more spending money a high school student has, the more possessions 

he/she should have and the higher the quality of those possessions 

should be. Hence, the more spending money a student has, the more at

tractive he/she should be as a target. 

As argued in the first chapter, spending money is not the only 

determinant of the economic attractiveness of high school students. 

Students who come from high income families may receive expensive gifts 

from their parents. Unfortunately, it is very difficult to obtain valid 

measures of family income from high school students. Many high school 

students simply have no idea what their family income is. To measure 

this aspect of economic attractiveness, it is necessary to assume that 

the father is the major breadwinner in most families, and that the more 

education the father has, the higher his income. However, father's 

education is probably not as accurate a measure of the economic attrac

tiveness of juveniles as spending money. 
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The two types of theft victimization were regressed against 

father's education and amount of spending money. (Fathers' education 

was scored "0" if the father's educational attainment was high school 

or less, "1" for some college, "2" for college graduate, and "3" if the 

father attended graduate or professional school. Spending money was 

scored "2" if the student reported having 0 to $4.00 of spending 

money per week, "7" for $5.00-9.00, "15" for $10.00-20.00, and "30" if 

the student reported having $20.00 or more per week.) 

For both theft victimization at school and theft victimization 

elsewhere, the models of independence provide acceptable fits for the 

2 2 
data (Y = 12.31, p > .50, and Y = 19.05, p>.10, respectively, both 

with d.f. = 15). if economic attractiveness is related to victimization, 

the preferred model should include both father's education and spending 

money. However, including father's education and spending money effects 

singly, together, or together with a father's education-money interac

tion effect does not significantly improve over the fits of the models of 

independence for either type of theft victimization. 

As discussed in the first chapter, support for the economic 

attractiveness is more likely to be found for predatory offenses than 

personal offenses. Since theft is the only clearly predatory offense 

included in this study, these research findings are particularly damag

ing to that hypothesis. That economic attractiveness does not sig

nificantly affect the odds on theft victimization at school is not 

unexpected. Most offenses at school are committed by students at the 

school and most juvenile offenses seem to occur "spontaneously.". 
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The research finding that economic attractiveness is not related 

to theft victimization some place other than school is more surprising. 

Away from school, students can be victimized by adults as well as juven

iles, and adult professional offenders are known to select economically 

rewarding targets. This finding may indicate that most offenders in 

student theft victimizations away from school are either other high 

school students or juvenile dropouts committing "spontaneous" acts of 

deviance. In addition, these findings suggest that professional of

fenders may be unlikely to victimize high school students, perhaps 

because high school students are relatively unrewarding targets when 

compared to adults. 

High Status 

According to the high status hypothesis, delinquents resent 

students who are successful at school and are more likely to select them 

as targets for their delinquent acts. Students can achieve status at 

school in several ways. The longer a student has been in school, the 

higher his or her status. Juniors and seniors have higher status than 

freshmen and sophomores. Students also achieve status, at least with 

respect to middle class standards, by their scholarship. The higher a 

student's grades, the higher his status in school. However, even if a 

student is not a good scholar, he can be successful by being a good 

athelete. Receiving a "letter" in a sport should therefore increase the 

status of the student and make him or her more likely to be victimized. 

Minimum logit chi-square regression analyses were therefore per

formed using the log odds on theft victimization at school and elsewhere 
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as dependent variables and year, grades, and letter as independent 

variables. The high status hypothesis predicts that the preferred 

model should include direct effects for each of the independent variables. 

In the tests of the physical intimidation hypothesis, year was 

treated as a dichotomous variable since extremely small cell sizes would 

result from treating it as a four-category variable. However, cell 

sizes were large enough in the crosstabulations of the two types of 

theft victimization by year by letter by grades that reliable estimates 

could be obtained using four categories of year (viz., freshmen, sopho

mores, juniors, and seniors). 

By using alternate scoring schemes for the four year categories, 

and making hierarchical comparisons, it may be possible to determine if 

there is a linear decline in the odds on theft victimization from the 

freshman to the senior years, or if the significant contrast is between 

underclassmen (freshmen and sophomores) and upperclassmen (juniors and 

seniors). If there is a linear decrease in the odds on theft victimiza

tion, the preferred model should include year when it is scored "0" for 

freshmen, "1" for sophomores, "2" for juniors, and "3" for seniors. If 

the significant contrast is between underclassmen and upperclassmen, the 

preferred model should include year when it is scored "0" for freshmen, 

"0" for sophomores, "1" for juniors, and "1" for seniors. 

For theft victimization at school the model of independence 

2 
provides an acceptable fit for the data (Y = 31.58, d.f. = 23, p^.10). 

The preferred model clearly includes effects for both letter and year. 

However, there is no clear preference for either scoring scheme for year. 

The models which include letter and year (scored linearly) and letter and 



99 

year (scored dichotomously) both significantly improve over the model 

2 
which includes only a letter effect (reduction in Y =5.39 and 5.90, 

respectively, both with d.f. = 1). Moreover, including two year effects 

(using both scoring schemes) and a letter effect does not significantly 

improve over either of the previous models. 

Figure 3 graphs the predicted odds on theft victimization at 

school for the models using alternate scoring schemes for year. Both 

models include an effect that increases the odds on having something 

stolen at school for students who have lettered in a sport. Both also 

include an effect which increases the odds for students who have com

pleted fewer years of school. However, it cannot be determined if 

there is a linear decrease in the odds on having something stolen at 

school or if the decrease occurs between the sophomore and junior years. 

In any event, the finding that students who have lettered in a 

sport are more likely to be victimized is consistent with the predictions 

of the high status hypothesis. However, contrary to the hypothesis, 

grades are not related to theft victimization at school, and students 

who have completed fewer years of school are more likely to be victimized. 

The model of independence provides an acceptable fit for the 

crosstabulation of theft victimization some place other than school by 

2 
grades by letter by year (Y = 25.11, d.f. = 23, p^.30). The preferred 

model includes both year and grades effects and provides a very good fit 

2 
for the data (Y = 15.29, d.f. = 21, p ̂ .80). The preferred model can 

be represented by the equation 

Y = -.393 - .198X - .256G 
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A 
where Y is the expected log odds on theft victimization away from school, 

X is year (scored linearly from "0" for freshmen to "3" for seniors), 

and G is grades (scored "0" for average grades of "A,""1" for average 

grades of "B," and "2" for average grades between "C" and "F"). 

For theft victimization some place other than school, the linear 

scoring for year is preferred. Adding year (scored linearly) to the 

model including only a grades effect provides a significant improvement 

in fit while adding year (scored dichotomously) does not provide a 

2 
significant improvement over that model (Y = 4.81 and 2.91, respective

ly) . These analyses indicate that it may be questionable to treat year 

as a dichotomous variable when the dependent variable is theft victimi

zation some place other than school. 

The preferred model indicates that students who have completed 

fewer years at school, and students who are receiving lower grades are 

more likely to be theft victims away from school. The directions of 

both of these relationships are opposite to the directions predicted by 

the high status hypothesis. 

Legal Risk 

The legal risk hypothesis predicts that offenders will select 

targets that provide the least risk of legal reaction. Black's theory of 

law (Black, 1976) predicts that actual legal risk is decreased if the 

victim is poor, a member of a religious or ethnic minority, or a deviant. 

Of course, legal risk is nil if authorities do not learn of the 

offense. Research indicates that legal reactors learn of most offenses 

because the victim reports it to them, although witnesses or persons who 

know the victim report some offenses and legal reactors happen upon other 
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offenses while they are taking place. Students who are young or who are 

receiving low grades may be less likely to report their victimizations to 

authorities because they are socially distant from adult legal reactors. 

Hence, actual legal risk may be less for student victims who have 

fathers with low education, who have completed fewer years at school, 

who are receiving low grades, who are involved in delinquency, and who 

are members of minority ethnic groups or disparaged religious groups. 

To test the legal risk hypothesis, it is necessary to assume that legal 

risk is actually less for offenses in which the victim has these charac

teristics, and that offenders correctly perceive this reality. Both 

assumptions are, of course, debatable given the lack of research on these 

issues. 

Nevertheless, the effects of self-reported theft, father's educa

tion, and grades on theft victimization will be investigated as a test of 

the legal risk hypothesis. For these analyses, father's education is 

scored as in early analyses, and self-reported theft is scored "1" if 

the respondent admitted committing one or more thefts in the preceding 

twelve months and "0" if he/she reported not committing any. Grades 

are scored "1" if the respondent's average grades were As or Bs, and "0" 

for average grades of C, D, and F. 

The model of independence provides an adequate fit when the de-

2 
pendent variable is theft victimization at school (Y = 18.58, p >.20 

with 15 d.f.). The only significant improvement in fit is obtained by 

including a self-reported theft effect and that model fits the data very 

2 
well (Y = 8.38, d.f. = 14, p ̂ .80). According to this model, committing 

a theft increases the odds on theft victimization at school by .571. 
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The model of independence provides an almost significant fit 

when the dependent variable is theft victimization some place other than 

2 
school (Y = 23.59, d.f. = 15). The preferred model includes both self-

reported theft and grades and can be represented by the equation 

„Y = -1.009 + .576T - .474G. 

According to this model committing a theft increases the odds on theft 

victimization away from school while receiving good grades (As and Bs) 

decreases them. 

The legal risk hypothesis therefore appears to receive some 

support. As predicted, students who have stolen items themselves are 

more likely to be theft victims. However, the results for grades are 

difficult to interpret. 

Logically, grades should be more likely to affect real or per

ceived legal risk in situations where social control agents know how 

well potential victims are doing in school. Data not presented here in

dicate that teachers are the social control agents most likely to be 

notified of victimizations occurring at school. Away from school, the 

police are probably more likely, and teachers less likely, to be 

notified. Since teachers are more likely to know the grades a student 

is receiving, it would seem that the grades of students (viz., potential 

victims) should have more influence on the real or perceived legal risk 

for offenses occurring at school. However, the grades effect is sig

nificant for theft victimizations away from school, but not for theft 

victimizations at school. These findings suggest that legal risk may 

not explain why students with low grades are more likely to have items 

stolen in non-school situations-
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Hence, the only clear support for the legal risk hypothesis comes 

from the finding that students who have committed a theft themselves are 

more likely to be theft victims. Since this relationship is also pre

dicted by the exposure hypothesis, and since no other unequivocal sup

port for the legal risk hypothesis was found, additional tests of this 

hypothesis will not be attempted. 

Social Distance and Exposure 

The social distance and exposure hypotheses predict that the 

characteristics of victims are related to the characteristics of 

offenders. However, the two hypotheses offer contradictory predictions 

on the nature of these relationships. The social distance hypothesis 

assumes that offenders select victims who are of the opposite sex, 

social class, and age of themselves. The exposure hypothesis assumes 

that persons with similar characteristics interact more frequently with 

each other, and that the probability of victimization varies with the 

amount of contact a person has with offenders. If exposure to offenders 

increases the odds on victimization, then persons who are the same sex 

and age as offenders should be more likely to be victimized. Moreover, 

since there is a strong relationship between delinquent behavior and 

having delinquent friends, the exposure hypothesis predicts that delin

quents are more likely to be victimized than nondelinquents. in any 

event, the exact predictions of both the exposure and social distance 

hypotheses depend upon the sex, age, and social class of theft offenders. 

A persistent finding in deviance research is that males are 

more likely to be offenders than females. Table 8 presents self-reported 
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Table 8. Self-reported thefts by sex. 

There is a significant relationship between self-reported 
theft and sex (Pearson's = 41.31, d.f. = 1, p <.001). 

Self-Reported Theft Males Females 

0 133 176 

1+ 153 61 

Odds on Theft 
(1+sO) 1.15 .35 
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theft by sex for respondents in the victimization survey. As can be 

seen, males are much more likely to report committing thefts than fe

males (ratio (malerfemale) of the odds on theft is 3.3). 

Not only are females less likely to steal, but apparently much 

female theft is of a different type. Cameron (1964) reports that fe

males are disproportionately represented among shoplifting offenders. 

For many female thefts, therefore, the victim is an impersonal organiza

tion (a store) rather than a person. Males, it would seem, are not only 

more likely to steal, they are also more likely to steal from indivi

duals. 

The present survey only obtained information on theft victimi

zations that occurred to individuals (viz., high school students). 

Since most of these victimizations were probably committed by male of

fenders, the analysis of the effects of year and social class on self-

reported theft will be restricted to males. 

Table 9 presents the crosstabulation of self-reported theft by 

year by father's education for males. The model of independence provides 

2 
an acceptable fit for these data (Y = 11.74, d.f. = 15, p^.50). Hier

archical comparisons of models using different scoring schemes for 

independent variables reveals that year in school is significantly 

related to self-reported theft for males. However, it is impossible to 

determine exactly how year affects self-reported theft. Both the model 

which includes a linear year effect (scored from "0" for freshmen to "3" 

for seniors) and the model which includes a dichotomous year effect 

(scored "0" for freshmen and sophomores and "1" for juniors and seniors) 
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Table 9. Self-reported thefts by father's education and year in school 
for males. 

SELF-REPORTED 
THEFT 

YEAR FATHER'S EDUCATION 1+ 

Freshmen High School or Less 
Some College 
College Graduate 
Graduate or Professional 

School 

6 
3 
7 

8 

17 
8 
12 

Sophomore High School or Less 
Some College 
College Graduate 
Graduate or Professional 

School 

9 
7 

12 

21 
11 
16 

10 

Junior High School or Less 
Some College 
College Graduate 
Graduate or Professional 

School 

13 
6 
9 

14 
5 
6 

Senior High School or Less 
Some College 
College Graduate 
Graduate or Professional 

School 

11 
10 
10 

10 

11 
8 
12 
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significantly improve over the model of independence (reduction in 

2 
Y = 5.95 and 6.56, respectively, both with d.f. = 1). According to 

the first model, the log odds on a male committing a theft decrease 

by .253 for each year between freshman and senior years. According 

to the second model, being a junior or senior decreases the log odds 

on self-reported theft by .582. 

These hierarchical comparisons do not indicate whether year 

should be scored dichotomously or linearly when testing the social 

distance and exposure hypotheses. However, other considerations sug

gest that year should be scored dichotomously when the dependent varia-

0 
ble is theft victimization at school and linearly when the dependent 

variable is theft victimization elsewhere. 

t Most classes at the school where the victimization survey was 

conducted are designated as either freshman-sophomore or junior-senior. 

As a result, freshmen and sophomores usually take classes with other 

freshmen and sophomores, and juniors and seniors usually take classes 

with other juniors and seniors. Hence, at school, freshmen and sopho

mores are more exposed to (and less socially distant from) offenders 

while juniors and seniors are less exposed to (and more socially dis

tant from) offenders. The dichotomous scoring for year is therefore 

preferred when the dependent variable is theft victimization at school. 

Away from school, students are more free to interact with whom 

they please. In particular, sophomores and juniors may be more likely 

to interact outside of school because of friendships cultivated during 

the previous school year when they were taking classes together as 

freshmen and sophomores. Given the relationship between year and 
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self-reported theft, sophomores should be somewhat less accessible to 

(and more socially distant from) theft offenders than freshmen. 

Juniors, on the other hand, should be somewhat more accessible to (and 

less socially distant from) offenders than seniors. Year in school 

will therefore be scored linearly in tests of the social distance and 

exposure hypotheses when the dependent variable is theft victimization 

some place other than school. 

The predictions of the social distance and exposure hypotheses 

for theft victimization can now be made. If theft offenders select 

victims who are socially distant from themselves, then females and 

students who have completed more years at school should be more likely 

to have items stolen. Father's education should not be related to 

theft victimization since it is not related to male self-reported 

theft. 

On the other hand, if exposure to offenders increases the 

chances of victimization, then males, students who have completed 

fewer years at school, and students reporting stealing something them

selves should be more likely to be victims of theft. 

Table 10 presents crosstabulations of both theft victimization 

at school and elsewhere by self-reported theft, year and sex. For 

theft victimization at school, the model of independence provides a 

2 
marginally acceptable fit for the data (Y =23.54, d.f. = 15, 

.05 <p <.10). Including a sex effect improves significantly over the 

model of independence, as does including a year effect (scored dicho-

2 
tomously), or including a self-reported theft effect (Y for the 

respective models = 17.60, 17.99, and 15.63, all with d.f. = 14). 
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Table 10. Crosstabulations of theft victimization at school and theft 
victimization some place other than school by self-reported 
theft, year and sex. 

Theft Victimization 
at School 

Theft Victimization Some 
Place Other Than School 

Sex Year Theft Nonvictim Victim Nonvictim Victim 

Male Freshman 0 
1+ 

14 
17 

13 
29 

22 
19 

5 
27 

Sophomore 0 
1+ 

16 
23 

16 
24 

28 
36 

4 
21 

Junior 0 
1+ 

22 
17 

13 
17 

25 
25 

10 
9 

Senior 0 
1+ 

31 
14 

16 
20 

39 
25 

8 
9 

Female Freshman 0 
1+ 

18 
7 

11 
10 

23 
12 

6 
5 

Sophomore 0 
1+ 

23 
4 

13 
5 

28 
6 

8 
3 

Junior 0 
1+ 

29 
15 

20 
5 

38 
15 

11 
5 

Senior 0 
1+ 

30 
10 

15 
3 

37 
9 

8 
4 
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Models including both sex and year effects and year and self-reported 

theft effects provide significant improvements in fit over the models 

2 
they are hierarchical to (Y for these models = 12.47 and 11.66, 

respectively). However, the model including sex and self-reported 

theft provides only a marginally better fit then the model with only a 

2 
self-reported theft effect (Y = 3.17, d.f. = 1). None of the models 

including interaction effects provide significant improvements over 

models without them. The model including sex, year, and self-reported 

theft provides a significant improvement in fit over the model con-

2 
taming only sex and theft (Y = 3.96) and marginal improvements over 

2 2 
the models containing year and theft (Y = 3.00) and sex and year (Y = 

3.81, all with d.f. = 1). 

Nevertheless, the model with effects for all three independent 

variables is preferred since the exposure hypothesis predicts that sex, 

self-reported theft, and year are all related to theft victimization. 

The preferred model can be represented by the equation 

A 

Y = -.317 + .326S + .369T - .162X 

where S is sex, T is self-reported theft, and X is year in school. 

According to this mode."1., being a male increases the odds on theft vic

timization at school (victinwnonvictim) by .326 and having com

mitted a theft increases them by .369. Being a junior or senior 

decreases the odds on theft victimization by .162. 

These findings are consistent with the predictions of the ex

posure hypothesis, but contrary to the predictions of the social 

distance hypothesis. Theft offenders tend to be males and freshmen 

or sophomores. Students who are victims of theft at school also tend 
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to be males and freshmen or sophomores. Consistent with the hypothesis, 

students who have committed a theft are more likely to be victimized. 

The next set of models assesses the effects of these variables 

on theft victimization some place other than school. The hypothesis 

of independence is rejected for the data presented on the right side 

2 
of Table 10 (Y = 31.91, d.f. = 15, p ̂ .01). The model with both theft 

and year (scored linearly for reasons given earlier) effects signifi

cantly improves over all simpler models that are hierarchical to it 

2 
(Y for model = 12.06, d.f. = 13, p^ .50). Adding a sex effect does not 

2 
significantly improve over the fit of this model (reduction in Y = .40). 

However, adding a theft(x)year interaction effect provides a marginally 

2 
significant improvement in fit (reduction in Y = 3.37, d.f. = 1, 

.05 < p < .10) . 

Since the self-reported theft(x)year interaction becomes sig

nificant in a subsequent analysis including these two variables, the 

model including the interaction is preferred. 

The expected odds under the preferred model are graphed in 

Figure 4. According to the model, there is a linear decline in the odds 

on victimization some place other than school between the freshmen and 

senior years for students with one or more self-reported thefts. Stu

dents with zero self-reported thefts have approximately the same chance 

of having something stolen regardless of their year in school. Possible 

reasons for the interaction between year and self-reported theft will be 

given in a later section. For the moment it is sufficient to note that 

these findings are more consistent with the exposure hypothesis than the 

social distance hypothesis. Regardless of year in school, the expected 
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Figure 4. Expected Log Odds on Theft Victimization Some Place Other Than 
School (Victim:Nonvictim) Showing the Year (x) Theft Interac
tion Effect. 

Notice the sharp decline in the expected odds on victimization 
from the freshman to the senior classes for students with one 
or more self-reported thefts-
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odds on theft victimization are higher for students who have themselves 

committed a theft. Moreover, as predicted by the exposure hypothesis, 

there is a linear decrease in the expected odds on theft victimization 

from the freshman to the senior years, although the decrease is limited 

to students who have committed one or more thefts. 

Theft Victimization at School — 
Summary and Conclusions 

Little support was found for the physical intimidation, economic 

attractiveness, high status, legal risk, and social distance hypotheses 

for theft victimization at school. All relationships between physical 

intimidation variables and victimization can be attributed to the rela

tionships between height and weight and sex and year in school. No 

support was found for the economic attractiveness hypothesis since 

father1s education and spending money were not related to theft vic

timization at school. Contrary to the high status hypothesis, students 

who had completed more years at school were less likely to have items 

stolen at school- However, as predicted by the high status hypothesis, 

lettering in a sport did increase the odds on theft victimization at 

school. The only support for the legal risk hypothesis was the finding 

that persons who had one or more self-reported thefts were more likely 

to be victimized. Contrary to the social distance hypothesis, males and 

students who had completed fewer years at school commit the most thefts 

and are also more likely to have something stolen at school. 

The research findings are quite consistent with the exposure 

hypothesis. According to that hypothesis, persons with similar charac

teristics interact more frequently; and the more contact a person has 
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with offenders, the greater his/her chances of victimization. Hence, 

persons with the same characteristics as theft offenders should be more 

likely to be victimized. The data indicate that males and students who 

have completed fewer years at school are more likely to be theft of

fenders. As predicted by the exposure hypothesis, males, freshmen 

and sophomores, and theft offenders are more likely to have items stolen 

at school. 

The only relation discovered in the analyses which was not pre

dicted by the exposure hypothesis is the relation between "lettering" 

in a sport and victimization. As predicted by the high status hypo

thesis, students who letter are more likely to be victimized. However, 

given the rather strong theoretical and empirical support for the ex

posure hypothesis, it seems prudent to consider if students who letter 

are more exposed to offenders. 

There are two reasons why lettering may increase the odds on 

having items stolen at school. In the first place, students who letter 

spend more time at school practicing and competing in athletic events. 

Although there is no relationship between lettering and self-reported 

theft, some athletes do commit thefts. Since students who letter spend 

more time at school, they may interact for longer periods of time with 

persons who steal, and therefore be more likely to be victimized. 

Second, and probably more important, students who letter in 

sports have gym lockers for storing clothes and athletic equipment. 

While most nonathletes only have one locker, athletes generally have at 

least two. Thus lettermen not only have more items at school, they also 

have items "at risk" in a larger number of places. Persons become more 
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exposed to property offenders either by interacting with them for 

longer periods of time or by having property "at risk" (and therefore 

exposed to offenders) at a larger number of locations. Hence, exposure 

can explain the relationship between letter and theft victimization at 

school. Exposure to offenders therefore appears to provide the best 

explanation of theft victimization at school. 

Theft Victimization Some Place Other 
Than School — Summary and Conclusions 

There was some support for the physical intimidation hypothesis 

for theft victimization some place other than school. A model includ

ing height and sex effects significantly improved over the fit of the 

model of independence. As predicted by the physical intimidation 

hypothesis, this model specified a negative relationship between height 

and the odds on victimization. However, an alternate model containing 

a year effect could also be accepted. Since the latter model was more 

consistent with the theoretical arguments presented in the first chap

ter, it was selected as the preferred model. 

When this type of victimization was regressed on year, weight, 

and sex, the physical intimidation varible did not have a significant 

effect. The preferred model again included only a year effect. Since 

an alternate model could be accepted which did not include the height 

effect, and since weight was not related to this type of victimization, 

physical intimidation does not seem to explain theft victimization 

away from school. 

There was no evidence that economic attractiveness, as 

measured by father's education and spending money, was related to this 
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type of victimization. Contrary to the high status hypothesis, 

students who had completed more years at school and students doing 

well academically were less likely to have items stolen. However, the 

latter relationship and the additional finding that students who had 

committed a theft were more likely to be victimized were consistent 

with the legal risk hypothesis. Tests of predictions derived from the 

social distance and exposure hypotheses revealed an interaction between 

self-reported theft and year in school which was not predicted by any 

of the hypotheses. 

In sum, these analyses reveal that the direct and/or interaction 

effects of self-reported theft, year, and grades are consistently 

related to theft victimization some place other than school. Table 

11 presents the crosstabulation of this type of theft victimization by 

these three variables. 

2 
The model of independence does not fit these data (Y = 34.79, 

d.f.'= 15, p (.01). The preferred model includes self-reported theft, 

year and grades effects plus a theft(x)year interaction effect. Even 

though year could be removed from the preferred model without signifi

cantly increasing the chi-square, it is included in the preferred model 

because of the self-reported theft(x)year interaction. Coefficients 

and chi-square values for the various effects of the preferred model 

are given in Table 12. 

Figure 5 presents a graph of the expected log odds on theft 

victimization away from school for the preferred model. As can be 
« 

seen, students with high grades (As and Bs) are less likely to be 

victimized. The effects of self-reported theft depend upon year. As 
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Table 11. Crosstabulation of theft victimization some place other than 
school by year, grades and self-reported theft. 

Theft Victimization Some 
Place Other Than School 

Self-Reported Theft Grades Year Nonvictim Victim 

A-B Freshman 
Sophomore 
Junior 
Senior 

30 
27 
39 
50 

7 
4 
11 
6 

C-F Freshman 
Sophomore 
Junior 
Senior 

11 
27 
21 
18 

4 
7 
10 
9 

1+ A-B Freshman 
Sophomore 
Junior 
Senior 

17 
21 
16 
22 

13 
9 
5 
5 

C-F Freshman 
Sophomore 
Junior 
Senior 

15 
22 
27 
17 

19 
16 
8 
9 
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Table 12. Logit regression of theft victimization some place other 
than school on self-reported theft, year, and grades. 

ci • • 
Independent Variable Coefficient Logit Chi-square 

Theft 1.11 10.57 
Grades -.54 7.32 
Year .01 .01 
Year(x)Theft -.38 4.29 
Constant -.97 • • • 

(fit of model, df = 12) . . .  7.75 

a Theft scored "0" for zero self-reported thefts, "1" for one or more 
self-reported thefts. Grades scored "1" for average grades of "A" or 
"B," "0" for average grades of "C," ",D," or "F." Year scored from 
0 for freshmen to 3 for seniors. 

Chi-square value for independent variable indicates increment to 
chi-square value for the model if that variable is deleted and the 
model is re-estimated. 
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Figure 5. Graph of the Predicted Odds on Theft Victimization Some Place 
Other Than School (Victim:Nonvictim) for the Preferred Model. 

The model includes direct effects for year, grades, and self-
reported theft, and a year (x) theft interaction effect. 
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year in school increases, committing a theft has less effect on the 

odds on victimization. Thus committing a theft increases the log odds 

on theft victimization by 1.11 for freshmen, but has essentially no 

effect for seniors. 

Despite the theft(x)year interaction, the significance of the 

grades effect, and the lack of significance of the sex effect, the 

best explanation of these findings may still be exposure to offenders. 

Receiving high grades may decrease exposure to offenders away from 

school for two reasons. First, students who receive high grades 

probably spend more time studying at home where chances of theft 

victimization are small. Second, and perhaps more important, stu

dents receiving good grades are likely to choose persons similar to 

themselves to interact with away from school. Data not presented 

here indicate that students receiving low grades are more likely to 

commit thefts. If persons with similar characteristics interact 

more frequently, students receiving high grades decrease their expo

sure to theft offenders by interacting with students similar to 

themselves. However, receiving high grades would only reduce a 

student's chances of theft victimization when he/she is not at school. 

The forced interactions between dissimilar students at school cause 

the student receiving high grades to be as exposed to offenders at 

school as the student receiving low grades. 

There are at least two possible explanations for the finding 

that self-reported theft has less and less influence on theft vic

timization some place other than school as year in school increases. 

Control theorists have suggested that deviance declines in early 



122 

adulthood because of increasing attachment and commitment to conven

tional people and activities. Perhaps these changes are accompanied, 

or preceded, by changes in beliefs regarding the way one treats 

one's friends. As adolescents grow older they may become more likely 

to internalize the conventional belief that one does not steal from 

one's friends. Freshmen would be at least likely to have internalized 

this belief and therefore most likely to victimize their friends. 

However, this explanation suggests that the theft(x)year inter

action should be significant for all thefts where offenders are juven

iles. Earlier analyses indicate no such interaction for theft 

victimization at school, and offenders for most theft victimizations at 

school are undoubtedly students at the school. 

On the other hand, the way theft offenders spend their time 

outside school may change between the freshmen and senior years. As 

year in school increases, theft offenders may spend more non-school 

hours working at part-time jobs or interacting with persons of the 

opposite sex. As a result, they may spend less time interacting with 

delinquent friends, and therefore be less exposed to offenders. At 

school, however, year in school would not influence exposure to delin

quent friends since they are likely to be taking the same classes. If 

these arguments are correct, the effect of delinquent friends (as 

measured by self-reported delinquency) would depend upon year in school 

only for theft victimizations occurring away from school. Moreover, 

consistent with the previous findings, delinquent friends and year in 

school would have independent effects on theft victimization at school. 
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To the extent that comparisons are possible, these findings 

are rather consistent with the findings of previous victimization 

surveys of juveniles. Other studies report that males are more likely 

to be theft victims than females (Feyerherm and Hindelang, 1974; 

National Institute of Education, 1978a; Mawby, 1979), and that younger 

juveniles are more likely to have items stolen than older juveniles 

(National Institute of Education, 1978a). The present research indi

cates that younger students are more likely to have items stolen both 

at school and elsewhere. However, males were only marginally more 

likely to have items stolen at school than females, once other factors 

were taken into consideration, and they were not more likely to have 

items stolen some place other than school. 

In an English study, Mawby (1979) found that social class, as 

measured by father's occupation, was unrelated to theft victimization. 

Feyerherm and Hindelang (1974) also report that social class is not 

related to juvenile theft victimization. The findings of the present 

study also indicate that social class (as measured by father's educa

tion) is not related to theft victimization. Finally, Mawby (1979) 

found that self-reported delinquency was associated with theft victimi

zation. The present study found that students who were theft offenders 

were significantly more likely to be theft victims at school. Away 

from school, the effect of self-reported theft depended upon year in 

school. 

Property Destruction Victimization 

The second type of property victimization examined here is 

property destruction. Fewer respondents reported being victims of 
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property destruction than reported being victims of theft. The odds 

on a respondent having property damaged or destroyed at school are 

.170 while the odds on having property destroyed some place other than 

school are .148. The following sections present tests of the six 

hypotheses of victimization with dependent variables being the two types 

of property destruction victimization. 

Physical Intimidation 

As with tests of the physical intimidation hypothesis of theft 

victimization, it is necessary to include both sex and year in the 

models because height and weight are largely determined by sex and 

age. The data in Table 13 reveal a strong relationship between sex and 

both property destruction victimization at school and elsewhere. The 

ratios (male:female) are 3.5 for property destruction victimizations 

at school and 2.8 for those elsewhere. These differences in odds are 

statistically significant (Pearson's %= 15.89 and 10.28, respectively, 

both with d.f. = 1). 

As Table 13 shows, only 12 female respondents had items damaged 

or destroyed at school and only 13 had items destroyed elsewhere. Be

cause of the resulting small cell sizes for some female categories, it 

was necessary to restrict the investigation of the physical intimidation 

hypothesis to males. Moreover, to insure large enough cell sizes to 

obtain reliable estimates for the males, it was necessary to categorize 

height and weight differently than in preceding analyses. The new 

scoring schemes for these variables is given in a footnote to Table 14. 
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Table 13. Prevalence of property destruction victims at school and 
elsewhere by sex. 

Property Destruction Victimization 

At School Elsewhere 

Sex ' Nonvlctim Victim Nonvictim Victim 

Male 233 56 240 49 

Female 177 12 176 13 
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Table 14. Selected logit models for the regressions of property 
destruction victimization at school and elsewhere on 
(1) year and height and (2) year and weight, for males. 

Dependent Variable 

Log Odds on Log Odds on 
Variables in Property Destruction Property Destruction 

the Equation Victimization at School Victimization Elsewhere 

df Y2 P df Y2 P 
None 9 6.65 >.50 9 12.75 > .20 

X 8 6.63 >.50 8 12.10 > .10 

H 8 6.35 >.50 8 12.05 >.10 

X, H 7 6.20 >.50 7 11.85 > .10 

X, H, X(x)H 6 4.58 >.50 6 6.32 > .30 

None 9 5.31 >.80 9 9.44 >.30 

X 8 5.20 >.70 3 9.06 > .30 
W 8 4.94 >.70 8 9.44 > .30 

Xf W 7 4.59 >.70 7 8.94 > .30 
Xf w, x(x)W 6 4.26 ^.50 6 6.08 > .30 

a X is year (scored "1" for freshmen and sophomores, "0" for juniors and 
seniors). H is height in inches (for freshmen and sophomores, scored 
"64" if "65" or less, "66.5" if 66-67", "68.5" if 68-69", "70.5" if 
70-71", and "73" if 72" or more; for juniors and seniors scored "67" 
if 68" or less, 69.5 if 69-70", "71" if 71", "72.5" if 72-73", and 
"74.5" if 74" or more), W is weight in pounds (for freshmen and 
sophomores _< 119 = 110, 120-134 = 127, 135-144 = 140, 145-159 = 152, 
160+ = 170; for juniors and seniors _< 134 = 125, 135-149 = 142, 
150-159 = 155, 160-174 = 167, 175+ = 180). 
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The body of Table 14 presents test statistics for the regres

sions of the log odds on property destruction at school and elsewhere 

on (1) year and height and (2) year and weight. As can be seen, the 

model of independence provides an adequate fit for all four sets of 

data. For victimizations at school, none of the more complex models 

provide a significant improvement in fit. For property destruction 

some place other than school, however, the model including year, height, 

and year(x)height effects provides a marginally significant improvement 

2 
over the model of independence (Y = 6.43, d.f. = 3, .05 <p{".10). 

Figure 6 graphs the expected odds for this model. Consistent 

with the physical intimidation hypothesis, the odds on having property 

damaged or destroyed some place other than school decrease with increas

ing height for freshmen and sophomore males. However, for junior and 

senior males, the odds on victimization increase with increasing height. 

Since the results for juniors and seniors are contrary to the predic

tions of the physical intimidation hypothesis, and since this model 

provides only a marginal improvement in fit, the model of independence 

is selected as the preferred model. In sum, there is no indication that 

males who are less physically intimidating are more likely to have 

property damaged or destroyed. 

Economic Attractiveness 

The economic attractiveness hypothesis predicts that the odds 

on property destruction victimization are positively related to father's 

education and spending money. Table 15 presents the test statistics 
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Figure 6. Predicted Log Odds on Having Property Damaged or Destroyed 
Some Place Other than School for Male Underclassmen and Upper-
classmen of Different Heights. 

The model which generated these odds provides a marginally 
significant improvement over the model of independence. 
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Table 15. Selected logit models for the regressions of property 
destruction victimization at school and elsewhere on father's 
education and spending money. 

DEPENDENT VARIABLE 

Log Odds on Log Odds on 
Variables Included Property Destruction Property Destruction 

in Regression Victimization at School Victimization Elsewhere 

; df p df p 

None 25.03 15 .05 11.35 15 .50 

Father's Education 18.11 14 .20 8.21 14 .80 

Money 25.49 14 .05 11.20 14 .50 

Father1s Education, 
Money 17.81 13 .10 8.13 13 .80 

Father1s Educat ion, 
Money, Father1s 
Education(x)Money 1G.37 12 .10 7.31 12 .80 

cl 
Father's education scored "0" for high school or less, "1" for sortie 

college, "2" for college graduate, "3" for graduate or professional 
school. Spending money scored "2" for 0-4.dollars per week, "7" for 
5-9, "15" for 10-20, and "3" for more than $20.00 per week. 
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obtained by regressing the two types of property destruction victimiza

tion on those two variables- (The sample for these analyses includes 

females as well as males.) 

The model on independence provides an adequate fit for victimi

zation away from school, but not for those at school. For school vic

timization, including a father's education effect provides a significant 

2 
improvement in fit (Y = 6.92, d.f. = 1, p (".05) . The equation for cal

culating the expected log odds under this model is 

$ = -1.128 - .306F 

A 

where Y is the expected log odds on property destruction victimization 

at school, and F is father's education. (Scoring of variables is given 

in a footnote to Table 15.) Contrary to the predictions of the high 

status hypothesis, the greater the education of the father, the lower 

the odds on a respondent having property damaged or destroyed at school. 

For victimizations some place other than school, a marginal 

improvement in fit over the model of independence is obtained by in-

2 
eluding an effect for father's education (Y = 3.14, d.f. = 1, 

.05 <p <.10). To give the benefit of the doubt to the economic attrac

tiveness hypothesis, this model is selected as the preferred model. It 

can be represented by the equation 

Y = -1.448 - .205F. 

Hence, father's education is also negatively related to the odds on 

having property damaged or destroyed some place other than school, 

although the relationship is only marginally significant. In sum, these 

analyses give no support to the hypothesis that students who are 
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economically attractive targets are more likely to be victims of 

property destruction. 

High Status 

. If students who are successful at school are more likely to be 

victimized, then students who are receiving high grades, who have let

tered in a sport, or who have completed more years at school should be 

more likely to be victimized. To investigate these hypotheses the log 

odds on the two types of property destruction victimization were re

gressed on year, grades, and letter. 

For both property destruction at school and elsewhere, the 

2 
models of independence provide quite good fits for the data (Y =8.43, 

p >.90 and Y = 10.99, p> .70, respectively, both with d.f. = 15). More

over, none of the other models that were considered provide significant 

improvements in fit over those models. Hence, there is no indication 

that students with high status are more likely to have their property 

destroyed. Apparently, offenders who destroy property are not striking 

out against the successful students who are supposed to be the source 

of their frustration. 

Legal Risk 

According to the legal risk hypothesis, offenders select victims 

so as to minimize the probability and severity of official reaction. For 

reasons given earlier, father's education, year in school, grades, self-

reported delinquency, ethnicity, and religion are assumed to influence 

actual legal risk. To test the legal risk hypothesis it is also 
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necessary to assume that offenders' perceptions of legal risk reflect 

these predicted characteristics of actual legal risk. 

As noted earlier, one of the major criticisms of victimization 

surveys is that respondents may misinterpret victimization items to be 

items requesting information on self-reported deviance. Although 

relatively few respondents reported damaging or destroying property, 

especially when compared to the number who reported engaging in some 

type of deviant behavior, self-reported vandalism was used as the only 

measure of delinquency in the models. This was done to insure that any 

relationships discovered are not due to respondents reporting acts they 

committed as victimizations. Also, the sample is too small to allow 

inclusion of another variable measuring involvement in delinquency. 

Year is not included as an independent variable because of the result

ing small cell sizes and the fact that previous analyses indicate that 

it is not related to either of the dependent variables. 

Initial tests of the legal risk hypothesis consider the effects 

of father's education, grades, and self-reported vandalism on the two types 

of property destruction victimization. For property destruction vic-

2 
timization at school, the model of independence must be rejected (Y = 

26.03, d.f. = 15, p (.05). The preferred model includes both father's 

2 
education and vandalism effects and fits the data very well (Y =5.71, 

d.f. = 13, p^ .90). The equation for calculating expected odds for the 

preferred model is 

Y = -1.562 + ,993V - .300F 
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where V is self-reported vandalism (scored "0" if the respondent did not 

commit any acts of vandalism in the preceding year and "1" if he/she 

did, and F is father's education (scored as before). 

The preferred model when the dependent variable is property 

destruction victimization some place other than school includes the same 

2 
effects (Y for model = 10.27, d.f. = 13, p ̂ .50). The equation for 

calculating the expected odds for this model is 

Y = -1.719 + .983 - .250F. 

For both types of property destruction victimization, these 

findings are rather consistent with the predictions of the legal risk 

hypothesis. Father's education is inversely related to the odds on vic

timization, and vandals are more likely to be victimized. However, 

contrary to the predictions of the hypothesis, grades are not related 

to property destruction victimization either at school or elsewhere. 

The present formulation of the legal risk hypothesis also pre

dicts that members of disliked ethnic and religious groups are more 

likely to be victimized. Both types of property destruction victimiza

tion were regressed on father's education and ethnicity. (Because of 

the small number of minority students in the sample, ethnicity was 

dichotomized into "Anglo" and "other" categories. The "other" category 

included only respondents who identified themselves as belonging to one 

of the three largest ethnic minorities in the area (viz., blacks, 

Mexican-Americans, and American Indians).) For both types of property 

destruction victimization, the preferred model included only a father's 

education effect. Hence, ethnic minorities are not more likely to be 
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victimized, and minority group membership cannot explain the relation

ship between father's education and property destruction victimization. 

The possibility that students who belong to certain religious 

.groups are more likely to be victimized was also investigated. Once 

again, it was necessary to use some rather crude categories because of 

the small size of the sample. Religious organizations were divided into 

the following four categories: (1) Catholic, (2) Fundamentalist 

Protestant, (3) Other Protestant, and (4) Mormon and Jewish. Mormon 

and Jewish religious were combined because there were not enough respon

dents in either group to analyze them separately. Moreover, both groups 

have been discriminated against because of their religious beliefs. 

Analyses not presented here indicate that religious affiliation is not 

related to property destruction victimization either at school or else

where, nor does it explain the relationship between father's education 

and these types of victimization. 

In sum, these analyses reveal that father's education and self-

reported vandalism are related to both types of property destruction 

victimization in the ways predicted by the legal risk hypothesis. How

ever, contrary to the predictions of that hypothesis, year in school, 

grades, ethnicity, and religion are not related to these victimizations. 

Social Distance and Exposure 

The predictions of the social distance and exposure hypotheses 

both depend upon the characteristics of vandalism offenders. The ef

fects of sex, father's education, and year on self-reported vandalism are 

therefore investigated. 
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The data in Table 16 reveal that sex is significantly related to 

self-reported vandalism (Pearson's ?£•= 33.83, d.f. = 1, p (.001). 

Because of the resulting small cell frequencies for females with one 

or more self-reported acts of vandalism, it was decided to limit the in

vestigation of the effects of father1s education and year on self-

reported vandalism to males. 

The model of independence provided a good fit for the male data 

2 
(Y = 10.48, d.f. = 15, p ̂ .70). Although different scoring schemes 

for father's education and year were tested, none of the models that 

were considered improved significantly over the fit of the model of 

independence. 

Based on these findings, the social distance hypothesis predicts 

that females are more likely to have property damaged or destroyed since 

males are more likely to commit acts of vandalism. Moreover, it pre

dicts that year and father's education are not related to these vic

timizations since neither is related to self-reported vandalism. 

Previous analyses have investigated the effects of sex, year, 

and father's education on property destruction victimization. Those 

analyses reveal that year is not significantly related to either type of 

property destruction victimization. This finding is consistent with 

the predictions of the social distance hypothesis. However, contrary 

to the hypothesis, respondents whose fathers have low education are 

more likely to be victimized, even though father's education is not 

related to self-reported vandalism. In addition, females are less likely 

to commit acts of vandalism and less likely to suffer property destruction 
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Table 16. Crosstabulation of self-reported vandalism by sex. 

Self-Reported Vandalism 

Sex None One or More 

Male 198 110 

Female 177 27 
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victimization. In sum, social distance does not seem to explain patterns 

of property destruction victimization. 

The exposure hypothesis assumes that persons with similar charac

teristics interact more frequently than persons with different charac

teristics. Since deviance occurs "spontaneously," the more contact a 

person has with offenders, the more likely he/she is to be victimized. 

Persons who have the same characteristics as vandalism offenders should 

therefore be more likely to be victimized. Since males, and persons who 

have friends who commit acts of vandalism have more contact with offend

ers, males and self-reported vandals should be more likely to have their 

property destroyed. In addition, since neither year or father's 

education is related to self-reported vandalism, neither should be 

related to these victimizations. 

The strong relationships between sex and self-reported vandalism 

and sex and property destruction victimization lead to extremely small 

cell sizes for some categories of females when either type of property 

destruction victimization is crosstabulated by sex and vandalism. As a 

result, tests of the exposure hypothesis will consider the effects of 

self-reported vandalism and year on property destruction victimization 

only for males. 

The hypothesis of independence must be rejected for both vic-

2 2 
timizations at school (Y = 18.23) and elsewhere (Y =13.79, both with 

d.f. = 7). The preferred model for property destruction victimization 

2 
at school includes only an effect for self-reported vandalism (Y for 

model = 8.72, p >.10). According to the preferred model, the odds on 

a male being a property destruction victim at school increase by .920 if 
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he has committed at least one act of vandalism. The preferred model for 

property destruction victimization elsewhere also includes only a van-

dalism effect (Y for model = 5.52, p^.50). According to this model 

being a vandal increases a male's odds on property destruction victimi

zation some place other than school by .898. 

Hence, at least for males, there is moderate support for the ex

posure hypothesis. Males are more likely to be both offenders and victims 

for the offense of vandalism, and males who have committed acts of van

dalism themselves have high odds on having their own property destroyed. 

As predicted, year in school is not related to property destruction 

victimization. However, contrary to the predictions of the exposure 

hypothesis, father's education is negatively related to the odds on 

both kinds of property destruction victimization even though it is not 

related to self-reported vandalism. 

Summary and Conclusions 

No support was found for the physical intimidation, economic 

attractiveness, high status, or social distance hypotheses for property 

destruction victimization. However, as predicted by the legal risk hy

pothesis, respondents who had committed acts of vandalism or whose fathers 

have low education were more likely to be victimized. As predicted by 

the exposure hypothesis, respondents who were male or who had committed 

acts of vandalism were more likely to be victimized. The variables sex, 

father's education, and self-reported theft were consistently related to 

both property destruction victimization at school and elsewhere. 
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Table 17 presents the crosstabulation of the two types of vic

timization by these three variables for all males and for females who 

did not commit any acts of vandalism. (Females who reported one or 

more vandalism offenses were omitted from these analyses because of 

small cell sizes.) To aid the reader, Table 17 also presents the 

scoring schemes used in the regression analyses. 

Table 18 presents test statistics for selected regression 

models for the data in Table 17. For property destruction victimization 

at school Models 5, 6, and 7 all fit the data and provide significantly 

better fits than simper models. Model 5 provides an unusually good fit 
o 

2 
(Y = 3.62, p >.90). Model 11'which includes all three variables sig-

2 
nificantly improves over the fits of Models 6 and 7 (Y = 6.05 and 9.71, 

respectively, both with d.f. = 1), but does not improve over the fit 

2 
of Model 5 (Y = 1.96). Model 5 is therefore selected as the preferred 

model. 

Interestingly, Model 5 is also the preferred model when the 

dependent variable is the log odds on property destruction victimization 

some place other than school. The equations for predicting the expected 

odds on having property destroyed at school and elsewhere are 

Y = -1.557 + 1.115V - .295F 

and 

Y = -1.740 + 1.15V - .260F, 

respectively. Notice that the intercepts and slopes for the effects 

in these two equations are very similar. This similarity suggests that 

the two types of victimization may be much the same in respondents1 minds. 



Table 17. Crosstabulations of property destruction victimization at school and elsewhere by sex by 

father's education by self-reported vandalism. 

The scoring scheme used in the regression analyses is presented in the left columns. 
Females who committed acts of vandalism are omitted from the Table. 

Property Destruction Property Destruction 
Victimization at School Victimization Elsewhere 

Self-Reported Father1 s. p 
Vandalism Education Sex Nonvictim Victim Nonvictim Victim 

0 0 1 49 10 48 11 
0 0 0 38 6 38 6 
0 1 1 24 6 26 4 
0 1 0 30 2 29 3 
0 2 1 45 6 48 3 
0 2 0 41 4 43 2 
0 3 1 37 3 37 3 
0 3 0 45 2 45 2 
1 0 1 19 13 23 9 
1 1 1 17 7 16 8 
1 2 1 19 6 21 4 
1 3 1 15 4 13 6 

3 "0" = zero, "1" = 1 or more self-reported acts of vandalism. 

b 
"0" = high school or less, "1" = some college, "2" = college graduate, "3" = graduate or professional 
school. 

C "1" = male, "0" = female. 
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18. Test statistics for selected logit models for the regressions 

of property destruction victimization at school and elsewhere 

on self-reported vandalism (V), father's education (F), and 

sex (S) . 

Dependent Variable 

Independent 
Variables 
in Model 

Log Odds on Log Odds on 
Property Destruction Property Destruction 
Victimization at School Victimization Elsewhere 

None 

V 

F 

S 

V, F 

V, S 

F, S 

V, F, V(x)F 

V, S, V(x)S 

F, S, F(x)S 

V, F, S 

L 
26.94 

17.09 

20.70 

17.25 

3.62 

7.71 

11.37 

3.61 

7.71 

11.35 

1.66 

df 

11 

10 

10 

10 

9 

9 

9 

8 

8 

8 

8 

P 
.01 

.10 

.05 

.10 

.90 

.30 

.10 

. 80  

.30 

.10 

.90 

L 
26.27 

15.26 

23.05 

18.57 

6.29 

9.76 

15.21 

4.03 

9.76 

14.32 

5.19 

df 

11 

10 

10 

10 

9 

9 

9 

8 

8 

8 

8 

P 
<T.01 

>.10 

<.05 

*.05 

>.70 

>.30 

.̂10 

>.80 

>.20 

<.10 

>.70 
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Figure 7 graphs the expected odds for both of these models. The 

odds on having property damaged or destroyed increase if the respondent 

has committed acts of vandalism himself, or if his or her father has low 

education. Moreover, sex does not appear in the preferred models for 

either type of victimization even though the observed odds on victimization 

are higher for male nonoffenders than female nonoffenders for every cate

gory of father's education (see Table 17). 

On the surface, these findings are more consistent with the legal 

risk hypothesis than the exposure hypothesis. The legal risk hypothesis 

correctly predicts that both father's education and self-reported van

dalism are related to property destruction victimization, while the 

exposure hypothesis only predicts that vandalism is related to these 

victimizations. 

However, the legal risk hypothesis is rejected for the following 

reasons. First, research findings were consistent with only two of the six 

predictions of the" legal risk hypothesis. Year in school, grades, ethni

city, and religion were all predicted to be related to legal risk, yet 

none of these variables was significantly related to property destruction 

victimization. 

Second, the legal risk hypothesis assumes that vandals rationally 

select targets that have less legal risk. Analyses of juvenile theft 

victimization presented earlier in this chapter were rather consistent with 

the exposure hypothesis. The exposure hypothesis is based on the assump

tion that most offenses are spontaneous and unplanned. This assumption 

is supported by both research and currently accepted theories on the 

causes of deviant behavior. If offenses are spontaneous and unplanned, 

then the more exposed a person is to offenders, the more likely he/she is 
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Figure 7. Predicted Log Odds on Property Destruction Victimization at 
School (Top Graph) and Elsewhere (Bottom Graph). 

Both models include effects for self-reported vandalism and 
father's education. 
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to be victimized. Vandalism would seem to be an offense that is even 

more irrational, unplanned, and spontaneous than theft. If exposure pro

vides the best explanation of theft victimization, should it not also 

provide the best explanation of property destruction victimization? 

Fortunately, the research findings are not totally inconsistent 

with the predictions of the exposure hypothesis. As predicted by that 

explanation, students who have committed acts of vandalism were more 

likely to be victimized. Moreover, year in school was not related to 

either self-reported vandalism or property destruction victimization. 

Although a predicted sex effect was not significant when self-reported 
0 

vandalism was taken into account, the trend was for males to be more likely 

to be victimized than females. With a larger sample, the sex effect could 

become significant. These research findings are consistent enough with 

the exposure hypothesis to allow it to be tentatively selected as the 

best explanation of property destruction victimization. 

However, the exposure hypothesis has difficulty explaining the 

negative relationship between father's education and these victimizations 

since father's education is not significantly related to self-reported 

vandalism. Several possible reasons for these findings can be given. 

For one, the relationship between father's education and property 

destruction victimization may be due to random sampling error. The re

lationship is not very strong, and the addition or removal of a few 

cases could make it insignificant. 

However, the relationship might be significant for reasons that are 

consistent with the exposure hypothesis. Delinquents whose fathers have 

different educations may vandalize different types of targets. Chambliss 
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(1974) reports that middle class delinquents frequently commit acts of 

vandalism against commercial establishments. Perhaps father's education 

is positively related to the probability that a vandal will select a 

commercial target. If this is the case, the exposure hypothesis would pre

dict that students whose fathers have low education are more exposed to 

the vandals who destroy personal property. Thus, the lower the father's 

education, the greater the probability of property destruction victimi

zation. 

Chambliss (1974) also suggests that middle class vandals have 

greater access to automobiles than lower class vandals. The effect of the 

automobile may be to increase the number of persons exposed to middle 

class vandals. The greater mobility of middle class delinquents may re

sult in more of their acts of vandalism being committed in neighborhoods 

in which they do not reside. According to this argument, lower class 

vandals have less mobility and therefore are more likely to destroy 

property in their own neighborhoods. Lower class students would there

fore not only be more likely to be victimized by the lower class vandals 

residing in their neighborhood, but also more likely to be victimized by 

middle class vandals who have traveled to the lower class neighborhood. 

Thus, differences in mobility may explain the relationship between 

father's education and property destruction victimization. 

To conclude, the research findings for property destruction vic

timization are consistent enough with the predictions of the exposure 

hypothesis to tentatively accept it as the best explanation of juvenile 

property destruction victimization. Future research will hopefully 



146 

provide more conclusive evidence supporting that hypothesis and explain

ing the relationship between father's education and property destruction 

victimization. 



PERSONAL VICTIMIZATION 

In property victimizations the offender harms the victim indirectly 

by stealing or destroying the victim's property. In contrast, personal 

victimizations occur when the offender inflicts, or threatens to inflict, 

bodily harm on the victim. Several differences between the two types of 

victimization may be important for understanding the causes of both types 

of victimization. 

In the first place, the motivations experienced by offenders might 

be different for personal and property offenses since persons rather than 

objects are the targets of the offenses. Many sociologists (e.g., 

Clinnard and Quinney, 1973) believe there are different types of offenders, 

each type having different motivations and specializing in the kinds of 

deviant acts that are committed. However, research on self-reported and 

official deviance indicates that offenders typically do not specialize 

in personal or property offenses. The individual heavily involved in 

deviance is likely to have committed a variety of personal and property 

offenses. 

Secondly, personal and property victimizations differ in the 

amount of direct physical contact between victims and offenders. Except 

for robbers, pick-pockets, purse snatchers, and some "con" men, property 

offenders try to avoid face-to-face contact with their victims. Even 

property offenders who have personal contact with their victims usually 

try to hide their identities by wearing masks or disguises, committing 

147 
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their crimes in unlighted areas, or attempting to lose themselves in a 

crowd before they can be identified. 

In contrast, personal victimizations almost always involve face-

to-face contact between the victim and offender. Moreover, most personal 

offenders do not hid6 their identities from their victims and are, in 

fact, frequently known by their victims. 

Third, it is much easier to distinguish "victim" and "offender" 

in property offenses than personal offenses. For property offenses, the 

offender is the person who steals or destroys property, and the victim 

is the person who owns that property. For personal offenses the distinc

tion between the offender as "doer" and the victim as "sufferer" frequently 

disappears. Both participants may be "doers" and "sufferers" in incidents 

of interpersonal violence. The winner of such an incident may be labelled 

as the "offender" and the loser labelled the "victim," even though the 

"victim" may be equally or perhaps even more responsible for the incident 

than the "offender." As noted in the first chapter, the notion of victim 

provocation is much more relevant for personal victimization than property 

victimization. Nevertheless, logically speaking there are personal vic

timizations in which the victim does not provoke the offender and for 

which the victim bears no responsibility. The number of such victims is 

presently unknown but is clearly an issue for future research. 

The present survey included items measuring two types of personal 

victimization: threat and attack. (For wording of items see Chapter Two.) 

Overall, 24.6 percent of the respondents reported being threatened at 

school, and 15.9 percent reported being threatened some place other than 
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school. Only 8.2 percent reported being attacked at school, and 7.3 

percent said they were attacked elsewhere. 

Respondents who reported being threatened or attacked at school 

were asked to answer additional questions concerning their most recent 

victimization incident. Included in these additional questions were 

items measuring victim responsibility. Respondents who reported being 

threatened at school were asked: "Did you do anything that might have 

led to the incident?" Those who reported being attacked at school were 

asked: "Did you deserve to be attacked?" 

Notice that the wording for the responsibility item for attack 

victimization is stronger than the corresponding item for threat vic

timization. An attack victim could do "something which might have led to 

the incident" but still feel that he/she did not "deserve to be attacked." 

Nevertheless, respondents who answer "yes" to either item admit some 

degree of responsibility for their own victimization and will be referred 

to as provocative victims in the analyses which follow. Those who 

answered "no" admit no responsibility for their victimization and will 

be referred to as true victims. 

Respondents who were victims of more than one incident of threat 

and/or attack could have been provocative victims in some incidents and 

true victims in others. However, since the additional questions only 

inquired about the most recent threat and attack victimizations at 

school, it is impossible to distinguish respondents who were provocative 

victims in some personal victimizations and true victims in others from 

those who were strictly provocative, or strictly true, victims. 
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However, respondents can be separated into the following three 

categories of victimization based upon information concerning their most 

recent threat or attack victimization at school: nonvictims (NV) , pro

vocative victims (PV), and true victims (TV). The remainder of this 

chapter is devoted to an exploration of the causes of threat and attack 

victimization at school for both provocative and true victims. 

Threat Victimization at School 

A majority of the respondents who reported being threatened at 

school admitted some responsibility for their victimization. Overall, 

71 percent of the threat victims at school answered "yes" when asked 

if they had done anything which might have led to their latest incident 

of victimization. Only 29 percent reported they had not done anything 

which might have led to the incident. 

In the following sections the six hypotheses of victimization 

presented in the first chapter are tested to determine which, if any, of 

them can explain provocative and true threat victimization. Tests of the 

physical intimidation and economic attractiveness hypotheses involve 

adding a different (i.e., linear) constraint to the more general fitting 

techniques that will be used. Understanding the general modelling pro

cedure is a prerequisite to understanding the special case in which a 

linear constraint is added. Since no scaled variables (and hence no 

linear constraints) are included in the test of the high status hypothesis, 

that hypothesis will be tested first. 
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High Status 

According to the high status hypothesis, offenders victimize high 

status individuals because they feel a certain amount of hostility against 

persons who are successful in conventional ways. Students can achieve 

success and status by having completed more years at school, by receiving 

high grades, or by lettering in a sport. Since personal offenses permit 

offenders to directly express their hostility, support for the high 

status explanation is more likely to be found for personal victimizations 

than property victimizations. 

As mentioned in Chapter Two, fewer respondents answered threat and 

attack items than answered theft and property destruction items. More

over, threat and attack victimization items are trichotomous variables 

while theft and property destruction victimization are dichotomous varia

bles. The combined effects of having fewer respondents and more categor

ies in the dependent variable make it necessary to treat all independent 

variables as dichotomies in tests of the high status hypothesis so that 

"good" estimates of population parameters can be obtained. Table 19 pre

sents the crosstabulation of threat victimization by year in school by 

grades by letter. 

None of the statistical methods used previously are easily applica

ble to data consisting of a trichotomous dependent variable and three 

categorical independent variables. Fortunately, a method has been 

described which permits testing models including various effects when 

all variables are categorical (see Goodman, 1978; Feinberg, 1977; Bishop, 

Feinberg, and Holland, 1975). This statistical technique involves fitting 

various sets of marginals to the data, each set representing a different 



Table 19. Threat victimization at school by year by grades by letter. 
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THREAT 

_ j „ .T . . . Provocative Trui 
Letter Grades Year Nonvictim victim vict 

Yes A-B Fr + So 33 9 7 

Jr + Sr 52 13 2 

C-F Fr + So 21 9 1 

Jr + Sr 34 6 1 

No A-B Fr + So 51 9 8 

Jr + Sr 66 10 2 

C-F Fr + So 41 17 7 

Jr + Sr 50 7 6 

348 80 34 
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model. Estimates of cell counts for models are computed by an iterative 

process that uses the marginals that are specified. 

Assessment of goodness of fit is carried out with the likelihood-

2 
ratio chi-square statistic (L = 22f(log(f/F) where f is the observed 

count and F the fitted count under some model. As with logit regression, 

the fits of hierarchical models can be compared. Hence, a model that 

fits one set of marginals can be compared to a second model that fits the 

2 
same marginals plus at least one more. Each model has a L which indi

cates how well it fits the data, and some number of degress of freedom 

(d.f.) which are based on the marginals fitted. Comparisons of hier-

2 
'archical models are carried out by subtracting the L and d.f. of the 

simpler model from the I? and d.f. of the more complex model. 

Since the reader may be unfamiliar with this technique, a rather 

detailed description of the analysis of the data in Table 19 will be 

presented. Since the high status hypothesis is not concerned with causal 

relationships among independent variables, only models which take for 

granted any association among independent variables will be considered. 

For the data in Table 19 this means that all models to be considered in

clude the year (X as in previous analyses) by grades (G) by letter (L) 

marginal Jxgl}. Fitting this marginal allows for the fact that in the 

present sample there are 49 freshman and sophomore lettermen with average 

grades of "A or B," 31 freshman and sophomore lettermen with average 

grades between "C and F," and so forth. 

Model 1 in Table 20 corresponds to the null hypothesis that threat 

victimization is independent of the joint variable year by grades by let

ter. A property of this model is that the expected odds on provocative 
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Table 20. Test statistics for selected models including the year by 

grades by letter marginal (fXGL}). 

Model 
. a 

Marginals Fit X.2 df P 

1 Jxgl} [t} 25.18 14 .05 

2 *XGL}$ T} 13.81 12 .30 

3 f XGL) IGT] 23.96 12 .05 

4 fXGL} |LT£ 23.13 12 .05 

5 [xgl$ /xt| {gt} 12.73 10 .20 

6 [XGL} /XT| {Llj 11.79 10 .30 

7 [XGLJ £T} 21.71 10 .05 

8 [XGLj fxT} £GT} JlT$ 10.49 8 .20 

9 fXGL} £XGT$ 6.32 8 .60 

10 JXGL} pCLT} 10.95 8 .20 

11 [xgl| [glt| 17.84 8 .05 

12 pCGLj {XGT} &T| 3.93 6 .60 

13 fXGLj (XLtJ [GT| 9.67 6 .10 

14 fXGLj |GLT} |XT| 6.74 6 .30 

15 fXGL/ JXGT) jGLTj 3.43 4 .40 

16 ]XGL} {XGT} (GLT} .09 4 .90 

17 [XGI£ fXLT} [GLT$ 5.87 4 .20 

18 [XGL/ {XGT} £XLT| £LT$ .02 2 .90 

19 (Xgl] ft/ h\ (True)} 18.28 13 .10 

20 £xgl) £X}(True)J {(Fr + So:C-F) 
(Provocative^ 9.70 12 .50 

21 [XGL £GTj l(Fr + So:C-F) 
(Provocative)^ 9.42 11 .50 

a X is year; G is grades; L is letter; T is threat victimization. 
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victimization (PV:NV) are the same for all categories of jXGL}, and the 

expected odds on true threat victimization (TV:NV) are also equal for 

all categories of £xgl}, although the expected odds on true victimization 

and provocative victimization are different from each other. Moreover, 

these expected odds are equal to the observed odds which can be calcu-

2 
lated from the threat marginal. Model 1 does not fit the data (L = 

24.18, d.f. = 14, p (.05), which indicates that threat victimization is 

not independent of the joint variable year by grades by letter. 

Perhaps an acceptable fit for the data will be obtained if year is 

allowed to affect threat. To investigate this possibility, a model with 

the null hypothesis that threat is independent of year controlling for 

(within categories of) grades and letter must be tested. Consequently, 

Model 2 fits all marginals included in Model 1 plus the year by threat 

marginal (£xt}). A property of this model is that the expected odds on 

provocative victimization (PV:NV) and true victimization (TV:NV) are the 

same for freshmen and sophomores regardless of their grades or whether 

or not they earned a letter. Similarly, the expected odds on provocative 

and true threat victimization are the same for all juniors and seniors 

regardless of their grades and whether or not they earned a letter. How

ever, the odds on provocative and true victimization for freshmen and 

sophomores are different from the odds for juniors and seniors. Model 2 

2 
fits the data (L = 13.81, d.f. = 12, p >.30) and provides a significant 

2 
improvement over the fit of Model 1 (L = 11.37, d.f. = 2, p (.01). 

Null hypotheses that grades are independent of threat controlling 

for year and letter (Model 3) and that letter is independent of threat 

controlling for year and grades (Model 4) are also tested. Neither of 
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these models fit the data, and neither significantly improves over the 

fit of Model 1. 

Models 5, 6, and 7 contain all combinations of pairs of two-way 

marginals fit in Models 2, 3, and 4. These models include direct 

effects for both independent variables contained in the two-way marginals. 

While Models 5 and 6 fit the data, neither provides a significant im

provement over the fit of Model 2. Model 7, which includes grades and 

letter effects, neither fits the data nor provides a significantly better 

fit than Models 3 and 4. 

Model 8 includes all three two-way marginals and allows all three 

independent'variables to directly affect threat victimization. Model 8 

also fails to significantly improve over the fit of Model 2. 

Models 9, 10, and 11 include a three-way marginal composed of two 

of the independent variables and threat victimization. Model 9 tests the 

null hypothesis that threat is conditionally independent of letter given 

the joint variable year by grades. Models 10 and 11 test similar hypo

theses with variables permuted. While none of these three models sig

nificantly improves over the fit of Model 2, Model 9 does significantly 

improve over the fit of the model containing direct effects for year and 

2 
grades (difference in L = 6.42, d.f. = 2, p{.05). 

Models 12, 13, and 14 add a direct effect for the independent 

variable not included in the three-way marginals in Models 9, 10, and 11. 

While all of these models include £xt} either explicitly or implicitly, 

none of them significantly improves over the fit of Model 2. 

Models 15, 16, and 17 include a pair of three-way marginals in 

addition to £xgl]:. Model 15 tests the fit of a model which allows joint 
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effects of both (1) year and grades and (2) year and letter on threat 

victimization. Models 16 and 17 test similar models with variables per

muted. Once again, none of these models provide a significantly better 

fit than Model 2. 

Model 18 includes all three-way marginals and tests the hypothesis 

of no four-way interaction. It also does not fit the data significantly 

better than Model 2. 

None of the more complex models significantly improve over the 

fit of Model 2. Model 2, it will be recalled, includes only a direct 

effect for year on threat. According to Model 2, being a freshman or 

sophomore increases the odds on being a provocative victim by a factor 

of 1.7 and the odds on being a true victim by 2.9. The odds on a junior 

or senior being a provocative victim are .18 and their odds on being a 

true victim are .05. 

However, Model 2 may be, paradoxically, too complex and too 

simple a model. It may be too complex because some categories of a 

marginal included in the model may not make a significant contribution 

to the reduction in chi-square attributable to that marginal. For ex

ample, since the ratio of the odds on provocative victimization for 

freshmen and sophomores to juniors and seniors is somewhat close to 1.0, 

it is possible that year does not significantly affect the odds on pro

vocative victimization. Hence, the significance of the year effect may 

be due to its effect on the odds on true threat victimization. 

Model 2 may be too simple because categories in a marginal which 

do not make a significant contribution to the reduction in the chi-square 
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for the entire marginal may mask significant contrasts between other 

categories in that marginal. If the categories which make an insig

nificant contribution to the reduction in chi-square were collapsed, a 

significant effect might be revealed. In the data under consideration, 

particular attention should be given to the possibility of an interaction 

among year, grades, and threat. Although the model which fit £xGL^ ̂ XGT^ 

(Model 9) did not significantly improve over the fit of Model 2 (reduc-

2 
tion in L = 7.49, d.f. = 4, p>.10), it did offer a marginally signifi

cant improvement over the model which fit £xGI$ [gtJ- (Model 5) . It is 

therefore possible that a significant improvement in fit over Model 2 

could be obtained by fitting only some of the categories in [xGT1} . 

The first of the models considered in this second stage of analy

sis includes a year effect only for true threat victimization. This 

model (Model 19) allows year to affect the odds on true threat victimiza

tion but not the odds on provocative victimization. Model 19 fits ̂ XGl| 

£x(TV)£ , where TV is a dichotomous variable composed of the true victim 

category and a combined "nonvictim plus provocative victim" category. 

While Model 19 improves over the fit of the model of independence 

2 
(reduction in L = 6.90, d.f. = 1, p ^.01), Model 2 which includes year 

effects on both provocative and true victimization provides a signifi-

2 
cantly better fit (difference in L between Model 2 and Model 19 = 

4.67, d.f. = 1, p^.05). 

Inspection of the data reveals that freshmen and sophomores in 

the "C-F" grade category have unusually high odds on provocative threat 

victimization. Perhaps Model 2 provides a significantly better fit 

than Model 19 because of the high odds on provocative victimization for 



159 

these freshmen and sophomores. To test this hypothesis, a model which 

fits £xGl) £x(TV)| ^Fr + So:C-F(PV)j" is considered. The last marginal 

in this model fits the following: 

Provocative Victim True Victim 
+ 

Nonvictim 

Fr+So:C-F 27 70 

All Others 54 320 

Adding ^Fr+So :C-F (PV)j- to Model 19 results in a loss of only 1 degree 

2 
of freedom. Model 20 improves over the fit of Model 19 (L =8.58, d.f. 

2 
= 1) and fits the data rather well (L for Model 20 = 9.70, d.f. = 12, 

p>50) . 

Model 21 includes a year effect on provocative threat victimiza

tion in addition to the effects included in Model 20. Notice that 

Model 21 fits everything that Model 2 does plus ^Fr+So :C-F (PV)J . Model 

2 
21 improves over the fit of Model 2 (L =4.39, d.f. = 1), but not over 

2 
the fit of Model 20 (L = .28, d.f. = 1). 

Model 20 is therefore selected as the preferred model. Figure 

8 plots the expected odds on both provocative threat victimization 

(PV:NV) and true threat victimization (TV:NV) for the preferred model. 

The odds on provocative threat victimization are .188 for all persons 

except freshmen and sophomores receiving grades of C-F. Being in that 

category increases the odds on provocative victimization by a factor of 

2.3. The odds on true threat victimization are .156 for freshmen and 

sophomores and .055 for juniors and seniors. Being a freshman or sopho

more increases the odds on true threat victimization by a factor of 2.8. 



160 

C 
o 

"H 
•P NL 
N •H e 

•H 
•P 
O 
•rl 
> 

•P 

a) 
n 
EI 
c 
o 
(0 

T3 
T3 O 

.500' 

.400, 

.300' 

,200.  

.100. 

,080« 

.060. 

,040 

\ 
\ 
\ 
\ 
\ 

X 
\ 

Fr+So Jr+Sr 

Year 

Figure 8. Graph of Predicted Odds for Model 20. 

Solid line represents the predicted odds on provocative 

threat victimization (PV:NV) and dashed line represents the 

predicted odds on true threat victimization (TV:NV). 
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Interestingly, freshmen and sophomores with high grades are just 

about as likely to be true as provocative victims of threat. However, 

all other students are more likely to be provocative victims than true 

victims. 

These findings are not consistent with the predictions of the 

high status hypothesis. According to that perspective, juniors and 

seniors, students receiving high grades, and students lettering in a 

sport have high status and thus should be more likely to be victimized. 

However, freshmen and sophomores have significantly higher odds on true 

threat victimization than juniors and seniors; freshmen and sophomores 

with low grades have significantly higher odds on provocative threat 

victimization than other students; and letter does not significantly 

affect the odds on either type of threat victimization. 

Physical Intimidation 

According to this perspective, persons who are less physically 

intimidating are more likely to be victimized. Hence, offenders should 

be more likely to target the physically weak for unprovoked acts of 

aggression and to respond aggressively to the provocations of the weak. 

To a large extent, a person's height and weight are determined 

by age and sex. Males and older students tend to be taller and heavier 

than females and younger students. Unfortunately, the present sample is 

not large enough to permit investigation of sex, year, and both physical 

intimidation variables on threat victimization at the same time. 

Table 21 presents crosstabulations of threat victimization by 

height and weight for males and females. According to the physical 
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Table 21. Threat victimization at school by height and weight for males 

and females. 

HEIGHT (in inches) 

Males 65 66-67 68-69 70 71 72 73+ 

Nonvictim 14 21 35 37 23 32 29 

Provocative Victim 11 8 17 7 6 3 9 

True Victim 3 3 4 1 4 2 4 

Females 62 63-64 65-66 67+ 

Nonvictim 41 34 55 44 

Provocative Victim 7 6 15 

True Victim 3 1 2 7 

WEIGHT (in pounds) 

Males 129 130-139 140-149 150-159 160-174 175+ 

Nonvictim 27 39 31 40 28 25 

Provocative Victim 22 10 4 8 6 12 

True Victim 8 3 2 12 5 

Females 114 115-124 125-134 135+ 

Nonvictim 57 46 36 28 

Provocative Victim 8 3 5 3 
True Victim 2 7 4 0 



163 

intimidation hypothesis, height and weight should be negatively related 

to the odds on both provocative and true threat victimization. Because 

of the strength of the relationship between sex and these physical 

characteristics, and because there tends to be less variation in the 

heights and weights of females, height and weight are categorized dif

ferently for males and females. The threat victimization by height data 

for males will be analyzed first. 

Simon (1974) has described a technique for analyzing two-way 

contingency tables with ordered columns. The columns (height categories 

in this instance) are assumed to be equally spaced. The expected fre

quencies for the Simon model are obtained from an iterative scaling 

algorithm that uses the row sums, the column sums, and the row expecta

tions. 

The Simon technique fits a model which assumes that the loga

rithm of the odds on any row to any other row changes linearly across 

columns. The fit of the Simon model is determined by calculation of the 

2 
likelihood-ratio chi-square statistic (L ). If there are only two rows, 

the Simon model is identical to the logit regression of the logarithm of 

the odds on the row variable on the column variable, assuming equal spac

ing for scoring of categories of the column variable. (However, the 

methods of estimation for the Simon model and its corresponding logit 

regression model are different.) 

The hypothesis that threat victimization is independent of height 

2 
is rejected for males (L = 18.87, d.f. = 12, p ̂ .10). The Simon model 

2 
provides a significant improvement in fit (reduction in L =6.91, 
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d.f. = 2, p ̂ .05). According to the Simon model, the tallest males have 

the lowest odds on both provocative threat victimization and true threat 

victimization. With each category of decreasing height, the odds on 

provocative and true threat victimization increase by factors of 1.23 

and 1.02, respectively (see Figure 9). 

Since the ratio of the odds on true threat victimization for 

adjacent columns is close to 1.00, and since there are relatively few 

true threat victims, the significant improvement in fit obtained with 

the Simon model may be solely due to the linear relationship between 

height and the odds on provocative victimization. 

Duncan and McRae (-1978) have described a procedure which permits 

the fitting of models in which linear (on a logarithmic scale) constraints 

are restricted to certain categories of the dependent variable. Using 

this procedure, a model in which the odds on provocative victimization 

decrease with increasing height while the odds on true victimization are 

not affected by height can be tested. 

The model that includes only this single linear constraint is 

2 
preferred over the Simon model (increase in L = .30, d.f. = 1, p^.50). 

According to this model, the odds on a male in the tallest height cate

gory being a provocative victim (PV:NV) are .173, and these odds increase 

by a factor of 1.22 for each category of decreasing height. The odds on 

true threat victimization (TV:NV) are .110 for all categories of height. 

However, inspection of the data reveals that males in the tallest 

height category have much higher observed odds on provocative victimiza

tion than the model predicts. A model which includes the linear con

straint on provocative victimization and another constraint which allows 
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males in the tallest category to have high odds on provocative victimi

zation might provide a significantly better fit. The model which imposes 

these two constraints fits the data significantly better than the model 

2 
which includes only the linear constraint (L for model = 8.40, d.f. = 

10, p^ .30), and is selected as the preferred model. 

According to the preferred model, the odds on a male in the 73"+ 

category being a provocative victim are .303. The odds on a male who 

is 72" tall being a provocative victim are 1.32. The odds on provocative 

threat victimization then increase by a factor of 1.40 for each category 

of decreasing height. The odds on true threat victimization are .110 

for all height categories. 

For the female threat victimization by height data (see Table 21), 

2 
the model of independence does not provide an adequate fit (L =13.31, 

d.f. = 6, p ̂ .05). Inspection of the data reveals that females in the 

65-66" category have much lower observed odds on provocative threat vic

timization and females in the 67"+ category have much higher observed 

odds on true threat victimization than other females. The preferred model 

for these data includes parameters for both of these effects and fits the 

2 
data very well (L = 1.46, d.f. = 4, p^.80). These findings will be dis

cussed after the remaining data testing the physical intimidation hypo

thesis have been analyzed. 

The second physical intimidation variable that will be considered 

is weight. The model of independence does not fit the threat by weight 

2 . 
table for males (L = 25.20, d.f. = 10, p ̂ .01). The Simon model not 

only does not fit these data, but also does not significantly improve 

2 
over the fit of the model of independence (L = 2.70, d.f. = 2, p^ .20) . 
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However, the large chi-square for the model of independence suggests that 

something is going on in the data. 

Graphing the observed odds on threat victimization (PV:NV and 

TV:NV) against weight suggests that the relationships may be U-shaped. 

Males in the "140-149" and "150-159" pound categories have the 

lowest observed odds on both provocative and true victimization. The 

observed odds on both types of threat victimization increase for the "130-

139" and "160-174" pound categories, and are highest for the " <129" and 

"175+" pound categories. 

This pattern suggests that models which specify hyperbolic rela

tionships between weight and the odds on provocative and true threat vic

timization be considered. Many models of this general form can be 

conceived. The simplest constrains the odds on PV and TV-to increase by 

the same factor as weight categories become more extreme from the two 

middle categories. A more complex model would allow the odds on PV and 

TV to increase by different factors. More complex models of this type 

would allow the odds on either PV or TV, or both PV and TV, to increase 

by different increments as weight becomes more extreme. 

2 
The preferred model (L = 4.35, d.f. = 9, p> .80) is the simplest 

model of this type since it constrains the odds on both PV and TV to 

increase by the same factor as weight becomes more extreme. According to 

the preferred model, the odds on a male in either of the two middle 

weight categories being a provocative victim are .135 and the odds on 

him being a true victim are .046. The odds on both PV and TV increase by 

a factor of 2.15 (approximately) for each adjacent, and more extreme, 

weight category. 
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For the female threat by weight data, the model of independence 

2 
provides an acceptable fit (L = 10.39, d.f. = 6, p ) .10). The Simon 

2 
model clearly does not provide a better fit (reduction in L = .07, 

d.f. = 2). However, the preceding findings on the effects of the physical 

intimidation variables on threat victimization suggest that models in

cluding nonlinear effects should be considered. The preferred model 

(L^ = , d.f. = 5, p ̂ .50) fits an extreme weight ("<114" or "135+" 

pound) versus moderate weight (115 to 134 pounds) by true victim (TV) 

versus all others (PV + NV) marginal. In contrast to previous findings, 

females who weigh the most and those who weigh the least are less 

likely to be true victims. Being in either of the two middle weight 

categories increases the expected odds on true victimization by a factor 

of 5.9 compared to females in the heaviest or lightest categories. 

Figure 10 presents graphs of the expected odds on true and pro

vocative threat victimization for the preferred models for the four 

analyses testing the physical intimidation hypothesis. None of the analy

ses provides unequivocal support for the physical intimidation hypothesis. 

For females, there is no definite pattern to the relationships 

between physical intimidation variables and threat victimization. Females 

in the second tallest category are significantly less likely to be pro

vocative victims, but weight is not related to provocative victimization. 

Females in the tallest height category have significantly higher odds 

on true threat victimization, but females in the lightest and heaviest 

weight categories have significantly lower odds on true victimization. 

Since these findings have no pattern, they can probably be attributed to 

random sampling error. 
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However, extremes in both height and weight are associated with 

higher odds on provocative threat victimization for males. Nevertheless, 

slightly different relationships were discovered between height and pro

vocative victimization and weight and provocative victimization. The 

expected odds on provocative victimization decline with each category 

of increasing height, and then increase for the tallest category. There 

is a U-shaped relationship between weight and the expected odds on pro

vocative threat victimization. Hence, males in the shortest and tallest, 

or lightest and heaviest, categories are more likely to be provocative 

victims. 

Why are extremes in height or weight associated with high odds 

on provocative threat victimization for males? It is, of course, possible 

that these relationships are attributable to random sampling error. 

However, since extremes in both height and weight are related to high 

odds on provocative threat victimization, these findings may have another 

explanation. 

The potential for provocative personal victimization exists when

ever there are disagreements between persons. Tall and heavy males are 

less likely to be injured and more likely to win physical confrontations 

than less physically intimidating persons. As a result, they may be less 

willing to compromise or yield in disagreements. If the other party in

volved in the disagreement also refuses to capitulate, the disagreement 

may escalate to the point where someone makes a threat. Since tall and 

heavy males are less likely to compromise or yield, and perhaps more 

likely to escalate disagreements, they may be more likely to provoke 

others into threatening them. 
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There are three reasons why short and light males may be more 

likely to be provocative threat victims. First, consistent with the 

physical intimidation hypothesis, extremely small males may be more likely 

to be threatened in disagreements because they are less able to inflict 

physical harm on the other party. 

Second, extremely small males may be less likely to yield or 

compromise when disagreements occur. Since males tend to be larger than 

females, high school students may associate size with masculinity. Hence, 

high school students may believe that the larger a male, the more mas

culine he is. Smaller males may therefore feel a greater need to demon

strate their masculinity than larger males. As a result, smaller males 

may be less likely to capitulate, and more likely to escalate disagree

ments to the point where a threat is made. 

Third, smaller males may be more likely to apply the label 

"threat" to something the other party in a dispute says or does. Since 

smaller persons have more to fear in physical confrontations, they may 

have a more inclusive definition of "threat," and/or they may be more like

ly to remember and report provocative threats. 

To conclude, these tests of the physical intimidation hypothesis 

indicated no consistent relationships between physical intimidation varia

bles and true or provocative threat victimization for females, or physical 

intimidation variables and true threat victimization for males. However, 

males who were extremely (1) tall or short, or (2) heavy or light were 

more likely to be provocative threat victims. Possible reasons for these 

relationships were given, although the relationships may be due to random 

sampling error. 
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Economic Attractiveness 

The economic attractiveness hypothesis assumes that offenders 

select targets so as to maximize the economic rewards of deviance. Hence, 

support for this perspective is more likely to be found for property 

victimizations than personal victimizations. Nevertheless, the economic 

attractiveness hypothesis will be tested on threat victimization to 

demonstrate that the hypothesis can be rejected on empirical grounds, as 

well as theoretical grounds. 

The present sample is too small to permit analysis of the joint 

effects of father's education and spending money on threat victimization. 

However, the sample is large enough to allow investigation of the effects 

of one of these variables and a dichotomous variable on victimization. 

Previous research indicates that males are more likely to suffer personal 

victimizations than females (Feyerherm and Hindelang, 1974; National In

stitute of Education, 1978a; Mawby, 1979). Sex is therefore included as 

a second independent variable in tests of the economic attractiveness 

hypothesis. 

Table 22 presents crosstabulations of threat victimization by 

father's education by sex and threat victimization by spending money by 

sex. The model that tests the hypothesis that threat is independent of 

2 
the father's education by sex marginal must be rejected (L =29.27, 

2 
d.f. = 14). The preferred model (L = 10.68, d.f. =' 12, p ̂  .50) includes 

effects for both sex and father's education on provocative victimization, 

but allows neither variable to affect true victimization. 

The preferred model indicates that the significant contrast for 

father's education is between students whose fathers did not graduate 
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Table 22. Threat victimization at school by father's education by sex 

and threat victimization by spending money by sex. 

Threat 

Sex Father1s Education Nonvictim Provocative Victim True Victim 

Males High school or less 63 

Some college 29 

College graduate 52 

Graduate or profes- 41 

sional school 

18 
19 

12 
10 

6 
3 

8 
3 

Females High school or less 

Some college 

College graduate 

Graduate or profes

sional school 

38 

32 

47 

49 

8 
3 

5 

3 

4 

4 

3 

2 

Sex 

Spending Money (in 

dollars/week) 

Males 0-4 

5-9 

10-19 
20+ 

51 

53 

40 

45 

24 

15 

9 

12 

7 

7 

2 

4 

Females 0-4 

5-9 

10-19 

20+ 

46 

54 

40 

25 

11 
4 

1 
2 

5 

3 

3 

1 
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from college and those whose did. Having a father with low education (some 

college or less) increases the expected odds on provocative victimization 

by a factor of 1.7. In addition, being a male increases the odds on 

provocative victimization by a factor of 2.6. Hence, females whose 

fathers have high education have the lowest expected odds on provocative 

victimization (.088), and males whose fathers have low education have the 

highest odds on provocative victimization (.402). The expected odds on 

true threat victimization are the same for all students, regardless of 

their sex and their father's education. 

Threat victimization is also not independent of the spending money 

2 
by sex distribution (L = 31.02, d.f. = 14). Once again, the two inde

pendent variables do not significantly affect the odds on true threat 

2 
victimization. The preferred model (L = 7.78, d.f. = 12, p^.80) includes 

effects which increase the odds on provocative victimization by factors 

of 2.9 for males compared to females, and 2.2 for the $0-4 category com

pared to all other spending money categories. 

Neither of these analyses provides any support for the economic 

attractiveness hypothesis. Father's education and spending money do not 

directly affect the odds on true threat victimization for either males or 

females. Having a father with low education or possessing little spending 

money increases the odds on provocative threat victimization for both 

males and females. The directions of both of these relationships are 

opposite the predictions of the economic attractiveness hypothesis. 

Finally, these analyses indicate that males are significantly 

more likely to be provocative victims than females, but they are not sig

nificantly more (or less) likely to be true threat victims. However, the 
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trend is also for males to be more likely to be true threat victims. 

These findings suggest that one of the major reasons why males are more 

likely to be victims of personal offenses is that males are more likely 

to provoke offenders. 

Legal Risk 

According to the legal risk hypothesis, offenders select victims 

so as to minimize the probability and severity of legal reaction. Actual 

and/or perceived legal risk is predicted to be less for students whose 

fathers have low education, who have completed fewer years at school, 

who are receiving low grades, who a»e members of disliked ethnic or reli

gious groups, or who are involved in delinquency. Hence students with 

these characteristics should be more likely to be victimized. 

As in previous analyses, involvement in delinquency is measured 

by the commission of behaviors similar to the type of victimization under 

investigation. This is done not only to investigate the relationship be

tween being a victim of some offense and committing a similar offense, 

but also to insure that other relationships that are discovered are not 

due to offenders reporting their offenses as victimizations. 

The present survey includes two items which measure involvement 

in offenses against the persons. Respondents were asked how many times 

they had (1) "Beat-up or hurt someone on purpose (not counting brothers 

or sisters)?" and (2) "Started a fight with someone (other than a brother 

or sister)?" 

In the earlier, investigations of the causes of property victimi

zation, self-reported involvement in theft and vandalism were assumed to 
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be causes of theft and property destruction victimization because of their 

relationship to the unmeasured variable of delinquent friends. Moreover, 

it was implicitly assumed that being a victim of theft or vandalism was 

not a cause of those delinquent behaviors. For example, committing a 

theft was assumed to increase the chances of theft victimization since 

self-reported theft is strongly related to having delinquent friends, but 

being a theft victim was assumed to not affect the chances of committing 

a theft. 

The assumption that delinquency causes victimization but victimi

zation does not cause delinquency is not warranted for personal offenses 

and personal victimizations. As already noted, a large proportion of 

threat victims admit doing something that might have led to the incident. 

Moreover, the threat victim may eventually strike or threaten his/her 

offender since there is face-to-face contact between the two. Hence, 

threat victimization can cause the victim to "start a fight" or "beat-up 

someone." 

Committing personal offenses can also be a cause of personal vic

timization. Persons who have started a fight or beat-up someone are sub

ject to retaliation by their victims. In addition, they are probably 

more likely to have friends who resort to violence or the threat of 

violence, and they may be more likely to find themselves in situations 

where threat victimization may occur. 

Undoubtedly, there is a reciprocal relationship between personal 

victimization and the commission of personal offenses. Threat victimiza

tion can cause a person to commit personal offenses, and committing per

sonal offenses can make a person more susceptible to threat victimization. 
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Table 23 presents the observed odds on provocative and true 

threat victimization for the father's education by grades by "beating-

up someone" crosstabulation. The analysis of these data must assess 

(1) the effects of grades and father's education on both threat victimi

zation and beating-up someone, and (2) the relationship between threat 

victimization and beating-up someone. 

Although father's education may influence grades in school, 

this relationship is not crucial to the legal risk hypothesis. Hence, 

only models that take into account whatever relationship there is between 

grades and father's education (viz., fit the ^GF^ marginal) will be con

sidered. Table 24 presents test stf.tisties for selected models contain

ing | GF|*. 

Model 1 in this table is a model of conditional independence. It 

tests the null hypothesis that the distributions of threat victimization 

and beating-up someone are independent of the father's education by grades 

distribution, and that threat and beating-up someone are independent of 

each other. 

Models 2 through 5 add one two-way marginal to Model 1. Hierarchi

cal comparisons of these models to Model 1 test whether there is a sig

nificant association between the variables comprising the two-way marginal, 

taking into account the relationship between grades and father's education. 

These comparisons indicate significant associations between threat vic

timization and beating-up someone (Model 2), father's education and threat 

victimization (Model 3), and grades and beating-up someone (Model 6). 

Models 7 through 16 fit all combinations of pairs of two-way 

marginals with the addition of £gf^ to models which do not already contain 
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Table 23. Observed odds on provocative and true threat victimization 

(provocative victim:nonvictim and true victim :nonvictim) for 

the father1s education by grades by beating-up someone classi

fication. 

Beating-Up Father's 

Someone Grades Education N FV;NV TV :NV 

0 A-B Not college grad. (92) .187 .040 

College grad. (136) .190 .105 

C-F Not college grad. (90) .339 .113 

College grad. (63) .088 .018 

1+ A-B Not college grad. (12) .571 .143 

College grad. (18) .072 .214 

C-F Not college grad. (30) .600 .400 

College grad. (16) .250 .083 
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Table 24. Test statistics for selected models including different father's 

education (F), grades (G), beating-up someone (B), and threat 

victimization (T) marginals. 

1 /FG£ [T? 17 42.55 <.001 

2 }FGj [BT$ 15 33.51 <.01 

3 /FG] }FT| fa] 15 35.53 <.01 

4 fFG] jGTj {b\ 15 41.15 <.001 

5 fFGj [FB* fr) 16 41.12 <.001 

6 fFG} {GBWTf 16 31.93 <.05 

7 JFG} (BT| /FT| 13 26.49 <.05 

8 [FG} JET! JgT) 13 32.11 <.01 

9 fFG/ £BT$ iFB$ 14 32.08 <. 01 
10 |FG} [BT| £B) 14 22.89 >. 05 

11 $FG/ |FT| £GT) 13 35.07 <.001 

12 fFG} [FT] ̂ B| 14 34.11 <.01 

13 (FGj $FTf £GB$ 14 24.91 <. 05 
14 (FGi $3T| Ifb] 14 39.72 <.001 

15 ^FGf j^B? 14 30.53 <.01 

16 ^FGj (FBj (GBj |t} 15 31.61 <.01 

17 jFGf /FBTj 10 23.56 <.01 

18 (FG> fGBT^ 10 21.34 <.05 

19 jFGlJ {B| 11 23.42 <.05 

20 fFGB$ frf 14 31.32 <\01 
21 ;FGT} [GBJ 10 12.81 >.20 
22 /FGT} fBT? 9 14.38 >.10 

23 [FGTHBTj $BG} 8 4.31 >.80 

24 pGl] ̂FGB} |FBT| ̂ GBT| 2 2.93 >.20 

25 (see text) 10 6.81 >.70 

26 (see text) 11 8.91 >.50 
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it. Only Models 7, 10, and 13 which include all pair combinations of 

^BT^, and £gb} improve over the fits of the simpler models they are 

hierarchical to. 

Models 17 to 20 fit each of the four three-way marginals plus 

GF^ if it is not already fit in the three-way marginal. Hierarchical 

comparisons of these models with Models 7 to 16 test the significance of 

three-variable interaction among the variables included in the three-way 

marginal. Model 19 which includes [gft^ significantly improves over the 

fit of Model 11. None of the other three-way marginals provides a sig

nificant improvement in fit over models without them. 

These initial analyses indicate that a model containing some com

bination of ^GFT^, and is likely to provide a good fit. Models 

10, 21, and 22 contain all pair-wise combinations of these marginals. 

Each of these models significantly improves over the fits of simpler 

models. Model 23 includes all three marginals and significantly improves 

over the fits of Models 10, 21, and 22. Model 23 fits the data very well 

(p >.80) . 

The expected odds on threat victimization and beating-up someone 

for Model 23 are given on the left-hand side of Table 25. According to 

this model, beating-up someone increases the odds on provocative threat 

victimization by a factor of 1.7 and the odds on true threat victimization 

by 3.1. Alternately, being a provocative threat victim increases the 

odds on beating-up someone by a factor of 1.7, while being a true threat 

victim increases the odd& on beating-up someone by 3.1, The odds on 

beating-up someone are also increased by a factor of 2.3 for the C-F grade 
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Table 25. Predicted odds on threat victimization (provocative victim: 

nonvictim and true victim:nonvictim) and beating-up someone 

(1+ offenses:0 offenses) tinder Model 23 and Model 26. 

MODEL 23 MODEL 26 

Beating-Up 

Someone Grades 

Father1s 

Education 

Odds on Threat 

PV:NV TV:NV 

Odds on Threat 

PV:NV TV :NV 

A-B Not college grad. .21 .04 

College grad. .17 .10 

C-F Not college grad. .34 .12 

College grad. .28 .02 

,17 

.17 

.39 

.17 

.04 

.10 

.12 
. 02  

1+ A-B Not college grad. .35 .13 

College grad. .28 .31 

.17 

.17 

.11 
.28 

C-F Not college grad. .10 .37 

College grad. .17 .06 

.39 

,17 

.34 

. 0 6  

Grades 

Father1s 

Education Threat 

Odds on Odds on 

Beating-Up 3eating-Up 

Someone (l+:0) Someone (l+:0) 

A-B Not college grad. Nonvictim .11 

Prov. Victim .13 

True Victim .34 

.12 

.12 

.33 

College grad. Nonvictim .11 

Prov. Victim .18 

True Victim .34 

.12 

.12 

.33 

C-F Not college grad. Nonvictim .24 

Prov. Victim .41 

True Victim .76 

.27 

.27 

.77 

College grad. Nonvictim .24 

Prov. Victim .41 

True Victim .76 

.27 

.27 

.77 
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category. Finally, there is a three-variable interaction among father's 

education, grades, and threat victimization. 

Inspection of the expected odds on provocative victimization 

under Model 23 reveals that the three-variable interaction is quite 

strange. Students receiving grades of "A-B" have about the same odds 

on provocative victimization regardless of their father's education. 

Students receiving low grades whose fathers have low education have 

higher odds on provocative victimization than students receiving high 

grades. However, students receiving low grades whose fathers have high 

education have lower odds on provocative victimization than students 

receiving high grades. 

However, it may be possible to combine the two high grades cate

gories with either the low grades-low father's education category or the 

low grades-high father's education category without a significant increase 

in chi-square. In other words, the significant contrast for provocative 

victimization may be between the low grades-low father's education cate

gory versus all other grades by father's education categories, or the 

low grades-high father's education category versus all others. 

Here theoretical considerations become important. It is much 

easier to explain why the low grades-low father's education category has 

high odds on provocative threat victimization than to explain why the 

low grades-high father's education category has low odds. Model 25 fits 

everything Model 23 does, but constrains the expected odds on provocative 

threat victimization to be equal for the high grades-low father's educa

tion, high grades-high father's education, and low grades-high father's 

education categories. Comparisons between Models 25 and 23 test the 



183 

hypothesis that adding this constraint does not result in a significant 

2 
increase in chi-square- This hypothesis is accepted (L = 2.50, d.f. = 2, 

p > .20) . 

There is no significant difference in the odds on true threat 

victimization between either the high grades-low father's education and 

low grades-high father's education categories, or the low grades-low 

father's education and high grades-high father's education categories. 

However, none of these categories were collapsed. The high odds on true 

victimization for the low grades-low father's education and high grades-

high father's education categories, and the low odds for the other two 

categories, may have different causes. This seems particularly likely 

since the categories that could be collapsed have nothing in common (viz., 

the categories are different on both grades and father's education). 

Model 26 allows beating-up someone to influence only true vic

timization rather than differentially influencing both true and provoca

tive victimization. The chi-square of Model 26 is not significantly 

larger than the chi-square of Model 25. This indicates that there is no 

significant relationship between beating up someone and being a provocative 

threat victim. Model 26 is selected as the preferred model. 

The expected odds on true victimization, provocative victimization, 

and beating-up someone according to Model 26 are given in the right panel 

of Table 25. According to the model being in the low grades-low father's 

education category increases the odds on provocative threat victimization 

by a factor of 2.2. 

For true threat victimization, students who are receiving low 

grades whose fathers have low education have the highest odds on 
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victimization. The odds on true victimization are slightly (although 

not significantly) lower for students receiving high grades whose fathers 

have high education. Students in the high grades-low father's education 

category have significantly lower odds on true threat victimization. The 

lowest odds are for the low grades-high father's education category, 

although these odds are not significantly different from those of the 

preceding category. Beating-up someone increases the odds on true threat 

victimization by a factor of 2.8, but does not affect the odds on pro

vocative victimization. 

The odds on beating-up someone are increased by a factor of 2.8 

for true threat victims, but nonvictims and provocative victims are 

equally likely to beat-up someone. Finally, receiving low grades in

creases the odds on beating-up someone by a factor of 2.3. The implica

tions of these findings for the legal risk hypothesis will be presented 

after analysis of the table in which fighting is substituted for beating-

up someone as the measure of involvement in delinquency. 

The observed odds on provocative and true threat victimization 

for the fighting by father's education by grades crosstabulation are 

given in the left panel of Table 26. This panel also presented the ob

served odds on starting a fight (l+:0) for the crosstabulation of threat 

victimization by father's education by grades. 

The data from which these odds were calculated were analyzed in 

the manner described above. The model of conditional independence of 

fighting and threat victimization marginals given the father's education 

by grades marginal (analogous to Model 1 in Table 24 with fighting 
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Table 26. Observed and predicted odds on threat victimization (provoca
tive victim .-nonvictim and true victim .-nonvictim) and fighting 
(1+ offenses:0 offenses) for variables suggested by the non-

reporter 1s explanation. 

THREAT VICTIMIZATION 

Observed Odds Predicted Odds 

Grades 

Father1s 
Education Fighting N PV:NV TV:NV PV:NV TV :NV 

A-B Not college grad. 

College grad. 

0 
1+ 

0 

1+ 

(81) 
(24) 

(125) 
( 2 8 )  

. 2 2  

. 2 2  

.17 
. 2 0  

.03 

.11 

.10 
. 2 0  

.17 

.17 

.17 

.17 

.05 

.05 

.12 

.12 

C-F Not college grad. 

College grad. 

0 

1+ 

0 
1+ 

(77) 
(43) 

(59) 
(20)  

.32 

.54 

.12 

.11 

.13 

.25 

.04 
. 00  

.39 

.39 

.17 

.17 

.17 

.17 

.03 

.03 

Grades 

Father1s 
Education 

Threat 
Victimization 

Observed Odds 
(l+:0) 

Predicted 
Odds 
(1+: 0) 

A-B Not college grad. Nonvictim (83) .28 
Prov. Victim (18) .29 
True Victim (4) 1.00 

.31 

.31 

.32 

College grad. Nonvictim (118) 
Prov. Victim (21) 
True Victim (14) 

. 2 0  
.24 
.40 

.21 

.21 

.21 

C-F Not college grad. Nonvictim (77) 
Prov. Victim (30) 
True Victim (13) 

.45 

.18 
.86  

,54 
.54 
.54 

College grad. Nonvictim (69) 
Prov. Victim (8) 

True Victim (2) 

.35 

.33 

.00 

,36 
,36 
,36 
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2 
substituted for beating-up someone did not fit the data (L = 36.02, d.f. 

= 17, p <.05). 

2 
The preferred model (L = 7.98, d.f. = 11, p ̂ .50) includes the 

same grades by father's education by threat interaction discussed above. 

It also includes direct effects for grades on fighting, and father's 

education on fighting, although the father's education effect is only 

marginally significant. Receiving low grades increases the odds on 

starting a fight by a factor of 1.7, while having a father with low edu

cation increases them by 1.5. Interestingly, the preferred model does 

not fit the fighting by threat victimization marginal. Students who 

admit starting a fight are no more likely to be either true or provoca

tive victims than students who do not start a fight. The expected odds 

for the preferred model are given in the right panel of Table 26. 

The legal risk hypothesis predicts that students in the low 

grades-low father's education category will have the highest odds on 

victimization; those in the low grades-high father's education or high 

grades-low father's education categories somewhat lower odds; and those 

in the high grades-high father's education the lowest odds on victimiza

tion. In addition, the hypothesis predicts that students who have started 

a fight or beat-up someone will be more likely to be victimized. 

These research findings are therefore not entirely consistent 

with the predictions of the legal risk hypothesis. Consistent with the 

hypothesis, students who are making low grades whose fathers have low 

education have significantly higher odds on provocative threat victimiza

tion than other students. However, students receiving high grades whose 
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fathers have high education are not significantly less likely to be pro

vocative victims. Moreover, neither starting a fight nor beating-up 

someone increase the odds on provocative victimization. 

Since the provocative victim's behavior has played a role in 

his/her victimization, true threat victimization may provide a better 

test of the legal risk hypothesis. Consistent with the hypothesis, 

students who are making low grades and whose fathers have low education 

have the highest odds on true threat victimization. However, students 

who are making high grades whose fathers have high education also have 

high odds on true victimization, and students in both of these groups 

are significantly more likely to be victimized than other students. Con

sistent with the hypothesis, true victims are more likely to beat-up 

someone, but contrary to it they are not more likely to start a fight. 

The legal risk hypothesis also predicts that members of minority 

ethnic groups and disliked religious groups will be more likely to be 

victimized. Due to the limitations of the sample, it was impossible to 

carry out extensive investigations of the effects of ethnicity and re

ligious denomination on threat victimization. 

Preliminary analyses reveal that male minority students (a com

bined category of blacks, Mexican-Americans, and American Indians) are 

significantly more likely to be provocative threat victims than Anglo 

males. Although not significant, the trend is for male minority stu

dents also to have higher odds on true threat victimization. However, 

minority status does not affect the probability of either true or pro

vocative threat victimization for females. 
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For males, these findings are consistent with the idea that the 

risk of personal victimization is greater for students who are not members 

of the dominant ethnic group at a school. The Violent Schools-Safe Schools 

study found that nonwhite students are more likely to be attacked if 

they attend predominantly white schools. White students are more likely . 

to be attacked in predominantly nonwhite schools (National Institute of 

Education, 1978a, pp. 108-109). 

Although the relationship between ethnicity and threat victimiza

tion for males is consistent with the legal risk hypothesis, membership 

in disliked religious groups does not affect victimization. Religious 

denomination does not have any significant effects on threat victimiza

tion. 

Although these analyses provide some support for the legal risk 

hypothesis, the hypothesis is rejected for the following reasons. First, 

many of the relationships predicted by the legal risk hypothesis were not 

found, and some of the relationships that were found are opposite to the 

predictions of the hypothesis. Second, most delinquent acts appear to 

be spontaneous and unplanned. Indeed, offenses against the person may 

be even more spontaneous than property offenses. Finally, actual legal 

risk is so small that characteristics of victims probably do not have 

much impact. Teachers did not learn of 85 percent of the threat victimi

zations occurring at school, and the police did not learn of 97 percent. 

Victims reported less than five percent of their threat victimizations to 

teachers. Teachers learned of more threat victimizations by observing 

them or being notified by others than by victim's reporting. 
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Social Distance and Exposure 

According to the social distance hypothesis, students who are 

socially distant from offenders are more likely to be victimized. Hence, 

students who have characteristics opposite to those of offenders should have 

higher odds on threat victimization. 

Tests of the legal risk hypothesis indicated that provocative 

threat victims share some of the same characteristics as personal offend

ers. Hence, these earlier findings are not consistent with the social 

distance hypothesis. However, the findings for true threat victimization 

are somewhat consistent with the predictions of the social distance hypo

thesis. Students receiving high grades whose fathers have high education 

are as likely to be true victims as those receiving low grades whose 

fathers have low education. Students in both groups have significantly 

higher odds on true victimization than other students. 

The exposure hypothesis assumes that offenses occur spontaneously, 

and that persons with similar characteristics interact more frequently 

with each other. The exposure hypothesis predicts that the greater the 

contact with offenders, the greater the probability of victimization. 

Hence, victims should have the same social characteristics as offenders. 

The findings of the preceding section are rather consistent with the 

exposure hypothesis for provocative victimization, and somewhat consistent 

for true victimization., 

To further test the social distance and exposure hypotheses, 

the effects of sex and year on both the commission of personal offenses 

and threat victimization will be investigated. The left panel of Table 

27 presents the observed odds on threat victimization and fighting for 



190 

' Table 27. Observed and predicted odds on threat (provocative victim: 

nonvictim and true victim:nonvictim) and fighting (1+ offenses 

0 offenses) for variables suggested by the social distance and 

exposure hypotheses. 

THREAT 

Observed Odds Predicted Odds 

Sex Year Fighting N PV:NV TV:NV PV:NV TV :NV 

Male 

Female 

Fr + So 

Jr + Sr 

Fr + So 

Jr + Sr 

0 
1+ 
0 

1+ 

0 

1+ 
0 

1+ 

80 
56 
98 
38 

68 
14 

110 
12 

.543 
. 282  
.234 

.296 

.068 
.571 

.094 
.200 

.196 

.154 

.039 

.111 

.085 

.429 

.052 

.000 

.324 

.324 

.324 

.324 

.086 

.330 

.086 

.330 

.146 

.146 

.054 

.054 

.146 

.146 

.054 

.054 

Sex Year Threat N 

FIGHTING 

Observed Odds Predicted Odds 

(l+:0) (l+:0) 

Male 

Female 

Fr + So 

Jr + Sr 

Fr + So 

Jr + Sr 

NV 
PV 
TV 

NV 

PV 
TV 

NV 

PV 

TV 

NV 

PV 

TV 

85 
36 
15 

104 

26 
6 

56 

8 
8 

106 
11 
5 

.848 

.440 

.667 

.351 

.444 

1.000 

.119 
1.000 

.600 
.104 

. 222  

.000 

.705 

.705 

.705 

.384 

.385 

.384 

.168 

.648 

.168 

.092 

.354 

.092 
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the crosstabulation of these variables by each other by year by sex. As 

in earlier analyses, consideration will be limited to models which allow 

fighting to be affected by sex, year and threat, and threat to be affected 

by sex, year, and fighting. 

The hypothesis of conditional independence of threat victimization 

2 
and fighting given the sex by year distribution must be rejected (L = 

2 
80.43, d.f. = 17, p<.001). The preferred model (L = 13.17, d.f. = 12, 

p^.30) includes an interaction effect among sex, fight, and provocative 

victimization, a direct effect of year on true victimization, and a direct 

effect of year on fighting. The expected odds on threat victimization 

and fighting under the preferred model are presented in the right panel 

of Table 27. 

According to the preferred model, being a male increases the 

odds on provocative victimization by a factor of 3.8, and being a female 

who started a fight also increases them by 3.8, when both groups are com

pared to females who did not start a fight. These ratios are equal to 

two significant digits but their equality is not a property of the model. 

Being a freshman or sophomore increases the odds on true threat victimi

zation by a factor of 2.7 and the odds on starting a fight by 1.8 com

pared to being a junior or senior. 

Even though the expected odds on provocative victimization for 

males are almost equal to the odds for females who started a fight, the 

two groups are not combined when fitting the threat by sex by fight mar

ginal. This is done because the high odds on provocative victimization 

for the groups probably have different causes. 
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Aggressiveness and the demonstration of masculinity are empha

sized in male socialization and may result in males being more likely to 

provoke offenders. Hence, males may have high odds on provocative threat 

victimization. Females may have a more inclusive definition of the phrase 

"starting a fight" than males. Males may restrict their definition to 

incidents in which they were the first to use physical force. Females, 

on the other hand, may regard verbal arguments they instigate as being 

incidents in which they started a fight. Since threats are verbal ex

pressions, a substantial number of female provocative victims may be 

accepting their responsibility for the incident by reporting that they 

started a fight. Hence, they may be reporting the same incidents as 

provocative threat victimizations and personal offenses. This would ex

plain why females who start a fight are more likely to be provocative 

victims. 

In any event, the remainder of these findings are somewhat consis

tent with the exposure hypothesis but clearly contrary to the social dis

tance hypothesis. Males are more likely to start a fight than females, 

and they are also more likely to be provocative victims. Freshmen and 

sophomores are more likely to fight and be true victims, although they 

are no more likely to be provocative victims than juniors and seniors. 

Starting a fight increases the odds on provocative victimization for fe

males, but does not affect the odds on provocative victimization for males, 

or the odds on true victimization for either males or females. 

Several major problems were encountered in assessing the effects 

of sex and year on beating-up someone and threat. For one, the bivariate 

2 
relationship between beating-up someone and sex is so strong (L =54.95, 
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p <.001) that only seven females in the sample reported beating-up 

someone. The resulting small cell counts make it necessary to limit 

the analysis to males. 

Table 28 presents the observed odds on threat victimization for 

beating-up someone by year crosstabulation and the observed odds on 

beating-up someone for the threat by year crosstabulation for males. As 

suggested by the wide variations in these observed odds, the hypothesis 

of mutual independence of year, beating-up and threat distributions is 

2 
rejected (L = 27.40, d.f. = 7, p ̂ .001). Although the model which fits 

the year by threat marginal provides a significant improvement in fit 

2 
over the model of independence (Lfl = 7.52, d.f. = 2, p ^.05), it does not 

fit the data (p <.01). In fact, none of the models which fit any of the 

two-way marginals, either singly or in combination, fit the data. The 

model which includes all three two-way marginals tests the hypothesis of 

no three-way interaction. This hypothesis must clearly be rejected 

(L2 = 14.34, d.f. = 2, p<.01). 

It is therefore necessary to accept the saturated model with its 

three-way interaction. (The model is saturated because it has zero 

degrees of freedom; the expected counts reproduce the observed counts.) 

However, some of the observed odds in Table 28 are very difficult, if not 

impossible, to explain. For instance, freshmen and sophomores who admit 

beating-up someone have extremely low odds on provocative victimization 

while juniors and seniors who have beat-up someone have high odds on 

provocative victimization. 

Rather than attempt to explain these perplexing findings, several 

patterns which are consistent with previous analyses will be noted. First, 
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Table 28. Observed odds on threat and beating-up someone for crosstabu-

lations of both variables by each other by year for males. 

Year 

Beating-Up 

Someone N PV:NV TV :NV 

Fr + SO 0 

1+ 
96 

40 

.526 

.214 

.158 

.214 

Jr + Sr 0 

1+ 
103 

33 

.161 

.706 

.023 

.235 

Year Threat 

Fr + So NV 

PV 

TV 

Jr + Sr NV 

PV 

TV 

Beating-Up 

N Someone 

85 .491 

36 .200 

15 .667 

104 .195 

26 .857 

6  2 .000  
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true threat victims have consistently higher odds on beating-up someone 

than either provocative victims or nonvictims. Second, freshmen and 

sophomores who have not beat-up someone have higher odds on true threat 

victimization than juniors and seniors who have not beat-up someone. 

Summary and Conclusions — 

Threat Victimization 

Almost twenty-five percent of the respondents in the present study 

reported being threatened at school, and more than fifteen percent reported 

being threatened some place other than school. Seventy-one percent of the 

respondents who were threatened at school admitted that they had done 

something which might have led to their victimization. Thus most threats 

were, to some extent, provoked by victims. Twenty-nine percent of the 

threat victims at school reported that they had done nothing to provoke 

their offenders. 

Provocative Threat Victimization at School 

The following categories of students were found to have signifi

cantly higher odds on provocative victimization in one or more of the 

analyses presented in this chapter (categories presented in the order in 

which the relationships are reported in the text): 

1. Freshmen and sophomores receiving low grades 

2. Males who were extremely tall or extremely short 

.3. Males who were extremely heavy or extremely light 

4. Males 

5. Students receiving little spending money 

6. Freshmen and sophomores whose fathers have low education 

7. Females who had started a fight 
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The possible implications of the relationships between height and weight 

and provocative threat victimization have already been discussed. Since 

these relationships were rather tenuous, and perhaps due to random 

sampling error, these findings will not be discussed further. 

On the surface, the remainder of these findings are most consis

tent with the exposure hypothesis. Males are significantly more likely 

to start a fight or beat-up someone. Freshmen and sophomores, students 

receiving low grades, and students whose fathers have low education are 

all more likely to start a fight. Students receiving low grades are also 

more likely to beat-up someone. 

For each of the interactions (other than those involving physical 

characteristics) the two characteristics which in combination are asso

ciated with significantly higher odds on provocative victimization are 

characteristics which directly increase the odds on starting a fight or 

beating-up someone. For example, freshmen and sophomores receiving 

low grades are significantly more likely to be provocative victims. 

Freshmen and sophomores are also more likely to fight, and students re

ceiving low grades are more likely to fight and beat-up someone. 

It is important to remember that provocative victims admit doing 

something which led to their victimization. This admission indicates 

(1) that the victim is partly responsible for the incident (i.e., he/she 

is not an innocent victim) and (2) that the victim and offender had some 

type of interaction before the threat was made. 

It is likely that most provocative threat victimizations start 

out as disagreements between two or more persons. In most disagreements, 

a compromise is reached or one of the parties in the dispute yields to 
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the other. However, sometimes disagreements escalate and the parties in

volved raise their voices, use stronger language, and/or assume a more 

aggressive body position. Eventually, one party (who becomes the "offend

er") may threaten the other (who becomes the "victim"). Who finally 

makes the threat and who is finally threatened may be largely a matter of 

chance. The crucial factors that lead to provocative victimization may 

be the mutually reinforcing escalatory behaviors. The causes of these 

behaviors may be the same for both "victim" and "offender." 

The role of exposure may be limited to the fact that persons who 

are likely to escalate disagreements frequently interact with one another 

because they share similar characteristics. A person who attempts to 

escalate a disagreement cannot become a provocative victim if the other 

party refuses to escalate. However, since persons who are likely to es

calate share similar characteristics, they are more likely to interact 

with one another. Hence, exposure (to persons likely to escalate) plays 

an important role in provocative threat victimization. 

True Threat Victimization at School 

Respondents with the following characteristics have significantly 

higher odds on true threat victimization than other respondents: 

1. Freshmen and sophomores (analyses not reported here indicate a 

linear decline in the odds on true threat victimization from the fresh

men to the senior years) 

2. Students receiving low grades whose fathers have low education 

3. Students receiving high grades whose fathers have high education 

4. Students who report beating-up someone 
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Assuming these relationships are not due to random sampling error, these 

findings seem to indicate that two distinct causal processes are respon

sible for true threat victimization. 

On the one hand, many true threat victims (viz., freshmen and 

sophomores and students receiving low grades whose fathers have low 

education) are very similar to personal offenders. According to the 

exposure hypothesis, individuals tend to interact more frequently and for 

longer periods of time with persons who are similar to themselves. Hence, 

freshmen and sophomores, and students receiving low grades whose fathers 

have low education are more likely to interact with persons who commit 

personal offenses. Exposure to personal offenders may explain why 

these students are more likely to become true threat victims. 

On the other hand, a substantial number of true threat victims 

have characteristics which are opposite to those of personal offenders. 

These true victims have relatively high status at school since they are 

receiving high grades and their fathers have high education. Their 

characteristics also make them socially distant from most personal offend

ers. Hence, high odds on true threat victimization for these students are 

predicted by both the high status and social distance hypotheses. 

While other interpretations of these findings are possible, both 

high status and social distance from offenders may be important in ex

plaining these true threat victimizations. Personal offenders tend to be 

receiving low grades, and it would not be surprising if some have hostile 

feelings towards students receiving high grades. However, this hostility 

may not be directed indiscriminately at all students who are doing well 

in school. The social consequences of directing unprovoked threats at 
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someone who is socially close to oneself may be sufficient to deter the 

true threat offender. These consequences include the negative reactions 

of persons who are friends with both the victim and offender and the 

possible termination of friendships with the victim or others. 

According to this argument, students in the high grades-high 

father's education category have high odds on true threat victimization 

because their high grades cause feelings of hostility in some personal 

offenders and their high father's education gives them sufficient social 

distance from offenders to allow them to be victimized. Students who 

are receiving high grades but whose fathers have low education are in

sulated from victimization because they are socially close to offenders. 

Students receiving low grades whose fathers have high education have low 

odds on true threat victimization because their low grades do not provoke 

hostile feelings in offenders and their father's high education decreases 

their exposure to personal offenders. 

All true threat victims are significantly more likely to report 

beating-up someone than either provocative victims or nonvictims. Un

provoked threats may be considered more serious than victim-provoked 

threats, and thus be more likely to cause retaliation, including attacks 

on the offender. 

Most victimization surveys do not include an item measuring 

threat victimization. However, Feyerherm and Hindelang (1974) found 

that male high school students were more likely to be threatened than 

females. This relationship is consistent with the present study's find

ings that males are more likely to be provocative victims and that most 

threat victims are provocative victims. However, in these data males 
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were not significantly more likely to be true threat victims although the 

trend was in that direction. 

In sum, these findings indicate that provocative threat victims 

are similar to personal offenders. This similarity is probably due to 

the causes of provocative victimizations being the same as the causes of 

many personal offenses. Both the provocative victim and his/her offender 

may commit similar escalatory behaviors. Who eventually makes the threat, 

and who is threatened, may be largely determined by chance. However, 

persons likely to commit escalatory behaviors may be more exposed to 

persons who are also likely to escalate. 

True threat victims are either very similar or very dissimilar to 

personal offenders. Exposure to personal offenders probably is respon

sible for the unprovoked threats experienced by those similar to offend

ers. High social status and social distance from offenders may jointly 

account for the true threat victimizations of those dissimilar to offend

ers. 

Attack 

The final type of victimization considered is attack victimiza

tion. Being attacked is, of course, a more serious personal victimization 

than being threatened since physical force is actually employed. Studies 

using official statistics, self-reported delinquency, and victimization 

data have all noted that, in general, the more serious an offense, the 

less frequently it occurs. Consistent with these findings, respondents 

in the present study are much less likely to report being attacked than 

being threatened, both at school and elsewhere. 
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Respondents who reported being attacked at school were asked 

additional questions concerning the most recent incident in which they 

were attacked. As with threats at school., one of these questions 

measured the victim's responsibility for the offense. For attack vic

timization the question was: ."Did you deserve to be attacked?" 

Thirty-three of thirty-six respondents (92 percent) who reported 

being attacked at school answered this item. Of the 33, 25 indicated that 

they deserved to be attacked while only 7 answered that they did not 

deserve to be attacked. Hence, 79 percent of the students attacked at 

school are classified as provocative victims, and 21 percent are classi

fied as true victims. As with threat victimization, respondents who re

ported being victimized at school but failed to answer the responsibility 

item are eliminated from the following analyses. 

As noted earlier, the wording of the responsibility item for 

attack victimization is stronger than the wording for the corresponding 

item for threat victimization (viz., "Did you do anything which might 

have led to the incident?"). An attack victim might commit provocative 

behaviors and still feel that he did not deserve to be attacked. Based 

on item wording, a smaller proportion of attack victims than threat vic

tims would be expected to be classified as provocative victims. However, 

79 percent of attack victims were classified as provocative victims com

pared to 70 percent of threat victims. This suggests that victim pro

vocation may be more important in explaining attack victimizations than 

threat victimizations. The remainder of this chapter presents tests of 

the six victimization hypotheses for attack victimization. 
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Physical Intimidation 

As noted previously, physical attributes are related to both sex 

and age. Eefore investigating the relationships between height, weight 

and attack victimization, the effects of sex and year on attack victimi

zation will be explored. 

Table 29 presents the crosstabulation of attack victimization by 

sex. As can be easily seen, there is a very strong relationship between 

2 
the two variables (L for table = 25.52, d.f. = 2, p (.001). As with 

threat victimization, males are much more likely to be provocative vic

tims than females (male:female ratio for odds on provocative victimiza

tion = 21.0). In fact, so much of the chi-square for the table is 

contained in the contrast between provocative victims and others that 

males are not significantly more likely to be true attack victims than 

females. However, the trend is for males also to be more likely to be 

true attack victims. 

The combined effects of the relatively small size of the sample, 

the low odds on true attack victimization, and the strong relationship 

between sex and attack victimization result in extremely few male true 

attack victims and female attack victims of any kind. Many of the inde

pendent variables of interest here are related to sex (for example, 

letter, height, and weight). For these reasons it is necessary to limit 

the investigation of the causes of attack victimization to males. 

Before continuing, it should be emphasized that only six males 

are true attack victims. The resulting small cell counts prevent multi

variate analyses of the kind conducted when investigating the causes of 

threat victimization. Only bivariate relationships can be investigated. 
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Table 29. Attack victimization at school by sex. 

Attack Victimization 

Sex Nonvictim Provocative Victim True Victim 

Male 218 25 6 

Female 186 1 1 
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Moreover, because of the small cell counts, a variable must have a very 

strong effect on true attack victimization to be statistically signifi

cant. 

Table 30 presents crosstabulations of attack victimization by 

year, height, and weight for males. The chx-square values for the year 

and height tables are so small as to preclude any significant contrast 

2 
occurring within them (L =3.69 and 3.35, respectively). There is no 

indication that year is inversely related to true attack victimization 

as it was for true threat victimization. 

While the relationship between weight and attack victimization is 

2 
also not significant (L = 5.04, d.f. = 8), the chi-square is at least 

large enough to warrant further investigation of the table. Subsequent 

analyses revealed that males who weigh between 145 and 159 pounds are 

significantly less likely to be provocative victims than males weighing 

more or less. This relationship may be indicative of a U-shaped rela

tionship between weight and provocative attack victimization similar to 

the one that was found between weight and provocative threat victimiza

tion. The relationship may also be due to random sampling error. In 

any e^ent, these findings are not consistent with the predictions of the 

physical intimidation hypothesis since neither height nor weight is in

versely related to the odds on provocative or true attack victimization. 

Economic Attractiveness 

The economic attractiveness hypothesis predicts that wealthy indi

viduals are more likely to be victimized. Table 31 presents crosstabu

lations of attack victimization by father's education and amount of 

spending money for males. The chi-square values for both of these tables 
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Table 30. Crosstabulations of attack victimization at school by year, 

height, and weight, for males. 

Attack Victimization 

Year Nonvictim Provocative Victim True Victim 

Freshman 

Sophomore 

Junior 

Senior 

44 

59 

51 

63 

7 
8 
3 

7 

1 

3 

1 

1 

Height 

<68" 

69-70" 

71-72" 

73" + 

75 

58 

53 

31 

10 
5 

5 

5 

1 

1 

2 
2 

Weight (in lbs.) 

£129 
130-144 

145-159 

160-179 

180+ 

46 

59 

52 

40 

23 

6 
7 

2 
6 
4 

1 

1 

2 
1 

1 



206 

Table 31. Attack victimization at school by father's education and 

average amount of spending money per week, for males. 

ATTACK VICTIMIZATION 

Nonvictim Provocative Victim True Victim 

FATHER'S EDUCATION 

High school or less 71 

Some college 41 

College graduate 60 

Graduate or professional 40 

school 

9 

7 

4 

4 

2 
1 

2 
1 

SPENDING MONEY 

$0-4 

5-9 

10-19 
20+ 

63 

63 

40 

49 

8 
4 

4 

7 

2 
1 

2 
1 
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2 
are very small (L =2.44 and 2.93, respectively). Not only is there no 

support for the conomic attractiveness hypothesis, but also there is no 

evidence for any relationship between father's education or spending 

money and attack victimization. 

High Status 

The high status hypothesis predicts that students who have 

achieved high status at school are more likely to be victimized. Juniors 

and seniors, students receiving high grades, and students who letter in a 

sport have high status, and therefore should be more likely to be attacked. 

Previous analyses indicate that year is not related to either provocative 

or true attack victimization for males. 

Table 32 presents data for assessing the effects of grades and 

letter on attack. There is no indication in these data that the grades a 

2 
male is receiving influence his chances of being attacked (L = .75, 

d.f. = 2, p >.50). 

However, letter is significantly related to attack victimization 

2 
(L = 7.52, p(.05). The significant contrast for letter is between 

provocative victims and -all others. Males who letter in a sport are sig

nificantly less likely to be provocative victims than males who do not 

letter. The high status hypothesis predicts that lettermen should be 

more likely to be victimized. In sum, these analyses do not support the 

hypothesis that high status students are more likely to be attacked. 

Legal Risk 

According to this perspective, legal risk is less if victims are 

involved in delinquency, are receiving low grades, have fathers with low 
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Table 32. Attack victimization at school by grades and letter, for males. 

GRADES 

A-B 
C-F 

LETTER 

ATTACK VICTIMIZATION 

Nonvictim Provocative Victim True Victim 

117 

100 
11 
13 

Lettered in a sport 

Did not letter 

116 
95 

7 

18 
2 
4 
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education, belong to minority ethnic groups or unpopular religious groups. 

Previous analyses indicate that father's education and grades are not re

lated to attack victimization. Analyses not presented here indicate no 

significant relationships between either ethnicity or religious denomi

nation and attack victimization. However, the relationship between in

volvement in delinquency and attack victimization has not yet been 

investigated. 

Table 33 presents crosstabulations of attack victimization by 

beating-up someone and fighting, for males. Both of these personal 

2 
offenses are significantly related to attack victimization (L = 21.42 

and 15.83, respectively). For beating-up someone, the significant con

trast is between attack victims and 'nonvictims. Both true and provocative 

attack victims are significantly more likely to report beating-up some

one than nonvictims. However, there is no significant difference in the 

2 
odds on beating-up someone between the two types of attack victims (L = 

1.67, d.f. =1). In these data, being attacked increases the odds on 

beating-up someone by a factor of 5.9. 

The significant contrast in the fighting table is between true 

2 
victim versus a combined nonvictim and provocative victim category (L = 

13.74, d.f. = 1). The calculation of odds and odds ratios for this con

trast is not meaningful since all six true attack victims admitted 

starting a fight. 

Social Distance and Exposure 

The social distance hypothesis predicts that individuals who have 

characteristics opposite to those of personal offenders will be more likely 
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Table 33. Attack victimization by self-reported involvement in personal 
offenses ("beating-up someone" and "starting a fight"), for 
males. 

ATTACK VICTIMIZATION 

Nonvictim Provocative Victim True Victim 

BEATING-UP SOMEONE 

0 
1+ 

171 
46 

11 
14 

1 
5 

FIGHT 

0 
1+ 

153 
64 

14 
11 

0 
6 
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to be victimized. Personal offenders tend to be freshmen or sophomores, 

they are receiving lower grades in school, and their fathers tend to have 

less education. As already discussed, there are no significant effects 

for grades, year, or father's education on either true or provocative 

attack victimization. 

The exposure hypothesis predicts that attack victims have the same 

characteristics as personal offenders. Although none of the variables 

associated with personal offenses are related to attack victimization, 

males who have started a fight are more likely to be true attack victims, 

and males who have beat-up someone are more likely to be both true and 

provocative victims. 

« 

Summary and Conclusions — Attack Victimization 

The relatively small size of the sample and the infrequency of 

attack victimization, particularly unprovoked attack victimization, 

severely hampered investigation of the causes of attack victimization. 

However, four-fifths of the students who were attacked at school said that 

they "deserved to be attacked." Hence, in spite of the sample limita

tions, these findings suggest that victim precipitation is important in 

most attacks at school. 

Only a few statistically significant relationships were discovered. 

Males are more likely to be provocative victims than females, and the 

(nonsignificant) trend is for males also to be more likely to be true 

victims. Males who have not lettered in a sport, and males who have 

beat-up someone are significantly more likely to be provocative attack 

victims than non-offenders. Males who have started a fight and those 
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who have beat-up someone are significantly more likely to be true attack 

victims. 

Males are probably more likely to provoke attacks than females 

because of gender differences in socialization. There are several pos

sible explanations for the effect of lettering on provocative attack 

victimization. First, students may be less likely to attack athletes who 

commit provocative behaviors because of fear of bodily harm to them

selves. Second, athletes may be able to demonstrate their masculinity 

through athletic competition and feel less need to "act tough" in dis

agreements. Finally, athletes may be less likely to commit escalatory 

behaviors and personal offenses at school (but not elsewhere) because of 

fear that coaches will learn of their behaviors and take disciplinary 

action against them. 

The finding that both provocative and true attack victims are 

more likely to beat-up someone than nonvictims is not surprising. Persons 

who are attacked usually try to defend themselves by using physical force 

against their attacker(s). In their efforts to defend themselves, attack 

victims may beat-up the person who attacks them. 

True attack victims are also more likely to have started a fight 

than either provocative victims or nonvictims. Many true attack victims 

may be prone to violence themselves. As a result, they may have friends 

who are also prone to violence and come into contact with strangers who 

are violent. As contact with violent persons increases, the probability 

of true attack victimization also increases. 

However, it is difficult to explain why provocative attack victims 

are not more likely to start a fight than nonvictims. There may be 
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difficulties in item wording for either attack victimization of fighting 

items, or this finding could result from random sampling error. 

Victimization surveys using national samples (National Criminal 

Justice Information and Statistics Service, 1976) of adults have found 

that assault victims tend to be young, male, and have low income. Nation

al surveys of students have found that victims of attack tend to be male, 

American Indian or Hispanic, and have completed fewer years at school 

(National Institute of Education, 1978a). Other studies (Feyerherm and 

Hindelang, 1974; Mawby, 1979) have found that social class is not related 

to juvenile attack victimization. 

In the present data, there were no effects for father's education 

(which may be a rough indicator of social class) or year in school on 

attack victimization. Analyses not presented here indicated no signifi

cant relationships between either ethnicity or religious denomination 

and attack victimization. Consistent with all other studies, males were 

more likely to be attacked than females, although the relationship between 

sex and victimization was limited to provocative victimizations. 

There are many similarities between the characteristics of attack 

victims found in other juvenile victimization surveys and the character

istics of personal offenders discovered in the present study. Students 

involved in violence, either as offenders or victims, tend to be males 

and freshmen and sophomores. They are also more likely to come from 

lower social classes or be members of minority groups. The similarities 

between atatck victims and offenders may have been more apparent in the 

present study if a larger sample had been used. Future research will have 
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to determine if the conclusions reached about true and provocative threat 

victimization also apply to attack victimization. 



SUMMARY AND CONCLUSIONS 

Scholars have given increasing attention to criminal victimiza

tion in the last two decades. Research has focused on ascertaining the 

social and demographic characteristics of victims, with little effort 

being directed towards determining the causes of victimization. Most 

victimization researchers have been content to simply offer a few post 

hoc explanations of their findings. 

Scientific theories must be consistent with empirical observa

tions. Hence, post hoc theorizing is a legitimate scientific endeavor, 

and many theories in the natural sciences have been induced from empirical 

observations. However, there are dangers in post hoc theorizing. To 

illustrate, the sample on which the theory is based may have temporal 

or geographical specitivity. Other "theories" may be just as plausible 

as the post hoc theory, but remain unstated. Finally, alternate theories 

which make different predictions may not be tested. 

Hypotheses About the Causes of Victimization 

Criminal victimizations involve two or more persons — the 

victim(s) and the offender(s). Without offenders there would be no vic

tims. Hence, victimization cannot be explained without reference to 

offenders. Consideration must be given to how and why persons become in

volved in deviance in order to understand the causes of victimization. 

215 
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The literature on victimization, criminology, juvenile delin

quency, and the sociology of law contains at least six alternate hypo

theses concerning the causes of victimization. Each hypothesis makes 

certain assumptions about the causes of deviant behavior and the nature 

of deviance. A brief summary of these hypotheses and their assumptions 

follows. 

The Exposure Hypothesis 

The greater the amount of time an individual is exposed to 

offenders, the greater the probability of victimization. The exposure 

hypothesis assumes that deviance is preponderantly spontaneous and un

planned. The greater the amount of time an individual is exposed to • 

persons likely to commit deviant acts, the higher the probability that 

he/she will be a target for deviant behavior. Since persons with similar 

characteristics tend to engage in the same activities and to interact 

more frequently, persons with the same characteristics as offenders 

should be more likely to be victimized. 

The image of the deviant in the exposure hypothesis is consistent 

with the image of the deviant in the social control theory of deviant 

behavior. According to social control theory, everyone experiences moti

vations to deviate, but persons whose bonds to society are weak are 

more likely to yield to their deviant impulses. Deviance is therefore 

mostly unplanned and frequently seems to "just happen." Most research 

findings seem to support social control theory's assumptions. Hence, 

the exposure hypothesis was expected to receive the most support in the 

present study. 
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In contrast to this perspective, the remaining hypotheses about 

the causes of victimization assume that the deviant rationally selects 

the targets he/she will victimize. Since most deviance, and especially 

juvenile delinquency, does not appear to be rational behavior, the 

research findings from the present study were not expected to support any 

of these perspectives. 

The Social Distance Hypothesis 

The greater the social distance between an individual and offend

ers, the greater the probability of victimization. The social distance 

hypothesis assumes that deviants internalize norms which prohibit the 

victimization of persons socially close to themselves and/or promote the 

victimization of persons socially distant from themselves. Social dis

tance varies inversely with the number of characteristics persons have in 

common. Hence, the social distance hypothesis predicts that the fewer 

characteristics an individual shares with offenders, the greater the 

probability of victimization. The predictions of the social distance 

hypothesis are therefore exactly opposite to the predictions of the 

exposure hypothesis. 

The Economic Attractiveness Hypothesis 

The greater the wealth of an individual, the greater the proba

bility of victimization. From this perspective, offenders are assumed 

to be motivated by a desire for financial gain. Hence, offenders are 

predicted to select victims so as to maximize the economic rewards of 

deviance. Since there are no economic rewards for most personal offenses 

(excluding robbery), the economic attractiveness hypothesis would be more 
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likely to apply to property victimizations than personal victimizations. 

Moreover, since few juveniles are professional criminals, support for the 

hypothesis is more likely to be found for offenses committed by older 

property offenders than juveniles. 

The High Status Hypothesis 

The higher the status of an individual, the greater the probabili

ty of victimization. According to this hypothesis, deviance is caused by 

a failure to be successful in competeition for status. Deviants harbor 

feelings of hostility against persons who are successful and are more 

likely to commit acts of aggression against them. The high status hypo

thesis is more likely to apply to personal victimizations (again exclud

ing robbery) than property victimizations. 

The Legal Risk Hypothesis 

The lower the actual (or perceived) legal risk in victimizing an 

individual, the greater the probability of victimization. The legal 

risk hypothesis assumes that deviants select targets so as to minimize 

the probability and severity of legal reaction. Actual legal risk is 

predicted (and preceived legal risk assumed) to be less for persons who 

are poor, isolated, uncultured, members of ethnic minorities, members of 

disliked religious denominations, and individuals whose own deviance makes 

them susceptible to legal reaction. 

The Physical Intimidation Hypothesis 

The less able an individual is to physically harm offenders, 

the greater the probability of victimization. According to this 
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perspective, deviants consider the risk of physical harm to themselves 

in their selection of targets. Since personal victimizations almost 

always involve face-to-face contact between offender and victim, the 

physical intimidation hypothesis more likely applies to personal victimi

zations than property victimizations. 

There is some truth to all six of these hypotheses about victimi

zation. Specific examples of victimization due to physical weakness, 

economic attractiveness, high status, and so forth, could undoubtedly 

be found. However, rather than documenting examples of each hypothesis, 

the present study has t.ried to determine which hypothesis receives the 

most support for each of several different types of victimization. While 

it is true that different hypotheses sometimes make identical predictions, 

the aim here has been to describe and explain the total pattern of the 

relationships discovered. 

Summary of Research Findings 

Predictions from the six hypotheses about the causes of victimiza

tion were tested on questionnaire data from a suburban, middle class high 

school. Two types of property victimization were considered — theft 

victimization and property destruction victimization. The causes of 

these victimizations both at school and elsewhere were explored. The 

causes of personal victimization (viz., threat and attack) were also in

vestigated. The following sections summarize the present study's findings 

concerning the causes of juvenile property and personal victimization. 
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The Causes of Property Victimization 

Patterns of property victimization (both at school and else

where) were most consistent with the predictions of the exposure hypo

thesis. The exposure hypothesis asserts that persons who have the same 

characteristics as offenders are more exposed to offenders, and it pre

dicts that persons who are more exposed to offenders are more likely to 

be victimized- Hence, persons who have the same characteristics as 

offenders should be more likely to be victimized. 

t-iales, freshmen and sophomores, and students receiving low grades 

were significantly more likely to commit thefts than females, juniors 

and seniors, and students receiving high grades. As predicted by the 

exposure hypothesis, males, freshmen and sophomores, and students who 

had stolen items themselves had high odds on theft victimization at 

school. In addition, students who had lettered in a sport had higher 

odds on theft victimization than those who had not. Students who lettered 

had gym lockers and probably spent more time at school. Hence, they had 

items at risk (and therefore exposed to offenders) in more places and 

for longer periods of time. Contrary to the predictions of the ex

posure hypothesis, students receiving low grades were lot more likely to 

be theft victims. Forced interactions among dissimilar students at 

school may equalize the exposure to theft offenders of students receiv

ing high and low grades. 

Away from school, students who received high grades were signi

ficantly less likely to be victims, presumably because they spent more 

time studying in the relative safety of their homes and avoided situations 

and friends that might have increased their chances of victimization. In 
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addition, there was a significant interaction among this type of victimi

zation, self-reported theft, and year in school. Freshmen who had stolen 

something themselves were much more likely to be victimized than freshmen 

who had not. The effect of self-reported theft declined for each succes

sive year. By the senior year, students who had committed a theft had 

practically the same odds on victimization as students who had not. In

creased time spent working at part-time jobs and interacting with the 

opposite sex may be responsible for the decreasing effect of self-

reported theft between freshman and senior years. Both of these activi

ties would decrease exposure to theft offenders away from school. 

Although the evidence was not as strong, variations in exposure 

to offenders were also probably responsible for the observed patterns of 

property destruction victimization. Males were significantly more likely 

to commit acts of vandalism than females. Males, especially males who 

had vandalized, were also significantly more likely to be property destruc

tion victims. This was true for property destruction victimizations both 

at school and elsewhere. For both types of property destruction victimi

zation, the lower the educational level of a student's father, the higher 

the student's odds on victimization. However, father's education was not 

related to self-reported vandalism. 

True and Provocative Victims 

The legalistic typologies of victimization suggest that victims 

differ in their responsibility for their victimizations. As argued in 

the first chapter, victim provocation is undoubtedly much more important 
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for personal victimizations than property victimizations since the former 

almost always involve face-to-face interaction between victim and offender. 

The design of the present survey permitted information on victim 

responsibility to be obtained only for threat and attack victimizations 

occurring at school. Overall, seventy percent of the respondents who 

were threatened at school admitted that they had done something that 

"might have led to the incident." An even larger percentage of attack 

victims agreed that they "deserved to be attacked." Hence, most personal 

victims at school are provocative victims. 

Moreover, there were important differences in the characteristics 

of provocative and true victims. These differences in personal charac

teristics, along with differences in victim responsibility, suggest that 

the causes of provocative and true victimization are different. 

The small size of the present sample and the infrequency of attack 

victimization seriously hampered investigation of the causes of this type 

of personal victimization. As a result, the following discussion focuses 

on threat victimization. However, similar causal processes are also 

probably involved in attack victimization. 

The Causes of Provocative Personal Victimization 

In the present study, persons who committed personal offenses 

(i.e., started a fight or beat-up someone) tended to be male, freshmen 

and sophomores, to be receiving low grades, and to have fathers with low 

education. Males, freshmen and sophomores whose fathers had low education, 

and freshmen and sophomores receiving low grades were more likely to be 

provocative threat victims than other students. Hence, provocative 

victims are very similar to personal offenders. 
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The provocative victims' admission of some responsibility indi

cates that the victim and offender had some type of interaction before 

the threat was made. This suggests that most provocative victimizations 

may start out as disagreements. While most disagreements end in compro

mise or with one of the parties involved yielding to the desires of the 

other, sometimes neither party is willing to yield or compromise, and 

the disagreement escalates. Escalation may involve the raising of voices, 

the use of stronger language, and so forth. Eventually one party (the 

"offender") may threaten the other (the "victim"). Who finally makes the 

threat and who is finally threatened may be largely a matter of chance. 

The primary cause of provocative threat victimization may be the mutually 

reinforcing escalatory behaviors committed by both parties. 

An individual who attempts to escalate a disagreement cannot 

become a provocative victim if the other person refuses to escalate. How

ever, since persons who are likely to escalate share similar characteris

tics, they are more likely to interact with one another. Therefore, the 

similarity of personal offenders and provocative victims most likely 

results from (1) the mutually reinforcing escalatory behaviors having the 

same causes for both the provocative victim and his/her offender, and 

(2) similarity increasing exposure to persons likely to escalate dis

agreements . 

The Causes of True Personal Victimization 

As noted earlier, personal offenders tended to be male, freshmen 

and sophomores, to be receiving low grades, and to have fathers with low 

education. True threat victims tended to be freshmen and sophomores and 



224 

either (1) to be receiving low grades and have fathers with low education 

or (2) to be receiving high grades and have fathers with high education. 

The first group of true threat victims had the same general characteris

tics as students who committed personal offenses. The second group had 

characteristics in many ways opposite those of personal offenders. 

The characteristics of the first group of true threat victims 

are consistent with the predictions of the exposure hypothesis. In

creased exposure to personal offenders is probably responsible for the 

high odds on true threat victimization for students who have the same 

characteristics as personal offenders. 

The characteristics of the second group of true threat victims 

are consistent with predictions of both the high status and social 

distance hypotheses. This group of true threat victims has characteris

tics which are opposite those of personal offenders. 

Personal offenders tended to be receiving low grades and to have 

fathers with low education. Since they receive low grades, it would not 

be surprising if some of them have hostile feelings towards students who 

are doing well in school. However, the social consequences of directing 

this hostility towards someone who is socially close may be sufficient 

to prevent these personal offenders from making unprovoked threats against 

successful students whose fathers have low education. The second group of 

true threat victims may have high odds on victimization because they have 

high status and are socially distant from personal offenders. 

However, it is possible that high status and social distance from 

offenders are related to personal victimization only in special situations. 
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Social distance and high status may be related to personal victimization 

only in situations, like the school, where high status individuals are 

accessible to low status offenders and the probability of a severe legal 

reaction is small. 

In sum, the present research findings are most consistent with 

the predictions of the exposure hypothesis. However, there is also some 

support for other hypotheses about the causes of victimization. While 

the exposure hypothesis receives the most support, it cannot explain all 

of the observed patterns of juvenile victimization. 

In both the present study and other studies of victimization, 

the relationships between social and demographic characteristics and 

victimization tend to be weak. In part, the weakness of the relationships 

is due to researchers using poor measures of exposure. Sex, age, ethni

city, year in school, and so forth, are not ideal measures of exposure. 

However, victimization may still be largely unpredictable even if 

researchers used better measures of exposure. An essentially random ele

ment in victimization is predicted by the social control theory of deviant 

behavior. Social control theory predicts that everyone experiences moti

vations to deviate and that many people commit deviant acts. Hence, the 

individual who has completely isolated himself and his property from 

others is the only person who is not exposed to potential offenders. 

Some Questions for Future Research 

The present study has frequently emphasized the innate relation

ship between the study of deviance and the study of victimization. 

Therefore, it is not surprising that the issues raised by this study go 
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far beyond victimization and include topics such as offender's percep

tions, the causes of deviant behavior, and the study of the victim-

offender interaction. 

The sample used in the present study came from a single suburban 

middle class high school. The generalizability of these research findings 

is therefore a critical issue. Fortunately, when comparisons were pos

sible (as with the sex of victims), the present study's findings were 

usually the same as those of other victimization surveys. Nevertheless, 

generalizability is of great importance, and studies sampling other 

populations should attempt to replicate these findings. 

Victimization researchers should not be content with using social 

and demographic characteristics as measures of exposure to offenders. 

Refined measures of exposure are needed and future research should in

vestigate whether or not variations in exposure can account for the 

social and demographic distribution of victimization. Moreover, if 

exposure is the best explanation of victimization, learning more about 

the dimensions of exposure would increase the explanatory power of the 

hypothesis. 

Nevertheless, it is an oversimplification to say that exposure 

is the only cause of victimization. National victimization surveys have 

found some support for the economic attractiveness hypothesis, and the 

present study found that social distance and high status may be related 

to true threat victimizations that occur at school. As noted earlier, 

social distance and high status may only be related to unprovoked per

sonal victimizations in situations where high status individuals are ac

cessible to low status offenders and the probability of a severe legal 

reaction is small. 
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Future research should try to determine if this argument is 

correct and investigate whether or not there are other situations where 

social distance and high status are related to victimization. One such 

place may be prisons. It would be interesting to see if high status 

prisoners (viz., prisoners who are "successful" according to the official 

norms of the prison) are more likely to be victims of unprovoked threats 

and attacks. 

As stated earlier, each hypothesis about victimization makes 

unique assumptions about the nature of deviance and the causes of deviant 

behavior. Empirical support for several different victimization hypo

theses suggests that deviance has many different causes. Moreover, these 

findings suggest that studies of the etiology of deviant behavior might 

profitably give more attention to victims. 

For example, victimization surveys indicate that a large propor

tion of personal offenses are committed by family and friends of the 

victim. Moreover, nonstrangers may also be the same offenders for many 

property victimizations. Studies of self-reported delinquency could in

vestigate the victim-offender relationship for property offenses as well 

as personal offenses. Including questions on victim-offender relation

ship on self-report surveys would provide a different perspective from 

which to study the group dynamics of delinquency. Obtaining such information 

would also give important information on the types of offenses reported 

on self-report surveys. 

Research evidence suggests that persons are more likely to de

viate if they believe that the probability of legal reaction is small 

(Waldo and Chiricos, 1972; Jensen, Erickson and Gibbs, 1978). The legal 
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risk hypothesis of victimization assumes that offenders select victims 

according to the probability and severity of legal reaction. The present 

study had to make some questionable assumptions in order to test that 

hypothesis since no research has been conducted or offenders' perceptions 

of the legal risk of victimizing different categories of persons. Such 

research is sorely needed. 

The present research also raised some questions concerning victim 

provocation. The argument was advanced that the provocative victim and 

his/her offender probably engage in similar escalatory behaviors, with 

each bearing responsibility for escalating a disagreement to the point 

where a threat is made. Who makes the threat and who is threatened may 

be largely a matter of chance. It was argued that the causes of the 

escalatory behaviors may be identical for both the offender and the pro

vocative victim. Future research must distinguish between provocative and 

true personal victimizations and study the causes of the escalatory be

haviors which lead to provocative victimization. 

There are also many questions about the escalatory behaviors 

themselves which must be answered. No one has catalogued escalatory 

behaviors or studied the offender-provoking capabilities of different 

behaviors. There are undoubtedly many behaviors which could provoke 

someone into committing a personal offense. Moreover, the extent to 

which any particular behavior is provocative (or escalatory) depends not 

only on the objective content of the behavior, but also on characteris

tics of the participants and the situation in which the behavior occurs. 

To complicate matters further, the provoker, the provoked, and witnesses 

may have different perceptions of the provocativeness of any given 
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behavior. In fact, they may not even agree that a behavior is escalatory. 

Both the person eventually defined as the "victim" and the one defined 

as the "offender" are probably less likely to define their own behaviors 

as escalatory and more willing to attribute responsibility to the other 

party. 

Finally, researchers must study the social, psychological, and 

behavioral reasons for some participants in disputes being labelled 

"offenders" and others being labelled "victims." Sociologists have hardly 

begun to study the dynamics of the victim-offender interaction. It is 

crucial to know as much as possible about who the "offender" is, who the 

"victim" is, and how they got lao be that way. 

Concluding Remarks 

The primary purpose of this work has been to investigate the 

causes of juvenile victimization. Six different hypotheses on the 

causes of victimization were presented and tested on data from students 

at a suburban, middle class high school. Contributions of the present 

study to the study of victimization include: (1) presenting alternative 

hypotheses about the causes of victimization, (2) discussing the rela

tionships between etiological theories of deviance and these hypotheses 

of victimization, (3) demonstrating that it is possible to test predic

tions derived from the hypotheses about victimization, (4) demonstrating 

that it is possible to separate and measure true and provocative victims 

of personal offenses, and (5) suggesting that the causes of true and pro

vocative victimizations are somewhat different. Hopefully, this work 

will stimulate additional empirical and theoretical work in some of these 

areas. 
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