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ABSTRACT

Cognitive Map Theory (O’Keefe & Nadel, 1978) posits that spatial behavior can re-

flect locale or taxon strategies. Only locale strategies depend on cognitive maps, and

learning recruited by these strategies is unlike associative learning (e.g., Rescorla &

Wagner, 1972; Mackintosh, 1975), which is prevalent in the taxon system. Associa-

tive learning phenomena like the blocking effect (Kamin, 1969) should therefore not

occur during acquisition of cognitive maps. Contrary to this prediction, blocking

effects have been demonstrated in spatial learning (e.g., Biegler & Morris, 1999;

Chamizo, Sterio, & Mackintosh, 1985; Hamilton & Sutherland, 1999), and have

been generally interpreted as evidence against cognitive map theory. Here we pro-

vide evidence suggesting that taxon and not locale strategies were promoted in these

experiments, and we ask which factors determine whether taxon or locale strategies

control spatial behavior in a computer-implementation of a widely used spatial task

(Morris Water Maze; Morris, 1981). We isolated two factors relevant for spatial

strategy choice in human spatial learning that are both related to the individual’s

preexisting knowledge, namely conceptual knowledge about the distal cues, and

knowledge about the task affordances. The blocking effect was used as an index

for locale or taxon learning. We found that taxon strategies were more likely for

abstract distal cues, while concrete cues promoted locale strategies – blocking was

present for the former, but not the latter. When subjects were aware that the distal

cues predicted locations, locale, and not taxon strategies were recruited, such that

blocking was not observed. Spatial strategy choice appears to be largely driven by

interindividual differences, and can therefore not be easily predicted a priori. Our

findings cannot be explained by associative learning theories, but provide strong

support for cognitive map theory and the position that multiple behavioral systems

exist in the brain.
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Figure 1: The Problem
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Chapter 1

Introduction

According to Cognitive Map Theory (O’Keefe & Nadel, 1978) spatial navigation can

be controlled by the taxon or the locale system. The locale system creates and main-

tains cognitive maps of the environment, while the taxon system provides cognitive

processes necessary for behavior that relies on spatial guides and orientations. The

two systems are dissociated on three basic dimensions, which constitute the central

assumptions of the theory. The locale and the taxon system are contrasted by (a)

the nature of the internal representations, (b) the relevant brain structures subserv-

ing each system, and (c) the cognitive processes involved in spatial learning. It is

the latter distinction this dissertation is about. Specifically, the question is asked

whether the learning mechanisms recruited in locale learning are different from those

that control acquisition of spatial knowledge in the taxon system.

The concept of a “cognitive map” was introduced by Tolman (Tolman, 1948),

who defined it as a representation “indicating routes and paths and environmen-

tal relationships”, which determines “what responses [. . . ] the animal will finally

release” (p. 192). Such representations are “cognitive” insofar as the stimuli they

comprise “are not connected by just simple one-to-one switches to the outgoing re-

sponses” but “worked over and elaborated [. . . ] into a tentative, cognitive-like map

of the environment”.

O’Keefe and Nadel’s conceptualization of a cognitive map can be characterized

as a multi-dimensional elaboration of this initial construct, combining behavioral,

cognitive, and neurophysiological levels of analysis.

Briefly, a cognitive map would consist of two major systems, a place

system and a misplace system. The first is a memory system which

contains information about places in the organism’s environment, their
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spatial relations, and the existence of specific objects in specific places.

The second, misplace, system signals changes in a particular place [. . . ].

The place system permits an animal to locate itself in a familiar en-

vironment without reference to any specific sensory input, to go from

one place to another independent of particular inputs (cues) or outputs

(responses), and to link together conceptually parts of an environment

which have never been experienced at the same time. The misplace sys-

tem is primarily responsible for exploration, a species-typical behavior

which functions to build maps of new environments and to incorporate

new information into existing maps. (O’Keefe & Nadel, 1978, , p. 2)

Therefore, it does disservice to the theory to reduce it to a singular statement,

against which its usefulness is evaluated. For example, Bennett (Bennett, 1996)

believes that a cognitive map sensu O’Keefe and Nadel is defined solely by its ability

to allow for novel shortcuts. Starting from this simplified notion, he argues that since

there are computationally and representationally less complex explanations for the

creation of novel shortcuts, the assumption that animals have cognitive maps should

be abandoned altogether. Such arguments are based on questionable reasoning.

First, it is highly problematic to employ parsimony as the standard against which

theories of brain and behavior are evaluated. Parsimony is, in general, a useful

criterion for theory development. However, the justification for this form of theory

optimization applies rather to logical systems. The mammalian brain may or may

not be correctly characterized as such. There is sufficient evidence to support the

argument that in the brain redundancy in processing and representation abounds.

Therefore, parsimonious modelling might yield a set of efficient descriptors at the

price of a reduced epistemological potential to approximate the true nature of this

biological system. Second, Bennett fails to recognize that cognitive map theory

makes predictions on several levels of analysis. Thus, even if it were correct that

simpler explanations existed for an animal’s ability to produce novel shortcuts, this

argument would not speak to whether, for example, learning of a map is different

from learning of a stimulus-response association, or whether the hippocampus is
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necessary for locale behavior – such as the computation of novel shortcuts.

The term “cognitive map” has also been used by others to describe a represen-

tation that allows for specific forms of spatial behavior. Gallistel (1989) defined a

cognitive map as “a representation of the relative positions of points in the environ-

ment.” (p. 167). This “record in the central nervous system” (Gallistel, 1993, p.

103), which preserves the “relative metric positions of points” (p. 104), is proposed

to represent “macroscopic geometric relations among surfaces in the environment”,

such that it allows for planning “movement through” (p. 103) the represented space.

Gallistel’s suggestion exemplifies how the alternative definitions for the term

“cognitive map” proposed by several authors (e.g., Thinus-Blanc, 1988) to some

extent resemble the concept on which O’Keefe and Nadel based their theory. In

some cases, these expansions are potentially useful, being more elaborate, richer in

detail and terminological precision. However, as in the case of Bennett’s critique

discussed above, O’Keefe and Nadel’s concept of a cognitive map is not merely about

the quality of the internal spatial representations. Rather, the definition of the term

“cognitive map” is multi-dimensional, delineating what objects might become part

of such a map, how this can happen, and where and how this complex process is

implemented in the mammalian brain.

Cognitive map theory is a theory mainly about the hippocampus-based locale

system, rather than a discourse about non-locale, or taxon, behavior. “The reader

is warned [. . . ] that our main emphasis is on the hippocampal locale system and

that our treatment of the taxon system may suffer from this perspective.” (O’Keefe

& Nadel, 1978, p. 90). It could be argued that the term “taxon” implies that all

non-locale spatial behaviors are to some extent similar; it is then, however, unclear

whether this category can account for all spatial behaviors that cannot be sub-

sumed under the locale system. For example, large-scale migration, which is often

combined with innate knowledge about orientations, cannot readily be explained

by either taxon or locale mechanisms. First, both locale and taxon system are be-

lieved to operate on experienced spatial entities, not innate ones, and in several

species long-distance migratory behavior has been shown to depend on such knowl-
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edge (e.g., orienting behavior in Blackcaps in first migration, Berthold, Wiltschko,

Miltenberger, & Querner, 1990; Helbig, 1989). Second, large-scale migration has

been suggested to rely on map-like representations combined with a compass (e.g.,

the sun), which provides directionality and allows for the correct interpretation of

singular landmarks (Kramer, 1953). In case the sun is used as a compass, then the

correct interpretation of the direction provided by this cue requires knowledge about

the current time, as the sun’s position in the sky depends on the time of the day.

The necessary knowledge can be provided by appropriate endogenous cues, such as

circadian rhythms. It is not immediately apparent if such a navigational system still

qualifies as purely locale knowledge, or if it is rather a part of taxon behavior.

Although some chose in light of its various possible meanings to avoid the use

of the term “cognitive map” entirely (e.g., Mackintosh, 2002, who refrained from

using it even while discussing how several empirical findings affect the status of the

theory), this approach was not adopted here. In the following, whenever the term

“cognitive map” is used, it always refers to the multi-dimensional concept developed

by O’Keefe & Nadel (1978).
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1.1 Representations in the locale and the taxon system

A cognitive map is a representation of space within an Euclidean framework1 that

preserves environmental spatial relationships among all landmarks that the organ-

ism experienced in any sensory modality2. A cognitive map does not contain an

exhaustive list of all spatial relations among all landmarks, or distal cues, but it

preserves the experienced spatial relationships among these cues such that any pos-

sible spatial relation among them can be accurately inferred from any position within

the represented space. A cognitive map is in this sense allocentric and an instance

of absolute space. As a consequence of the way space is represented in a cognitive

map, any two distal cues suffice to locate any place within the defined space and

no specific distal cue is necessary for successful spatial performance. In contrast,

spatial representations in the taxon system are best described as orientations and

guides which may be encoded in the form of vectors that contain information about

distance and direction (e.g., “turn left after you pass the bridge” or “you must al-

ways be two miles away from your former wife’s home”). While guides are based

1This prediction of cognitive map theory regarding the metric of the representation has in-
teresting implications for the perception of geometric relations. Euclidean geometry is not the
only axiomatic system that can model spatial relations; indeed, several other geometries have been
developed, and some of them appear to be more adequate than Euclidean metric to describe the
actual spatial structure of the world. Although we rarely are able to directly perceive it, we live
on a sphere, such that lines connecting two points are not straight, but curved. However, in our
daily lives it suffices for successful navigation to assume that lines running along the surface of
the planet are straight ones. If cognitive maps indeed are Euclidean, then one may speculate
whether our spatial perception is biased towards an Euclidean metric. For example, if presented
with an impossible Euclidean space (by means of a computer-simulated environment), will the
resulting representation thereof preserve the actual spatial relations, or will they be distorted to
fit Euclidean metric? Further, do all animals represent space in a Euclidean framework? It may
be maladaptive to rely on such spatial approximations for long-distance navigation in this world.
Finally, what is the contribution of the brain regions that have been implicated in the creation
of cognitive maps (i.e., the hippocampus) to the creation of Euclidean space? Although these
questions address fundamental issues about the relation between perception, the brain structures
that participate in this process, and the structure of the world that is perceived, they are beyond
the scope of this dissertation, and will not further be discussed.

2Being exposed to an object does not imply that it becomes a stimulus, that is, that the object
is experienced. An animal in a maze may or may not notice the distal cues that surround the
maze. The importance of this distinction will become apparent later, when studies are reviewed in
which exposure to a certain procedure is taken as an indicator of the spatial strategies the animal
engaged and which cues it incorporated into its representation of the experimental environment.
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on single cues associated with a goal, orientations define locations in terms of the

observer’s body axis. Thus, taxon representations describe locations in relation to

the organism that intends to use such spatial information; guides and orientations

are therefore egocentric spatial representations and instances of relative space. As

a consequence of the lack of redundancy in such accounts of spatial relations and

the dependence on well-defined points of origin, navigation is at risk to be seriously

impaired or even impossible when one of the cues that has been used to encode

direction or distance is currently missing (or inaccessible) in the environment.

1.2 The Neural Substrate

Cognitive maps are proposed to be the one and only spatial creation of the hip-

pocampus proper (CA fields, dentate gyrus; Lorente de Nó, 1934; y Cajal, 1911),

on which they are thought to be dependent throughout their entire lifetime. In

contrast to the locale system, the taxon system is proposed to be dependent on

brain structures other than the hippocampus, such that taxon-based behavior does

not break down when this region is lesioned. Such lesions, in contrast, substantially

impair the use of locale mechanisms in spatial tasks (e.g., Bohbot, Iaria, & Petrides,

2004; della Rocchetta, Samson, Ehrlé, Denos, Hasbourn, & Baulac, 2004; Morris,

Garrud, Rawlins, & O’Keefe, 1982; Pearce, Roberts, & Good, 1998). In the initial

formulation of cognitive map theory, the brain structures involved in taxon processes

were not identified.

1.2.1 The Locale System

The most important feature of the hippocampus in support of cognitive map theory

are place cells (O’Keefe & Dostrovsky, 1971), neurons which exhibit location-related

firing rates, such that they are most active when the organism (or rather, its head in

case of a rat) is in a certain place in a certain environment, and decrease their firing

rates with increasing distance from that location, until they eventually stop firing

(O’Keefe, 1979). Place cells have been shown to participate in different place fields
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when the environment is changed, such that cells “remap” to different environments

– a place cell’s firing in both environments may be uncorrelated (Muller & Kubie,

1987). However, since only a small portion of the hippocampal principal cells partic-

ipate in the representation of an environment (some estimate that only 20% of the

pyramidal cells are involved, see Thompson & Best, 1989), a place cell is not likely

to contribute to all hippocampal spatial representations. In addition to distal cues,

place fields can be influenced by purely geometric features, i.e., the shape of the

environment as defined by prominent enclosing lines (walls and borders), which can

also be formed by arrays of discrete landmarks (e.g., Burgess & O’Keefe, 1996). For

example, place fields can expand when the size of the test environment is enlarged

(Muller & Kubie, 1987). Furthermore, place fields in the rat have been shown to

encode the animal’s distance to the enclosures of the test environment (O’Keefe &

Burgess, 1996).

The existence of place cells has also been demonstrated in the human and primate

hippocampus. In a recent landmark study, intracranial electrodes were implanted

into the brain of patients that were about to undergo surgery to treat epilepsy (Ek-

strom, Kahana, Caplan, Fields, Isham, Newman, & Fried, 2003). Patients were pre-

sented with a computer-generated town from a first-person perspective, and, while

they were exploring, navigating, and solving spatial tasks in this environment, field

potentials of the hippocampus, parahippocampus3, and frontal lobes were recorded.

The results indicate that many of the neurons in the hippocampus behave just as

the place-cells in the rodent hippocampus, i.e., they exhibit location-specific firing

patterns, while the parahippocampal region appears to be mainly responsible for

the recognition of landmarks and scenes: the firing pattern of neurons in this region

was correlated with viewing objects and scenes, independent of the viewpoint.

These first human hippocampal place field recordings extend earlier work on the

primate hippocampus. These monkey studies suggest that the primate hippocam-

pus is to a small extent involved in egocentric spatial processing, but predominantly

3The authors define the term parahippocampus or parahippocampal region as comprising the
subiculum, entorhinal cortex, perirhinal cortex, and parahippocampal cortex.
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in allocentric representations, of which two subtypes have been identified. In a se-

ries of experiments reported by Feigenbaum & Rolls (1991), individual hippocampal

neurons were isolated that exhibited location-specific patterns of activity, such that

their firing was positively correlated with an object’s position on a computer dis-

play. When the subjects were moved relative to the display, the activity of about

10% of the neurons was correlated with the movement, such that their firing was

controlled by the spatial relation between the animal’s body axis and the object

on the computer screen. These hippocampal neurons thus participated in the rep-

resentation of egocentric, or relative space. Forty-six percent of the hippocampal

neurons did not change their activity in response to this movement, and thus were

involved in allocentric spatial representations. By moving the animal and the com-

puter display to a different location in the same experimental room, keeping the

relation between display and subject constant, it was determined that only two

percent of these allocentric neurons changed their firing pattern, exhibiting control

by absolute allocentric coordinates provided by the distal cues of the room. The

remaining forty-four percent did not change their activity pattern, which indicates

that they participated in the representation of the frame-of-reference, or the local

allocentric coordinates provided by the computer screen. The remaining fifty-six

percent of hippocampal neurons responded to a combination of egocentric, absolute

allocentric, and local allocentric coordinates.

Additional studies have shown that hippocampal place fields in the primate brain

respond predominantly to “spatial views” that the animal is perceiving, and not its

actual position within a locale (e.g. Robertson, Rolls, & Georges-François, 1998;

Rolls, Robertson, & Georges-François, 1997). For example, Rolls (1999) recorded

from over three-hundred cells in the hippocampus of freely moving monkeys, and

failed to detect cells with a signature typical for the place cells documented in ro-

dents. Instead, these hippocampal cells, although allocentric in nature, as they were

not influenced by egocentric coordinates, were correlated to the “scenes” the animals

were attending, not the animals’ actual allocentric position. The authors speculate

that, given the dominance of vision in primate behavior, it might not be surpris-
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ing that allocentric spatial processing is dissociated from actual locomotion within

the space. Furthermore, the authors suggest that such a form of spatial processing

would be more suitable for the episodic memory system documented in humans, in

which memorized events are typically experienced from a first-person perspective,

that is, in form of spatial scenes. It remains to be seen whether the properties of

human hippocampal place fields are supportive of this view. Nevertheless, damage

to the hippocampus has been shown to profoundly effect human episodic memory.

Patients with bilateral hippocampal lesions typically have anterograde and retro-

grade amnesia (e.g., Scoville & Milner, 1957), but their ability to acquire procedural

knowledge is unimpaired (e.g., Cohen, Eichenbaum, Deacedo, & Corkin, 1985), and

they can, although not as quickly as normals, learn new semantic knowledge (e.g.,

Glisky & Schacter, 1987). In summary, the “spatial view” model of the primate

hippocampus appears to be more suited to explain the amnesic syndrome and the

phenomenology of human episodic memory than the rodent-derived “place field”

theory.

In addition to physiological studies, support for the assumption that the locale

system depends on the hippocampus is provided by lesion studies. Lesions to the

hippocampus typically result in specific spatial impairments consistent with the

assumption that this brain structure is involved in the creation and maintenance

of cognitive maps. For example, Morris et al. (1982) used a water-maze task to

study spatial learning and memory in rats with bilateral hippocampal (ventral to

dorsal) lesions. Rats were required to learn the location of a submerged platform in

a circular water-tank that was surrounded by extra-maze (distal) cues. Rats were

not able to smell or see the hidden platform and had to learn its location solely by

reference to the distal cues (this spatial paradigm is commonly referred to as the

Morris-Water Maze; Morris, 1981). Compared to control animals (with either no

lesions, superficial lesions to the neocortex, or sham lesions) rats with hippocampal

damage were impaired in acquiring the location of the platform when only distal

cues were available. However, when the platform was raised and therefore visible,

hippocampal animals performed at the level of controls. Furthermore, when the
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platform was removed from the maze, animals with hippocampal lesions searched

for it with about the same persistence in all areas of the maze. In contrast, animals

in the control groups exhibited a clear preference for the place the platform had

been located during training. Taken together, this pattern of results suggests that

the hippocampus is critical for the acquisition of allocentric knowledge, which is in

support of O’Keefe and Nadel’s position.

A more detailed picture of the spatial impairment following hippocampal lesions

is provided by Save & Poucet (2000). Rats were either lesioned in the hippocampus,

associative parietal cortex, or received sham-surgery. The animals were then trained

in a Morris-Water Maze under three different conditions. When trained with distal

(extramaze) cues, hippocampal animals, as expected, were severely impaired when

compared to the other groups. When only proximal cues were available (i.e., several

objects located within the maze), performance of hippocampal animals was better

than in the distal-cue condition, but animals that received parietal lesions were

severely impaired. Finally, animals were trained with a beacon attached to the

escape platform of the water maze. This condition is comparable to the visible

platform condition used by Morris et al. (1982), and, as might have been expected,

all groups performed equally well. This result is important as it demonstrates that

behavior in the visual platform condition, which is a standard procedural element

of most experiments that use the Morris-task, cannot be adequately characterized

as spatial navigation based on a proximal cue. Finally, this study identifies brain

regions that participate in the production of taxon behavior.

In line with results from studies that show control of place field activity by the

animal’s distance to the environment’s walls, lesions in the hippocampus impair

spatial navigation based on the geometric shape of the environment. McGregor,

Hayward, Pearce, & Good (2004) placed bilateral lesions to the hippocampus (CA1,

CA3, and dentate gyrus) of rats, which were then trained to find a hidden platform

in a geometrically modified Morris-Water maze. In one experiment (Exp. I) rats

were trained to find a hidden platform in a rectangular enclosure (a rectangular

inset was put into the standard circular tank). The platform was hidden in one of
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the rectangle’s corners, and the maze was rotated between trials to prevent spatial

strategies that made use of extramaze (distal) cues. Lesioned and control rats did

not differ in their ability to quickly find the platform during the first eleven training

sessions, in which a beacon was attached to it. For the remaining six trials, the

beacon was removed, so that rats were only able to find the platform in relation to

the geometric cues that were provided by the shape of the rectangle. Under this

condition, the control rats outperformed the hippocampally lesioned animals. Sim-

ilarly, when the platform was removed from the maze, performance of hippocampal

animals was at chance, but the control rats spent most of their time searching for

the platform in the two geometrically correct corners. In a subsequent task, both

groups of rats were trained to find a platform hidden in one corner of a square water-

maze. Two opposing walls of the square were painted black, the other ones white.

The shape of this maze did not permit the rats to use geometrical information to

identify the correct corner; instead, the animals had to rely on the proximal visual

cues provided by the walls’ colors. As in the rectangle, performance of control and

hippocampally lesioned rats was indistinguishable during the first ten training trials,

when the beacon was attached to the hidden platform. However, no performance

differences were observed during the remaining six training trials, when the beacon

was removed. Finally, animals with lesions to the hippocampus performed as well as

controls during the probe trial – as controls, they spent most of the time searching

for the (unavailable) target in the two correct corners of the square. In sum, these

results indicate that the hippocampus supports spatial behavior that is based on

the shape of the environment. The fact that rats with hippocampal lesions were

able to use both a beacon and proximal cues to locate a hidden target adds further

support to the position that the hippocampus is not involved in taxon behavior.

In humans, the neural basis of allocentric spatial processing has been studied

using neuroimaging techniques as well as patient populations with damage to var-

ious regions of the medial-temporal lobe. Overall, the results from these studies

provide support for cognitive map theory insofar as locale spatial impairments have

been associated with hippocampal damage (for an overview see the meta-analysis
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by Kessels, de Haan, Kappelle, & Postma, 2001), and allocentric processing with

hippocampal activation (e.g., Iaria, Petrides, Dagher, Pike, & Bohbot, 2003). Fur-

thermore, dissociations between egocentric (taxon) and allocentric (locale) spatial

behavior have been demonstrated, such that patients with hippocampal lesions are

impaired only in the latter (e.g., Feigenbaum & Morris, 2004). A similar illustration

of the hippocampus’ involvement in predominantly allocentric spatial processing in

humans was provided by Maguire, Burgess, Donnett, Frackowiak, Frith, & O’Keefe

(1998a). After subjects learned the layout of a complex computer-generated village,

they were imaged (positron emission tomography, PET) while solving navigational

tasks in this familiar environment. Activity in the right hippocampus (indexed by

increased regional cerebral blood flow) was correlated with topographical knowl-

edge and navigation between locations, using novel or familiar routes. Furthermore,

navigational accuracy, as measured by the heading error to the goal, was positively

correlated with hippocampal activity.

These findings are concordant with the proposal that the hippocampus processes

contextual information. Thus, the hippocampus is assumed to be involved in rep-

resenting the space within which events happen (e.g., Nadel & Moscovitch, 1997;

Nadel & Willner, 1980; Nadel, Willner, & Kurz, 1985; O’Keefe & Nadel, 1978; Tul-

ving, 1983). It has been suggested recently that contextual information may be

represented in the hippocampus in form of a microscopic-macroscopic continuum

that is encoded along the ventral-dorsal axis, such that place fields in the ventral

hippocampus represent a larger spatial area than place fields more dorsally (Mc-

Naughton, Terrazas, Barnes, & Battaglia, 2004). According to this argument, the

population code created by all active hippocampal place fields at a given time rep-

resents the animal’s specific (microscopic) position within a specific (macroscopic)

locale. Others have argued against this view, showing that the entire hippocampus

contributes equally to the representation of space, such that a ventral-dorsal rep-

resentational differentiation is absent (e.g. Rudy & Matus-Amat, 2005). A similar

argument has been developed by Nadel & Moscovitch (1997), who propose that

the extent to which a representation is spread across the longitudinal axis of the
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hippocampus is not moderated by spatial parameters but by a memory’s “age” or

“strength”.

Cognitive map theory assumes that the ability to detect novelty is critical to

the operation of the locale system, as this cognition is the necessary prerequisite for

keeping a cognitive map synchronized with the space it represents. In support of this

prediction, several studies have implicated the hippocampus in novelty detection

(e.g. Grunwald, Lehnertz, Heinze, Helmstaedter, & Elger, 1998; Jenkins, Amin,

Pearce, Brown, & Aggleton, 2004; Tulving, Markowitsch, Craik, Habib, & Houle,

1996). In rats it has been shown that the hippocampus is more involved in the

detection of spatial than object novelty – rats with hippocampal lesions are impaired

in the detection of the former, but not the latter (Mumby, 2001). Whether all

subregions of the hippocampus proper contribute equally to the detection of spatial

novelty has been studied by Lee, Hunsaker, & Kesner (2005). Rats received bilateral

lesions to either CA1, CA3, or dentate gyrus. The animals were then exposed to an

environment that contained five distinct objects in well-defined constant allocentric

spatial locations, which were, consequently, also in stable spatial relations to each

other. The objects were placed in a circular open field situated in a room that

contained various distal, extra-maze cues. The animals were free to explore the

environment during four sessions. Although all animals indistinguishably reduced

their overall locomotive activity during these sessions, those with lesions to CA3

habituated less to the objects in the environment than control animals with sham

lesions. After these habituation sessions, two objects were displaced. One object

was put at the previous location of the other displaced object, which itself was

moved to a location that had never been occupied by any other object. When

exposed to the so-altered environment, animals in all groups spent about the same

time exploring the non-displaced objects as they did during the last half of the

habituation session. However, control animals spent significantly more time than

the DG- and CA3-lesioned rats exploring the object that was moved to a novel,

never-before occupied location. Importantly, all animals sparsely explored the old

object that had been placed in the other familiar object’s previous location. When
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in the final session a novel object was substituted for an old one (at its original

location), all animals explored it to the same extent. This study indicates that CA3

and DG form a network that is critical for the detection of spatial novelty, while these

hippocampal subregions appear not to be involved in object recognition (for a review

see Mumby, 2001). Thus, this area contributes to memory of where in space objects

were located. Memory for objects appears to depend rather on medial-temporal lobe

regions outside the hippocampus, such as the rhinal cortex (e.g., Mumby & Pinel,

1994) and parahippocampal gyrus (e.g., Düzel, Habib, Rotte, Guderian, Tulving, &

Heinze, 2003; Maguire, Frith, Burgess, Donnett, & O’Keefe, 1998b).

1.2.2 The Taxon System

Consistent with cognitive map theory, structures outside the hippocampus have been

implicated in cognitive processes that can be subsumed under the taxon system.

The parahippocampal gyrus, in addition to its involvement in object recognition,

appears also to participate in the processing of non-allocentric spatial information

(e.g., Aguirre, Detre, Alsop, & D’Esposito, 1996). In a recent hallmark study, Janzen

& van Turennout (2004) investigated the question of whether all objects along a

route are equally processed, or whether the behaviorally demonstrated mnemonic

advantage for objects in proximity to navigational decision points (memory is better

for objects at intersections Blades & Medlicott, 1992; Spiers & Maguire, 2004) is

correlated with changes in brain activation in spatial processing areas as measured by

fMRI (functional magnetic resonance imaging). Subjects passively traveled through

a computer-generated maze that resembled the hallways of a museum. Objects were

placed on tables at various locations. After the study phase (twenty-five minutes

later), subjects participated in an Yes/No object recognition test. Activity in the

parahippocampal gyrus was correlated with object location, such that objects at

intersections (i.e., objects important for successful navigation) resulted in higher

parahippocampal activation than objects at simple turns. In light of these and

similar findings (e.g., Maguire et al., 1998b), Burgess & O’Keefe (2003) endorse the

characterization of this area as the “Parahippocampal Spatial Scene Area”, a term
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that was earlier introduced by Epstein & Kanwisher (1998). In terms of cognitive

map theory, navigation in this task would be described as taxon because subjects

learn a spatial response (e.g., “turn left”) in light of a specific cue. Furthermore, the

passive transport through the environment prevented active exploration, which is a

behavior critical for the recruitment of the locale system, and thus for the creation

of a cognitive map. The fact that task performance was rather correlated with

parahippocampal than hippocampal activation therefore provides support for the

theory.

Since Scoville & Milner (1957) reported that lesions to the medial temporal

lobe in humans cause selective impairments for certain types of knowledge, several

multiple-memory system models have been proposed, which elaborated the cognitive

processes subserved by the hippocampus (to name only a few, see e.g., Gaffan, 1974;

Hirsh, 1974; Nadel & O’Keefe, 1974; Olton, Becker, & Handelmann, 1979; Schacter

& Tulving, 1982; Rudy & Sutherland, 1995; Warrington & Weiskrantz, 1982). In

these theories, however, the contributions of other brain regions to (spatial) behavior

are rather neglected. One notable exception to this general trend is the multiple

parallel memory systems theory (MPMS) by White and McDonald (McDonald &

White, 1993; White & McDonald, 2002), which attributes a role to the hippocampus

that is comparable to its characterization in cognitive map theory.

According to MPMS, the hippocampus is involved in the acquisition of relations

among distal cues, and can therefore formally be described as a system responsible

for “S-S” learning (Tolman, 1948), that is, the acquisition of associations between

cues, not cues and responses. Such learning has also been qualified as “cognitive”.

The dorsal striatum (caudate-putamen) is proposed to implement the processes nec-

essary for habit learning, that is, the mechanism that associates a stimulus with a

specific response as a function of behavioral outcome (similar to instrumental con-

ditioning). Finally, the amygdala is proposed to support Pavlovian conditioning, in

which an association is acquired between a neutral and an unconditioned stimulus,

such that in light of the former neutral stimulus a response will be produced, which

resembles in several aspects the innate response to the unconditioned stimulus. The



31

key difference between the systems subserved by amygdala and dorsal striatum is

that only a limited set of responses is available in the former, while any behavior can

become a habit in the latter. White & McDonald (2002) propose that these three

systems participate in different forms of spatial learning and behavior. While the

function ascribed to the hippocampus is formally not different from its characteri-

zation in cognitive map theory, dorsal striatum and amygdala implement processes

that allow behavior that is subsumed under the taxon system in cognitive map the-

ory – essentially behavior that is based on single cues, bot not the spatial relation

among multiple cues (see Iaria et al., 2003; Voermans, Petersson, Daudey, Weber,

Spaendonck, Kremer, & Fernandez, 2004, for supporting results from studies with

humans).

1.3 Learning mechanisms

Memory for space in the form of a cognitive map is proposed to be based on a fast,

one-trial acquisition mechanism that stores the explored spatial relationship in the

moment it is experienced. In contrast, memories of spatial relations in the taxon

system are acquired incrementally and depend on repeated exposure to the same

stimulus-response (or stimulus-stimulus) contingencies. The taxon system thus is

assumed to employ learning mechanisms that have been identified in classical and

instrumental conditioning, while the locale system is not.

Exploratory behavior is necessary to acquire the spatial information that is

needed to create a cognitive map of the environment. The way exploration is ex-

pressed differs between species and quite probably is related to a species’ dominant

sensory modality. In humans, exploration thus engages vision more so than, for

example, olfaction (the fact that in the primate, but not rodent hippocampus “spa-

tial view” fields have been discovered lends support to this idea). Exploration is

a complex behavior whose purpose is to gather spatial information. This behavior

is motivated by curiosity and not driven by the reward or punishment that follows

certain actions. Spatial memory in the taxon system, however, is not the result of
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exploration but the consequence of behavior-outcome in light of certain stimulus

conditions. The acquisition of taxon spatial information is thus not motivated by

curiosity but by the anticipation of a behavioral consequence, be it punishment or

reward.

Cognitive maps are unconditionally updated as soon as the organism detects a

mismatch between the currently experienced space and its corresponding represen-

tation. This automatic update is a result of exploration and therefore independent

of any anticipated or experienced consequences of such learning. In contrast, similar

modifications of taxon-based spatial representations are subject to the same condi-

tions and restrictions that have been identified to govern stimulus-response learning

in general, such as an increase in accuracy in predicting the occurrence of stimuli.

Proponents of associative learning theories have repeatedly argued against the

assumption that hippocampal-based spatial learning is different from associative

learning (e.g., Chamizo, 2002; Mackintosh, 2002; Prados & Redhead, 2002; Rudy &

Sutherland, 1995; Whishaw, 1991). From the perspective of these authors, all spatial

learning phenomena can efficiently be described by the rules and mechanisms that

have been used to describe associative learning. One argument against a special

learning mechanism for locale knowledge therefore is construct parsimony. As has

been pointed out before, while parsimony in itself is a useful criterion in theory

development, there is no logical argument in support of the conclusion that the most

parsimonious theory of behavior reflects accurately how behavior is produced by the

brain – and to understand how it works is the goal. Additionally, applying the strict

standard of parsimony to exclude approaches aimed at analyzing a subject matter

that is poorly understood (i.e., the brain) will limit the exploration thereof, and,

consequently, reduce the likelihood that novel and potentially useful theories are

developed. Thus, arguments of parsimony do not harm the suggestion of cognitive

map theory that locale learning is fundamentally different from associative learning,

rather, they reduce the degrees of exploratory freedom of those who adhere to such

standards.
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1.3.1 Associative Accounts of Locale Learning

“Backward chaining” (cf. Deutsch, 1960) is the associative algorithm that allows for

the generation of knowledge in the form of a cognitive map, where all distal cues are

equipotent predictors of a place. This method is essentially a “top-down” interfer-

ence strategy that begins with the known conclusion and searches for premises that

predict this outcome. Applied to locale learning, the animal would first associate

the goal and the cue it perceived immediately before reaching this location. The

next time it reaches the goal, it would associate the cue it perceived immediately

before it perceived the already acquired cue with each other, and so forth. In the

end, the animal will have acquired a chain of cues that are all, via direct or indirect

links, predictors of the goal location. If one assumes that each cue in this chain

can, in addition to indirect associations, also acquire a direct association to the goal

(in some trials the animal may have perceived it immediately before it reached the

goal location), then such a representation allows behavior that O’Keefe and Nadel

described as locale.

Theories of associative learning have been frequently applied to account for the

acquisition of locale (or more generally speaking, spatial) knowledge. One group

of theories argues that the degree of attention paid to stimuli moderates whether

they acquire control over spatial behavior (e.g., Mackintosh, 1975). Attention is

understood as a limited resource, for which the cues compete. The more attention

is allocated to a cue or a cue-contingency, the more likely acquisition of a related

representation or association. Attention that is currently paid to stimuli in a specific

context depends on the “attentional history”. For example, the subject may have

learned to ignore certain aspects of the environment because these were not predic-

tive of a location. When later these initially irrelevant cues also become predictors,

the subject may fail to acquire them because it has previously learned that they do

not contain useful information (“learned irrelevance”). This attentional theory also

predicts that the extent to which a cue is different from the others will moderate

its likelihood of acquisition. Thus, more “salient” cues will bind more attentional
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resources, thereby increasing their acquisition rate and decreasing the acquisition

rate of less “salient” cues. It is not well-defined what determines whether attention

is allocated to a specific cue. Therefore, tests of the theory require control of the

attention subjects pay to environmental features.

Another class of associative learning theories is based on the concept that cues

compete for a limited amount of available associative strength (e.g., Rescorla &

Wagner, 1972). Finally, theories have been developed identifying specific brain

regions that allow for unique computations to associatively solve specific behavioral

problems (Rudy & Sutherland, 1995).

1.3.1.1 The Rescorla-Wagner model

One of the main sources of inspiration for this model of classical conditioning was

Kamin’s demonstration of blocking in Pavlovian conditioning. Kamin showed that

acquisition of an association between a conditioned stimulus (CS1) and an uncon-

ditioned stimulus (US) could be prevented if the animal previously acquired an

association between a different CS (CS0) and the US. Thus, the established as-

sociation between CS0 and US blocked subsequent acquisition of CS1 − US. The

protocol commonly used to induce this effect consists of two phases (see Fig. 1.1 on

the following page). In the first phase, the animal is exposed to a CS0 − US con-

tingency (e.g., a tone is paired with a footshock), such that the animal expresses

a conditioned response CR when presented with CS0. In the subsequent second

phase, the US is paired with a stimulus compound that consists of the old CS0 and

a novel stimulus, CS1 (e.g., tone and a light are presented together, followed by

the footshock). When the animal is then tested with the later introduced CS1, it

will not express the conditioned response, demonstrating that this stimulus did not

acquire control over behavior.

When the blocking effect was first described, it posed a challenge for traditional

accounts of associative learning. Kamin explained the effect with the concept of

surprise, which he regarded as critical for learning. Thus, whether an animal learns

an association between stimuli is moderated by its expectations: an animal that
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(1) CS0 + US → UR
CS0 → CR

(2) [CS0, CS1] + US → CR
CS1 → ∅

Figure 1.1: The protocol commonly employed to demonstrate blocking in associa-
tive learning. (1) Conditioning. CS0 acquires behavioral control. The animal will
express the conditioned reaction (CR), which is similar, but not identical, to the un-
conditioned reaction (UR), when presented with the unconditioned stimulus (US).
(2) Compound training. Prior conditioning to CS0 prevents establishment of an
association between CS1 and US, such that CR is not produced in light of CS1.
Note that the animal still will express CR after compound training when presented
with CS0.

already expects an event (e.g., CS0 already predicts the footshock), will not be

surprised when it actually happens. As a consequence, there is nothing new it can

learn in such a situation. This can result in a phenomenon like blocking.

Rescorla and Wagner developed an associative learning theory, which is, essen-

tially, a formalized model of the concept of surprise that Kamin proposed as an

explanation for the blocking effect. Their model is based on four parameters. (1)

the maximal possible associative strength between CS and US (λ), (2) the current

strength of the association between CS and US (Vn), and two constants, (3) α

and (4) β, that quantify qualities of the CS and US, respectively, which determine

how quick an association between the two stimuli can be established. The model

describes the change between the associative strength of CS and US (∆Vn) as a

function of the currently existing association’s strength and the maximal possible

associative strength between the two stimuli (see Equation 1.1). The difference be-

tween the latter and the former represents the degree of surprise experienced by the

animal when presented with the CS−US contingency. Thus, learning will be more

substantial at the beginning than at the end of conditioning.

∆Vn = αβ(λ− Vn) with n representing the current trial, or time (1.1)

The model explains the blocking effect by assuming that at the end of Phase
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1 of training (see Fig. 1.1 on the preceding page) the maximal possible associative

strength between CS0 and US is reached (VCS0 = λ), and no association between

CS1 and US has yet been established (VCS1 = 0.0). It is further assumed that

associative strengths of simultaneously presented conditioned stimuli are additive

(VCS[0,1]
= VCS0 + VCS1). Therefore, at the beginning of compound training (Phase

2), the currently established associative strength between the compound stimulus

[CS0, CS1] and US is equal to λ. At the end of the first compound trial, the

increase in associative strength between the compound stimulus (or its constituents)

will therefore be Vn = 0.0, and this is the consequently the case for all following

compound trials. In other words, no conditioning will occur, essentially establishing

the blocking effect. Expressed in less formal terms, blocking is observed because the

animal expects the unconditioned stimulus when presented with the conditioned

stimulus, such that the novel stimulus does not improve the animal’s ability to

predict the occurrence of the unconditioned stimulus.

This model explains acquisition of a cognitive map by assuming that the animal

learns to associate rewards (US) with distal cues (CSi). For example, when a rat

has found the hidden platform in a watermaze and can escape the water, it will

associate the platform (or rather, the fact that it escaped the water, US) with the

distal cue (CS) that it perceived right before finding the platform. When the animal

finds the platform again on the next trial, it may have approached it from a different

direction and may thus associate another distal cue with the goal. Eventually, the

animal will have acquired several CS−US associations, resulting in a representation

that resembles a cognitive map of the environment insofar as a single location (the

target) is associated with several stimuli in the environment.

1.3.1.2 Configural-Association Theory

Like the Rescorla-Wagner model and similar accounts of associative learning, config-

ural association theory assumes that knowledge about the relation between stimuli

and events is represented in form of associations. The theory departs from this com-

mon denominator by distinguishing between elemental and configural associations.



37

Elemental associations are direct associations between the representations of

cues. For example, the representation of a tone (CS0) and a footshock leads to the

establishment of an elemental, or simple association between the representations

of these experiences. When a different cue (CS1) is subsequently paired with the

footshock, it will also result in the establishment of an elemental association between

the representation of this cue and the footshock. Such elemental associations are

assumed to be independent of each other.

Configural associations result when a cue compound [CS0, CS1] is encountered.

As a consequence of such an experience, a configural representation is created that

represents the fact that CS0 and CS1 occurred together. The individual represen-

tations of CS0 and CS1 have individual associations to this compound component,

which itself can be associated with other stimuli. Thus, the individual stimuli CS0

and CS1 will be associated to a third stimulus indirectly, by means of the compound

representation’s association to the third stimulus.

Finally, the theory assumes that, eventually, an associative network may result

in which both elemental and configural associations exist between cue representa-

tions. In the example above, in addition to the elemental associations between CS0,

CS1, and US, the cues would also be associated to US indirectly via a compound

representation.

Configural associations are thus constructs that allow the solution of the XOR

(i.e., exclusive disjunction) class. These problems cannot be separated linearly, that

is, by elemental associations alone. The logical operator XOR is a function that

results in false if its arguments are either all true or all false, otherwise XOR yields

true. If one substitutes the arguments submitted to the XOR operator for cues, and

the operator itself for the subject that has to produce behavior, then the subject

would be required to respond if it is presented with a single stimulus, but not when

the stimuli occur together. The XOR problem has posed a significant challenge for

single-layer neural networks, which are not able to solve the problem. Three layered

neural networks consisting of McCulloch-Pitts neurons (“Perceptrons”, see Minsky

& Papst, 1969; Rosenblatt, 1958) are, however, capable of non-linear separation
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required to solve the problem. Configural association theory logically represents

such a multi-layered network, as it suggests the same solution to the same class of

problems.

The formation of configural associations is proposed to depend on the hippocam-

pus. While it was initially assumed that the configural representations are located

inside the hippocampus (Sutherland & Rudy, 1989), this position was later aban-

doned in light of evidence to the contrary, demonstrating that animals with hip-

pocampal lesions were capable of solving problems that were thought to require

configural associations (Gallagher & Holland, 1992). As a consequence, the theory

was modified (Rudy & Sutherland, 1995) and it was proposed that the configural

associations are in fact outside the hippocampus, but that the hippocampus (some-

how) modifies the “salience” of configural associations, that were proposed to be

located (somewhere) in the (neo)cortex. Although the authors characterized these

modifications as “simple”, they rather weakened their position, as the precision

of their conceptualizations was not improved by these suggestions. Overall, it is

unclear whether this theory can be effectively tested.

Configural association theory explains the acquisition of locale knowledge by

proposing that the cognitive map is represented in theform of configural associations

that consist of the distal cues the animal experienced in succession during navigation.

Configural associations are acquired like any other association, and special learning

mechanisms are not proposed. Since configural associations are not supposed to be

stored in the hippocampus, Rudy & Sutherland account for the dependence of spatial

(locale) learning on this brain structure by assuming that it serves to “enhance the

salience of the configural representations” of the distal cues that were part of the

“successive views” the animal encountered during navigation (Rudy & Sutherland,

1995, p. 384). They argue that generalization among the views is substantial, such

that in the absence of a hippocampus, which is the only system able to modulate

the “salience” of the common configural representations, successful navigation is

impossible.

To conclude, it remains to some extent unclear whether configural association
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theory provides an alternative model of locale learning or merely a sophisticated, but

vague, description of cognitive map acquisition. Despite these problems, configural

association theory suggests that locale learning (configural associations) and taxon

learning (elemental associations) follow the same associative principles; there is no

special learning mechanism in the hippocampus.

1.3.2 Empirical Evidence

Cognitive map theory and the alternative accounts that are based on associative

learning mechanisms make orthogonal predictions for locale learning. While the

Rescorla-Wagner model and configural association theory assume that the mecha-

nisms underlying acquisition of locale knowledge are identical to the mechanisms

responsible for any learning, cognitive map theory predicts the opposite. This for-

tunate situation allows for a direct test of the competing theories, and thus permits

evaluation of a central axiom of cognitive map theory.

The critical test was suggested by Morris (1981). If locale learning is unlike

associative learning, then associative learning phenomena should not be found in

locale learning. Otherwise, those effects should be observed during acquisition of

locale knowledge. For example, cognitive map theory predicts the absence of the

blocking effect in locale learning, while associative learning theories predict that

blocking should occur. The Rescorla-Wagner model predicts that a cognitive map of

the environment will only be updated if the associations between the distal cues and

the target are not already asymptotic (i.e., VCSi
< λ) at the time the environment

is changed. Thus, if novel distal cues are introduced into the environment when

spatial performance is optimal, then the cognitive map will not be updated. More

precisely, the Rescorla-Wagner model predicts that the likelihood of map-updating

is inversely related to the level of performance – the closer the level of performance

to asymptote, the less likely will be acquisition of novel distal cues.

The first attempted blocking experiment in spatial learning was reported by

Chamizo et al. (1985). They trained rats in a radial arm maze to find a food reward

at the end of specific arms. The correct arm could be discriminated by proximal
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(intra-maze) or distal cues (extra-maze), or by both. In the first experiment, a de-

sign was implemented that resembled a standard blocking procedure (see Fig. 1.1 on

page 35). Two groups of rats were trained to find the food reward during two subse-

quent training phases. For the proximal group, the correct arm (of two alternatives)

could only be discriminated by the arm’s proximal cue during the first phase of

training (the rewarded arm was either covered with sand paper or rubber). The

maze was rotated between trials and the arms, which were always separated by 90◦,

were randomly interchanged, such that in an equal number of cases a right or a left

turn would be correct. As a consequence of these manipulations, only proximal cues

allowed for successful navigation to the goal. For the animals in the distal group,

only the distal cues identified the location of the reward (the maze was not rotated

between trials and the arms’ proximal cues were randomly interchanged, such that

the proximal cues were presented in the correct arm equally often). During the sec-

ond phase of training (compound training), proximal and distal cues both predicted

the correct arm for both groups of animals (the food was always in the arm covered

with rubber, and the maze was not rotated between trials, such that distal cues also

predicted the correct arm). Two control groups participated in exclusive compound

training. In the final phase, animals were only exposed to the cues that began to

predict the correct location during the second phase. Animals that were initially

trained to use proximal cues and that were tested with only the distal cues were

outperformed by the animals in the associated control group that had only received

compound training. The same effect was observed for animals in the distal group.

In their second experiment the authors ruled out learned irrelevance as the reason

for the results of the first experiment (it is possible that the cues that became place

predictors during compound training were not acquired because by that time the

animal already had learned they did not predict the correct location). Chamizo

et al. (1985) thus demonstrated that learning to locate a place using proximal cues

can block the subsequent acquisition of place-predicting distal cues and vice versa.

However, these experiments do not address the issue at hand, and are thus

irrelevant for the debate concerning the learning mechanisms of locale learning:
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The controversial prediction of cognitive map theory is not whether blocking occurs

between the taxon and the locale system, but whether blocking occurs within the

latter (for similar results see Roberts & Pearce, 1999, who used a beacon in close

proximity to the submerged platform in a water maze to investigate blocking between

intramaze and extramaze cues).

In an attempt to eliminate this problem, Rodrigo, Chamizo, McLaren, & Mack-

intosh (1997) tested whether blocking would be observed for a single distal cue (Exp.

2) in a Morris-Water maze. Applying a standard blocking design, the experiment

consisted of three phases. Animals in the blocking group participated in all three

stages of the experiment, and the control group only in the latter two. During the

eighty trials of the first phase, animals were put on the submerged platform of the

maze and remained there for thirty seconds. In only four trials at the end of this

phase animals were allowed to swim through the maze to locate the platform. Three

cues were suspended from the ceiling during the first phase, such that they came

to hang right above the wall of the tank, about thirty centimeters above the water

surface (the cues’ position is important for the interpretation of the results). During

compound training (second stage), a third cue was added to the maze, and animals

were again placed on the platform for forty trials. Then animals received four trials

in which they had to locate the platform themselves. Finally, animals were tested

in two two-minute probe trials. Two of the old cues and the cue added during com-

pound training were available, and the platform was removed. The results imply

that the blocking group searched for the target in the correct quadrant somewhat

less often that the control group. During the first test trial, the difference between

the groups was marginal and not significant. However, the control group improved

performance from the first to the second test trial, such that it outperformed the

blocking group, which remained at the same level of performance. Thus, during

the second test trial, blocking was observed, as the blocking group failed to pre-

dominantly search for the target in the correct quadrant. When both groups were

subsequently tested with only the cues from the first training phase, each spent most

time in the correct quadrant.
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Although a (weak) blocking effect was observed in this experiment, interpretation

of the result is problematic for three reasons. (1) Animals were not allowed to

actively explore the environment, and were instead passively placed on the platform.

This is a very unorthodox method, and it is unclear what spatial knowledge animals

acquired under this training protocol, and which spatial strategies they recruited.

The experiment was explicitly designed to test a prediction of cognitive map theory

regarding the acquisition mechanism of locale learning. A necessary prerequisite of

this form of learning is, however, that unrestricted exploration of the environment

is possible – only cues that were explored will be incorporated into a cognitive map

of the environment. The argument that these animals showed learning, because

their latency to find the target was comparable to animals of control studies that

were allowed to swim to the platform, is misplaced because animals can solve this

task using locale or taxon strategies. Thus, if the training procedure promoted

recruitment of the latter due to a lack of insufficient opportunities to explore the

environment, then a blocking effect is not surprising. The peculiar performance

improvement of the animals in the control group between the first and the second

probe trial implies that either a comprehensive spatial representation in form of

a cognitive map had not been created by that time, or that non-spatial aspects

of task performance (e.g., swimming, climbing on the platform, etc.) had not been

sufficiently practiced. This possible interpretation casts doubt on the effectiveness of

the training procedure, and further obscures what is signified by test trial behavior.

(2) The cues that were presented in the maze were placed right above the wall

of the water tank. Such cues may or may not qualify as true distal cues – the

results of McGregor et al. (2004) imply that cues close to the enclosures of a space

may rather be proximal than distal (see section 1.2.1 on page 25). Cognitive map

theory, however, posits that the domain of locale learning focuses on distal, not

proximal cues. Thus, if the cues used by Rodrigo et al. (1997) were interpreted by

the animals as proximal, then the locale system was unlikely to be engaged in task

performance. As a consequence, blocking should occur, which is what the authors

report. (3) Finally, the method to analyze probe trial performance is rather unusual,
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and potentially misleading. Instead of submitting the time subjects spent in the four

quadrants to statistical analysis, the authors decided to rank order the time animals

spent in each quadrant during a probe trial, and then analyze these ordinal data

with parametric procedures. This decision was based on the authors’ impression

that the standard time-in-quadrant measure was “very variable” (Rodrigo et al.,

1997, p. 113). It can only be speculated what is meant precisely by this, and how it

impacts the interpretation of the observed behavior, especially given the fact that

raw data were not reported. It should be pointed out, however, that one factor that

might have contributed to increased variability was the length of the probe trial.

The animals, that have received only a small number of training trials in which they

had to find the platform by swimming in the pool, were later subjected to a two

minute probe trial, in which no platform was present in the maze. The longer the

probe trial, the less likely animals are to continue searching in the correct quadrant

(assuming that they indeed acquired the target location). Thus, performance of the

blocking group might be driven by the fact that they changed their strategy after

initially searching the correct area. Again, the lack of raw data that would allow

for a more detailed analysis of probe trial performance prevents verification of this

possibility.

In sum, this study is in several respects problematic, and it remains unclear

whether blocking was observed, and, in case it was, whether the animals were using

the locale or the taxon system. Thus, it cannot be concluded that blocking in

locale learning was demonstrated in their experiment. Sanchez-Moreno, Rodrigo,

Chamizo, & Mackintosh (1999) report an experiment in which overshadowing was

observed. Overshadowing is an associative learning phenomenon, in which a more

salient cue prevents acquisition of a less salient one. Overshadowing should not

occur in locale learning. The same apparatus and training procedure as in the

blocking study discussed above was used. Therefore, the overshadowing results are

as problematic as the blocking results because it is again unclear whether indeed the

locale or the taxon system controlled behavior. In case of the latter, overshadowing

should occur, in case of the former the results reported by Sanchez-Moreno et al.
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(1999) would indeed challenge cognitive map theory.

Biegler & Morris (1999) developed an original task to test blocking in spatial

learning. In a square enclosure, two identical landmarks were placed fifty centimeters

apart. A food reward became available when the animal spent 2.5 seconds in the

target area that was located exactly half-way between these two identical landmarks,

35cm to the west of them. These two landmarks did not allow to the disambiguation

of the target location. The experiment consisted of two phases. During the first

phase a landmark was added to the maze, such that the location of the food was

now predictable. The landmark was placed at a sufficient distance to the target,

so as to not become a proximal cue. Rats were trained in this environment for

ninety trials (four trials per day). In the second phase, a third landmark was added

to the environment (compound training). The additional landmark was placed on

the side opposite to the other disambiguating landmark. Animals received forty-six

training trials in this phase. Finally, they were tested for acquisition of the later

added, second landmark. Rats in the blocking group, which participated in both

training phases, failed to search the correct area when only the second landmark

was present, and their performance was not different from chance. In contrast,

the control group, which was only trained during the second phase, predominantly

searched the target area, and performance was significantly above chance. This

pattern of results demonstrates blocking in spatial learning.

The authors went to great lengths to ensure that confounding factors did not

dilute their results. The only possible problem is whether indeed the locale system

was engaged in this task. A single unambiguous landmark is sufficient to solve this

task, and the two ambiguous landmarks, between which the target was located, are

not necessary to identify the target location, when there is one unique landmark in

the environment. A cognitive map, however, requires at least two distal cues. It

could therefore be argued that the blocking group, that received trained with only

one disambiguating landmark during phase one, used taxon strategies to acquire

the target location in relation to this distal cue. When the second landmark was

introduced in phase two, the animals failed to acquire it because the target location
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was already represented, and the taxon system was in control of behavior, such that

an automatic update of the spatial representation was not initiated. As a result,

blocking occurred. The control group, however, learned the location exclusively in

relation to the two ambiguating landmarks during phase two. Thus, this group might

have recruited locale instead of taxon spatial strategies because the environmental

features permitted such spatial learning. These possible explanations, although they

cannot be completely ruled out by the experimental results, fall short of explaining

why all rats in the blocking group explored the landmark that was added during

compound training. In cognitive map theory, exploration is regarded as the hallmark

behavior that indicates updating of a locale representation of space. Why this

behavior did not result in acquisition of the added landmark is hard to explain.

Thus, it appears that Biegler & Morris (1999) indeed demonstrated blocking in true

spatial, locale learning.

Several studies suggest that there is a difference between the acquisition of an

environment’s geometric shape and learning of discrete distal cues (see also Cheng,

1986). Pearce, Ward-Robinson, Good, Fussell, & Aydin (2001, Exp. 5) studied

whether exposure to a beacon that signaled the target location prevented acquisi-

tion of the target location in relation to the shape of the environment. In a standard

blocking design, rats were trained in the first phase to find a submerged platform in

a circular water maze. During the twenty trials of training, no extramaze (distal)

cues were available, and the target’s location was indicated by a beacon that was

attached to the hidden platform. During the second stage (compound training), two

plastic boards were put into the pool, forming a triangle with the base formed by

the wall of the tank. The beacon remained attached to the hidden platform, and

rats received twenty-seven training trials. Finally, spatial knowledge was tested by

removing platform and beacon, such that only the shape of the environment pre-

dicted the correct location. Rats in the blocking group participated in all stages,

while animals in the control group were only exposed to compound training and test.

Test performance shows that rats in the blocking group spent most of their time

searching the target in the correct corner at the base of the triangle. This demon-
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strates that acquisition of location knowledge involving a beacon does not prevent

subsequent learning to relate the target location to the shape of the environment.

Animals in the control group, however, did not exhibit a preference for the correct

location during test. Thus, instead of preventing it, prior training with a beacon

facilitated, or enabled, learning how to locate the target with geometric information

that was provided by the environment’s shape.

This result could indicate that the shape of an environment provides information

that allows the animal to create the absolute spatial framework, which forms the

basis of locale knowledge. In light of the fact that hippocampal lesions impair pro-

cessing of geometric information supplied by the environment’s shape (McGregor

et al., 2004) it seems plausible to subsume this spatial knowledge under the locale

category of cognitive map theory. From this perspective Pearce et al. (2001) pro-

vide experimental support for the assumption that locale learning is not governed

by the associative mechanisms that control acquisition of taxon knowledge. This

interpretation is strengthened by a study in which learning about the target’s rela-

tion to the distal cues of the environment does not prevent subsequent acquisition of

spatial knowledge that relates the target location to the environment’s shape (Hay-

ward, McGregor, Good, & Pearce, 2003). Such a result is predicted by cognitive

map theory, if one assumes that both types of spatial information are processed by

the locale system.

Another source of geometric information is provided by spatial patterns, and

here acquisition mechanisms have been documented that also cannot be described

in terms of associative learning principles. Brown, Yang, & DiGian (2004) trained

rats to search for food rewards that were placed in a distinct regular spatial pattern

on top of vertical poles in a rectangular box. The sixteen rods in this apparatus

were arranged in a 4 × 4 matrix. In two experiments, the ability of two different

spatial patterns to control behavior was investigated. In the first experiment, four

poles were baited and they were arranged to form a square. The location of this

square pattern within the 4 × 4 matrix was changed between trials in order to

promote the acquisition of pattern knowledge independent of its location within
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the environment. In the second experiment, every second pole was baited, which

resulted in a checkerboard pattern. In both experiments one group of rats was

trained under the condition that all baited poles were also marked with the same

visual pattern, such that the reward sites could be identified by relying either on

visual or spatial information (or both). The visual cue was absent during training of

another group of animals. After training, all groups were tested under the condition

that the visual cues were removed from the poles, such that successful performance

would reflect knowledge about the spatial relation among baited poles. The results

show that in both experiments the rats that were trained with visual cues were able

to locate the baited poles when this source of information was eliminated. Thus, the

presence of the visual cues did not overshadow acquisition of knowledge about the

spatial pattern. Performance of the control group demonstrated that these animals

indeed acquired both visual and spatial information.

Associative learning theories cannot explain this result, which indicates that the

acquisition mechanisms engaged in some types of spatial knowledge follow different

principles. Since the location of target locations in this paradigm relied on the

mutual spatial relations among landmarks, one could argue that this form of spatial

knowledge satisfies the characterization of the type of information processed by the

locale system. This would then imply that a cognitive map does not require unique

landmarks, rather, the spatial pattern formed by these landmarks suffices to create

such a representation of space that allows for successful navigation. To conclude,

the results of Brown et al. (2004) confirm the prediction of cognitive map theory

that locale knowledge is not acquired using associative mechanisms.

The studies discussed so far all used animals to investigate whether blocking

occurs in locale learning. Currently, there is only one experiment that attempts to

address this question in a human population. Hamilton & Sutherland (1999) devel-

oped a computer-generated adaptation of the Morris-Water maze, that in several

respects resembled the first computer simulation of this task by Jacobs, Laurance, &

Thomas (1997). Human subjects were presented with a three-dimensional rendered

scene that showing a large circular arena that was housed in a square room. Distal
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cues were placed at the walls of this enclosure. In a standard blocking design, sub-

jects were trained in two phases to locate the hidden platform in this virtual water

maze. Subjects were required to use the keyboard to move through the environment

and search the target, which would become visible once stepped upon. In the first

phase, four distal cues were presented on the walls of the room for twenty trials.

During subsequent compound training, four cues were added for twelve more trials.

Then the ability to search for the target in the correct area was tested during a

probe trial in which the target was removed without informing the subjects about

its absence. As per standard design, the blocking group participated in both train-

ing phases, while the control group was only exposed to compound training. During

the test trial, the blocking group failed to search for the target in the correct area.

This behavior was not observed for the control group. A blocking effect was demon-

strated because the subjects in the blocking group were not able to find the target

solely on the basis of the cues that were introduced during compound training.

This finding, however, stands in sharp contrast to the earlier work of Jacobs

and collaborators. They demonstrated that behavior in their computer-generated

water maze is consistent with the assumption that subjects generate and use a

cognitive map of the environment. Furthermore, they demonstrated that human

behavior in their task is comparable to rat behavior in the original Morris-Water

maze. Specifically interesting in the context of the blocking effect are two findings.

First, Jacobs et al. (1997) showed that a proximal cue did not overshadow acquisi-

tion of simultaneously available distal cues, such that removal of the proximal cue

did not impair spatial performance, which was indistinguishable from performance

when trained with distal cues alone. Second, Jacobs, Thomas, Laurance, & Nadel

(1998) demonstrated that the ability to find the hidden platform did not depend on

individual distal cues because removal of any arbitrary subset of cues did not im-

pair task performance. Removal of every distal cue, however, completely disrupted

performance, which indicates that spatial learning in this paradigm was driven by

map-like strategies.

Based on these results, the blocking effect reported by Hamilton & Sutherland
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(1999) would not have been predicted. There are important differences between

this study and the experiments conducted by Jacobs and collaborators. Although

both groups used a computer-variant of the Morris-Water Maze, there are several

differences between the experimental protocols (e.g., number of training trials, task

instructions, dimensions of the environment, distal cues), and the respective software

implementations of the task itself (e.g., field of view, speed of movement, optical

flow, quality of the rendered scene). As a consequence of these variations, it is hard

to compare the results from the two tasks, and hence to reach a conclusion about

the presence or absence of blocking in this situation.

1.4 Conclusion

Publication of cognitive map theory sparked an intense debate that continues to the

present time. Currently, most researchers agree that space is represented in several

ways, that cognitive maps provide an allocentric or viewpoint-independent account

of experienced space, and that the hippocampus supports this type of locale be-

havior. Some issues, such as what determines the recruitment of a specific spatial

strategy, and the role of exploratory behavior in the creation and maintenance of

cognitive maps have been generally ignored. Currently, there is substantial contro-

versy over the learning mechanisms that control map acquisition and maintenance.

Proponents of the associative learning tradition generally believe that all learning

is based on the principles fundamental to classical and instrumental conditioning,

while cognitive map theory proposes that acquisition of cognitive maps is based on

a fundamentally different learning principle. Experiments that attempted to test

these alternative accounts of spatial learning have produced inconclusive results.

The majority of studies that report findings in support of the view that associative

learning controls acquisition of locale knowledge are open to interpretations that

challenge the assumption that indeed locale and not taxon learning was engaged

during task performance, while many studies that support cognitive map theory

are not vulnerable to a similar critique. It is possible that these discrepancies arise
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because the assumption that subjects indeed recruited the locale system was never

empirically verified. Many studies that reported the presence of associative learning

phenomena assumed rather than demonstrated that their subjects used cognitive

maps. However, it is impossible to know a priori which spatial strategies the subjects

recruit to acquire spatial knowledge.

It is currently unknown which environmental and organismic factors determine

whether an organism uses a taxon or locale strategy to learn the location of a

place in a given environment. Despite this lack of knowledge, it has been general

practice to assume on the basis of a small number of reports that certain paradigms

provoke recruitment of certain spatial strategies instead of independently testing

this assumption. In light of some recent empirical findings indicating that successful

spatial behavior in the same environment and under the same conditions can result

from either locale or taxon strategies (Bohbot et al., 2004; Iaria et al., 2003, e.g.,)

more insight into the factors that subjects use to decide which spatial strategy to

employ seems desirable.

If the goal is to understand what drives spatial behavior, it is important to

recognize that subjects have a choice between several behavioral strategies to solve

a given spatial problem (Nadel & Hardt, 2004). This choice will determine what

spatial behavior is observed. Thus, as pointed out by Biegler & Morris (1999), one

needs to accept that “there is more to . . . [spatial] learning . . . than meets the eye”.
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Chapter 2

Rationale

Cognitive map theory posits that cognitive maps are automatically updated when a

mismatch between external space and its internal representation is detected. Con-

trary to this assumption, Hamilton & Sutherland (1999) reported blocking in spatial

learning, which indicates that subjects did not modify their internal record of a space

when the environment was changed. In light of these results, Hamilton and Suther-

land argued that place learning is just another form of associative learning. Thus,

the idea that there are specialized learning mechanisms that allow the necessary

rapid acquisition of spatial relations among various explored environmental stimuli,

a fundamental assumption of cognitive map theory, appears to be challenged by the

blocking effect obtained by Hamilton & Sutherland (1999).

Given that this finding is in conflict with other studies that used a similar

computer-generated environment to test spatial behavior in humans (Jacobs et al.,

1997, 1998), and that reported results indicating that locale learning was in control

of spatial behavior during task performance, the question arises why these discrepant

results were obtained.

This issue was addressed in the first experiment, in which the blocking design

used by Hamilton & Sutherland (1999) was applied to the paradigm developed

by Jacobs and colleagues. If the blocking effect cannot be obtained under these

conditions, then the results reported by Hamilton and Sutherland appear to be

conditional on some feature or features of their paradigm, and their main conclu-

sion, that a fundamental assumption of cognitive map theory is challenged, appears

premature.
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2.1 Methods

2.1.1 Participants

Sixty-Four University of Arizona undergraduate students were the subjects of the

study and received course credit for participation. The data from one subject was

excluded because a software error rendered parts of the data file unusable.

The sixty-three students that remained in the data sets were between 18 and 24

years of age (mean age Mage = 20.4 years, SDage = 1.3; see Table A.1 on page 213

for more details). Thirty-one (49%) of the subjects were male.

2.1.2 Computer-generated Morris-Water-Maze (CG-Arena)

A personal computer running the CG-Arena software (see description in Sec-

tion 3.3 on page 77) was used to display the Morris-Water maze analogue on a

standard CRT desktop monitor. All software parameters (see Section C.1.1 on

page 246 for details) were set as described by Jacobs et al. (1997, 1998). A schematic

birds-eye view of the spatial environment is shown in Figure 2.1 on the following

page.

The computer-generated environment consisted of a circular arena that was

placed in the center of a larger square room. A red brick-stone pattern was dis-

played on the circular arena wall. The floor of the arena and the ceiling of the room

were grey. On the North wall of the room a door and two windows were displayed

against a grey background. The East wall showed a Roman aqueduct with five

arches. On the South wall were three windows on a grey background. The West

wall showed a relatively large window, centered in the middle of the wall, which

itself was covered with a regular pattern of small light-grey squares. The target

subjects had to repeatedly find during the task was a pink square located in the

center of the Northwest quadrant of the circular arena. The target was only visible

when subjects “stepped” onto it.

The arena was displayed from the perspective of a person standing on the arena

floor. When standing right in front of the arena wall and facing it, the upper half
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Figure 2.1: Stimulus configuration in the CG-Arena task from a birds-eye perspec-
tive. The target (pink square) was located in the middle of the Northwest quadrant
of the circular arena. The pink lines indicate the quadrant demarcations. These lines
were never visible. The starting positions for the acquisition trials and the Probe
trial are shown. The dimensions are not to scale. The location of the distal cues
on the walls, however, accurately reflects their position in the computer-generated
environment.



54

of the computer monitor displayed a part of the room, and the lower half the arena

wall. Turning around at this position, a large portion of the room (walls, ceiling,

floor) became visible.

Subjects controlled their movement with the four arrow keys of the keyboard.

To move forward, subjects pressed the ↑ key, and the ↓ key moved subjects back-

wards. The ← and → key turned subjects around their own axis in the indicated

direction without moving them to the left or the right. Pressing the ← or the →
key together with the ↑ or ↓ key moved subjects forward or backward along the line

of an (invisible) circle.

The computer software measured for each trial the time in seconds subjects

needed to find the target (latency), and the time subjects spent in each of the four

quadrants of the arena (time-in-quadrant).

2.1.3 Design

The experiment tested the hypothesis that a cognitive map of an environment will

be updated when the environment is changed.

A standard blocking design (cf. Hamilton & Sutherland, 1999) was applied to

translate this assumption into an experimental design. Subjects in the Blocking

group learned to locate the hidden target in the Northwest quadrant of the arena

during sixteen Acquisition trials. In the first eight trials one set of distal cues (S1)

was present in the environment. Then another set of distal cues was added for the

remaining eight trials (i.e., two sets, S1 + S2, were displayed). In the subsequent

probe trials subjects’ ability to locate the target when only the added cues were

available (S2) was tested by removing the distal cues that had been present in the

environment from the beginning (i.e., S1). The Acquisition phase for subjects in

the Control group only consisted of the eight trials in which both sets of distal cues

were displayed (S1 + S2), i.e., their Acquisition phase was identical to the last eight

Acquisition trials of the Blocking group. The probe trials of the Control group were

identical to that of the Blocking group, such that only one set of distal (S2) cues

was available.
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Figure 2.2: The design of the experiment to replicate the blocking effect reported
by Hamilton & Sutherland (1999) using the paradigm developed by Jacobs et al.
(1997). A) On the left side, schematic overview of the CG-Arena. Subjects learned
to locate the target (small black square) in the middle of the Northwest quadrant.
To the right of this overview, definition of the two sets of cues (S1 and S2) that were
presented during Phase 1 and 2 of acquisition, respectively. Below these definitions is
the sequence of cues during all three phases of the experiment for both the Blocking
and Control group. B) Detailed experimental plan, including the number of subjects
per condition. For example, some subjects in the Blocking group had the cues on
walls North and South available during the first eight trials, then all the cues were
displayed on all four walls for the next eight trials, and only the cues on the walls
West and East were present during the probe trials.
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Six different sets of distal cues were used. Each set consisted of all distal cues

of two walls. All possible set-combinations were realized for each group, such that

subjects could be exposed to six possible conditions (see Figure 2.2 on the page

before for details). The cues in each set could thus be in one of two possible spatial

relations: they were either on walls (a) opposite each other (North-South and West-

East), or (b) adjacent to each other (Northwest, Northeast, Southwest, Southeast).

In order to obtain the same number of observations for each of these two cases, the

number of subjects for the conditions in which the walls were adjacent to each other

was half the number of subjects for walls opposite each other (i.e., four and eight,

respectively).

2.1.4 Procedure

The experiment consisted of three phases: Acquisition, during which subjects

learned to locate the target in the Northwest quadrant of the arena, and two pro-

cedurally different Probe trials, in which subjects’ knowledge of the target location

was assessed.

At the beginning of the experiment subjects received instructions that explained

how to navigate the computer-generated space with the appropriate keys. Subjects

were further informed that their task was to repeatedly find a hidden target, and

that the target would always be in the same position. Subjects were encouraged to

explore the room after they found the target. Subjects were not informed about the

number of trials, trial duration, that there will be probe trials, and that the distal

cues will change between some trials (Figure B.1 on page 238 shows a copy of the

instructions).

Before the first acquisition trial, subjects practiced moving around in the

computer-generated space. This training occurred in a room that was identical

in dimension and layout to the environment in which the actual spatial experiment

took place. The practice room, however, did not contain a target, and the textures

and colors of the room’s surfaces were clearly dissimilar to the actual test room.

The four walls of the practice room were each painted in one of four bright colors
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(featureless red, blue, yellow, and green were used), the ceiling was white, the floor

grey, and the arena wall was purple. Movement dynamics were identical to the

actual experimental room. Subjects self-terminated practice by pressing the space

bar, which started the first acquisition trial.

2.1.4.1 Acquisition

Acquisition was split into two parts. In the first part, a set of distal cues was

displayed on two arena walls for eight trials. For the remaining eight trials another

set of distal cues was added to the two empty walls.

Subjects started each trial facing the wall of the arena. Eight different starting

positions were used (see Figure 2.1 on page 53). Each position was used once during

each of the two acquisition phases.

Subjects had up to 180 seconds per acquisition trial to find the target. When

subjects stepped on the invisible target during this time, it became immediately

visible, and a clicking sound was played. Subjects were not able to move off the

target once they stepped on it. When on the target, subjects could press the space

bar within 30 seconds to terminate the trial, after which the trial would be auto-

matically terminated. When the target was not found within 180 seconds, the trial

was ended automatically.

After each acquisition trial, subjects were placed back into the practice room.

From there, subjects started the next trial by pressing the space bar. Thus, the

inter-trial interval likely varied between and within subjects.

2.1.4.2 Probe Trials

Two probe trials followed acquisition. In both, only one set of cues (i.e., S2) was

displayed. For the Blocking group, these were the cues that had been added to

the environment for the latter eight acquisition trials, while for the Control group,

these cues constituted a subset of the cues that had been available during the entire

acquisition phase. When a wall of the experimental room was devoid of distal cues,
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it was colored in a featureless grey. Subjects started the probe trials from the

southmost of the two starting positions in the Southeast quadrant.

The target was removed from the arena in both probe trials. Subjects were not

informed about this change before or during the first probe trial, which therefore

appeared not different from the preceding acquisition trials, with the exception that

half of the walls were empty. After 180 seconds the first probe trial was automatically

terminated.

Before the final probe trial, subjects received instructions, which explained why

the target had not been present during the previous trial, and that it would also be

absent in the following probe trial, in which their task was to “walk” to the place

where they thought the target had been during the acquisition trials. They were

informed that they had unlimited time available to solve this task (see Figure B.2 on

page 239 for a copy of the instructions). Subjects terminated the final probe trial

by pressing the space bar.

2.2 Results

It was expected (a) that both groups would indistinguishably reduce the time re-

quired to find the target during acquisition, (b) that both groups would predom-

inantly search the target quadrant during the first probe trial, and (c) that both

groups would make the same error recalling the target’s position during the second

probe trial. In short, the absence of group differences, which would indicate the

absence of blocking, was predicted.

For all statistical analyses, the Type-I error rate was set to α = 0.05.

2.2.1 Acquisition

The Blocking group was exposed to twice as many acquisition trials than the Control

group. Therefore only the first eight acquisition trials of both groups are considered

in the following analysis of the time required to find the target in each trial (latency).

The change of latency over trials was analyzed with a 8× 2× 2 (Trial × Group ×
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Cues) repeated measures ANOVA, with Trial as the repeated measure. A main

effect of Trial was obtained [F (1, 413) = 22.34, MSE = 5125.44, η2 = 0.28], but the

change in latency during acquisition was moderated neither by Group nor Cues (for

both, F < 1). None of the interactions reached the level of significance1. During

acquisition, both Blocking and Control group thus improved their performance,

and both groups reduced the time to find the target at about the same rate (see

Figure 2.3 on page 58). Post-hoc tests (Scheffé) determined that asymptote was

reached after four trials. Furthermore, for the Blocking group it was found that

introduction of the additional cues at trial nine did not lead to a significant increase

in latency.

2.2.2 Probe trials

The time subjects spent searching the target in each arena quadrant during the first

probe trial (see Figure 2.4 on the following page) was analyzed with a 4 × 2 × 2

(Quadrant × Group × Cues) repeated measures ANOVA, with Quadrant as the

repeated factor. The analysis detected a significant effect of Quadrant [F (3, 177) =

23.96, MSE = 779.82, η2 = 0.29]. None of the other main effects or interactions

was significant2. Contrasts determined that the time subjects spent in the target’s

quadrant was significantly different from the time they spent in any other quadrant

[QT vs. QSW: F (1, 177) = 63.26, MSE = 779.82; QT vs. QNE: F (1, 177) = 38.86,

MSE = 779.82; QT vs QSE: F (1, 177) = 34.05, MSE = 779.82].

In the second probe trial, the distance between the recalled and the actual target

position was measured (in arbitrary units). For both groups, (see Fig. 2.5 on page 62)

the error in recalling the target position was larger when the available cues were

on walls opposite each other and smaller when the presented cues were on walls

adjacent to each other. The pattern of the interaction suggests that the performance

1(A) Group × Cues: F (1, 59) = 2.45, p = 0.12; (b) Trial × Group: F (7, 413) = 1.5, p = 0.16;
(c) Trial × Cues: F < 1; (d) Trial × Group × Cues: F (7, 413) = 1.44, p = 0.19

2(1) Group: F < 1; (2) Cues: F (1, 59) = 1.10, p = 0.30; (3) Group × Cues: F < 1; (4)
Quadrant × Group: F < 1; (5) Quadrant × Cues: F (3, 177) = 1.50, p = 0.22; (6) Quadrant ×
Group × Cues: F < 1.
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Figure 2.4: Time spent in each arena quadrant during the first Probe Trial.

advantage in the presence of adjacent cues was more pronounced in the Blocking

than Control group. However, the 2 × 2 (Group × Cues) ANOVA on the distance

to the target could not confirm such an interaction (F < 1), and detected only a

significant main effect of Cues [F (1, 59) = 4.60, MSE = 8.84, η2 = 0.07; Group:

F < 1].

2.3 Discussion

The experiment asked whether subjects would update an existing cognitive map of

an environment after the environment was changed. The results indicate that this

indeed was the case in the paradigm used here. The opposite finding reported by

Hamilton & Sutherland (1999) was not replicated. The authors’ conclusion that a

fundamental assumption of cognitive map theory is challenged was premature.

Performance during the probe trials provided the empirical support for the con-

clusion that an internal representation of the computer-generated room, in which

the subjects were trained to find a hidden target, was modified after additional dis-

tal cues were added to this space. After subjects were trained with one set of cues

for eight trials, another set of distal cues was added for eight more trials. When
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subjects’ ability to accurately recall the target position was tested in the probe tri-

als with only the second set of cues available, their performance was as good as

performance of subjects that were trained only with both sets of cues, i.e, subjects

who did not experience changes in the environment during training.

It might be argued that this lack of difference occurred because (a) the group with

the changed environment (Blocking group) did indeed not incorporate the second

set of cues into an internal representation of the environment, and (b) the subjects

that were trained with both cue-sets (Control group) simply did not learn to locate

the target using distal cues in only eight acquisition trials, such that both groups,

albeit for different reasons, did not acquire the target’s location. This explanation,

however, is implausible given the acquisition results. The reduction in latency during

the first eight acquisition trials of each group shows that both groups significantly

improved their performance, and that they reduced the time to find the target by

the same amount at the same rate. Performance of the Blocking group during

acquisition further ruled out any moderating effect of the type of spatial relation

between the first and second cue set on the reduction of latency, as subjects in both
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the “opposite walls” and “adjacent walls” condition had indiscriminable acquisition

curves.

The results of the second probe trial, in which subjects recalled the exact po-

sition of the target by moving to its assumed location, showed that accuracy was

moderated by the spatial relation among the cues that were present during this task.

Across all groups, accuracy was higher when the displayed cues were on walls adja-

cent to each other. This effect appeared to be stronger in the Blocking than in the

Control group, as the error was smaller in the former than in the latter. However,

the numerical difference between the groups when adjacent cues were presented was

statistically meaningless.

Why was it easier to locate the target’s position when the displayed cues were

on adjacent rather than opposite walls? In light of the lack of such a difference for

performance in the first probe trial, in which the time subjects’ spent searching the

target in each arena quadrant was measured, it appears that adjacent cues do not

facilitate recalling the correct general area in which the target was encountered, but

rather improve the computation of the precise target position within this locale. In

order to view the distal cues on opposite walls, the subject has to turn around, and

it is impossible to ever see these cues together. This is, of course, not the case for

cues on adjacent walls, so that navigation is easier in this case. As a consequence,

the resulting error in recalling the target’s precise position is smaller.

This explanation, however, does not account for the finding that adjacent cues

improved performance of the Blocking group a bit more so than performance of

the Control group. In light of the fact that this difference was not significant (al-

though a trend was observed), the following argument is rather speculative. The

slight performance advantage of the Blocking group might be the result of a second,

related effect. Subjects in the Blocking group were, unlike subjects in the Control

group, first trained with one cue set, in which the distal cues were either on walls

adjacent or opposite each other. As pointed out above, navigation is easier when

the cues are on adjacent walls. As a consequence, those subjects of the Blocking

group that were trained with cues on adjacent walls could better encode the exact
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position of the target than the other subjects in this group. When the environment

was changed after eight acquisition trials, performance of the Blocking group was

already at asymptote. Thus, the new cues might not have been used to fine-tune the

target-location knowledge because performance already was sufficiently fine-tuned

to reliably find it. Nevertheless, the added distal cues were readily integrated into

the representation of the environment. Hence, subjects were able to search the cor-

rect region of the environment when only the added cues were present, but their

ability to correctly recall the exact position of the target was higher when the cues

were on adjacent instead of opposite walls.

This argument implies that the initial encoding of the target position in relation

to the distal cues of the environment might be different from the later encoding

of additional features of this environment, especially if this expansion does not

dramatically improve the ability to compute the exact target position. Furthermore,

it appears reasonable to assume that the removal of critical cues, i.e., cues that were

being used to calculate the target’s precise position, can be expected to cause a

different form of representational modification than the adding of redundant cues.

Thus, it might be speculated that, although internal representations are updated

when the corresponding environment is changed, the extent of this modification

depends on some moderating variables, and at least one of them might be outcome-

dependent.

In conclusion, the results are consistent with cognitive map theory, but can

hardly be reconciled with stimulus-association accounts of spatial learning, which

would predict that novel features will not be incorporated into an existing internal

representation of space, unless this modification improves behavior. Others have

shown (Jacobs et al., 1997, 1998) that in this computer analogue of the Morris-

Water maze internal representations of the spatial environment are generated and

spatial strategies employed that exhibit properties which are consistent with the

attributes of the locale system as proposed in cognitive map theory. The present

results extend these findings to the learning mechanism that controls learning in

the locale system. This mechanism is proposed to acquire new spatial knowledge
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independent of the consequence such learning has on spatial navigation. The results

reported here show that indeed such a form of learning can be observed in a paradigm

in which the locale system is in control of behavior.

2.4 Conclusion

In light of the failure to replicate the blocking effect reported by Hamilton & Suther-

land (1999), the question arises as to why they obtained this orthogonal result. In

their spatial paradigm, which also was modeled after the Morris-Water Maze and

which is very similar to the paradigm used here, an internal representation of the

environment was not updated to incorporate novel features.

Unlike stimulus-response theories of spatial learning and behavior, cognitive map

theory can readily account for the blocking effect these authors detected, and the

lack of such an effect in the study reported here. As described in detail in the

previous chapter, cognitive map theory proposes that two separate spatial systems

coexist. The locale system creates and maintains cognitive maps and supports nav-

igation based on such representations, while the taxon system provides a set of

spatial strategies that depend on different internal representations, such as guides

and orientations. Most importantly for the issue at hand is that the learning mech-

anisms underlying the acquisition of spatial knowledge are assumed to be different

in the two systems. Learning in the locale system is supposed to be based on a

rapid process that acquires stimuli and their spatial associations independent of

the outcome of such learning. Thus, learning in the locale system is unconditional

– provided the organism notices an environmental feature (or a change thereof),

the attended stimulus will be automatically and rapidly acquired. Learning in the

taxon system, by contrast, is assumed to follow the rules that have been described

for Pavlovian or operant conditioning, i.e., the consequences of behavior in light of

a stimulus configuration modulate what will be learned about the situation.

Therefore, the Blocking result obtained by Hamilton & Sutherland (1999), as

well as similar results that have emerged in the animal literature on spatial learning
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(e.g., Biegler & Morris, 1999; Chamizo et al., 1985; Rodrigo et al., 1997), which have

been widely interpreted as evidence against cognitive map theory, appear instead to

support this framework: If the taxon, and not the locale system was preferentially

recruited during these spatial tasks, then Blocking and other related phenomena

should occur.

In fact, most of these studies, including Hamilton & Sutherland (1999), do not

demonstrate that subjects in the employed paradigms actually recruited the locale

system to solve the spatial problem, and assumed, rather than demonstrated, that

their subjects used cognitive maps. In the case of Hamilton & Sutherland (1999),

recruitment of the locale system was assumed because subjects were able to learn

the target location over several acquisition trials and because the path traveled

indicated that subjects navigated directly to the target location after several trials.

This behavior, however, could have also been produced by the taxon system. As

these spatial tasks can be solved with either taxon or locale strategies, it is unclear

what system the subjects actually used.

It is currently unknown which environmental and organismic factors determine

whether an organism recruits a taxon or locale strategy to learn the location of a

place in a given environment. It has been general practice to assume on the basis

of a small number of reports that certain paradigms provoke application of certain

spatial strategies and thus this belief is usually not independently verified when

such a paradigm is implemented. In light of some recent empirical findings, which

indicate that successful spatial behavior in the same environment can result from

either locale or taxon strategies (Bohbot et. al, 2004; Iaria, Petrides, Dagher, Pike

& Bohbot, 2003), more insight into the factors a subject considers in deciding which

spatial strategies to engage seems desirable.

2.4.1 Open Questions

The first step in gaining a better understanding of the reasons why several studies

found results that seem inconsistent with cognitive map theory is to reveal the

spatial strategies that were recruited during task performance.
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2.4.1.1 Did subjects create a cognitive map of the environment in which the block-

ing effect was obtained?

The paradigm developed by Hamilton & Sutherland (1999) is the only demonstration

of blocking in human spatial performance of a task modeled after the Morris-Water

Maze. In a different implementation of this task, this blocking effect did not repli-

cate. Thus, it would be beneficial to study the spatial representation that subjects

created in Hamilton and Sutherland’s task. If in this spatial task a cognitive map

is indeed created, then the blocking result obtained in this environment seriously

challenges a fundamental assumption of cognitive map theory. However, if such a

cognitive map is not created, then, for some reason, subjects apparently recruited

the taxon system.

Besides asking subjects to provide a verbal account of how they went about

solving the spatial task, a cue-elimination study could determine which system con-

trolled spatial behavior. In such a test, a random subset of the distal cues is removed

after a location has been learned. If navigation is impaired, then the subject did not

use a cognitive map of the entire environment for navigation, which, by definition,

should have provided enough redundancy to locate the target even when some cues

are unavailable. Impairment in a cue-elimination procedure suggests that the taxon

system controlled spatial behavior. In this case the question of why subjects en-

gaged a taxon instead of a locale spatial strategy in the given environment remains

to be answered.

Several parameters of the studies that found blocking in place learning might

have led subjects to engage taxon instead of locale spatial strategies. The paradigm

used by Hamilton & Sutherland (1999) differs in two obvious ways from the paradigm

that was developed by Jacobs et al. (1997), in which the finding reported by the

former authors did not replicate. These two features may influence subjects’ choice

of which spatial strategy to recruit for task performance: (a) the nature of the

landmarks, and (b) the task instructions.

These two factors were considered in separate studies, which used the absence or
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presence of the blocking effect as an indicator of whether the locale or taxon system

controlled spatial behavior.

2.4.1.2 Does the ability to semantically encode visual cues modulate which spatial

system controls behavior?

In the study of Hamilton & Sutherland (1999), the majority of the distal cues in the

maze were pictures that resembled abstract paintings. Interestingly, distal cues that

were spatially close to the target showed more concrete and namable objects (see

Figure 4.1 on page 101 for the cues that were used in the environment). Unpublished

studies3 indicated that increasing the concreteness of distal cues can significantly

improve the speed of place learning. It thus appears that concrete objects, possibly

due to their relative ease of being encoded, promote creation of a cognitive map

of the spatial environment in which the spatial relations among most or all objects

of the environment, and their relation to the place to be learned, are represented.

On the other hand, more abstract objects, which are relatively harder to encode,

appear to promote taxon spatial strategies, which represent the place to be learned

in relation to one or two cues of the environment. Hence, if an environment contains

mostly abstract cues, subjects might automatically use taxon instead of locale spatial

strategies to learn a place location. As a consequence, the blocking effect should be

observed in such environments, while this effect should be absent in environments

that only contain concrete, everyday objects.

2.4.1.3 Can instructions influence which spatial system controls spatial behavior?

For most human subjects, the computer-generated environments used in experi-

ments on spatial behavior present a never-before experienced, almost unnatural,

spatial situation. Therefore, the choice between locale or taxon spatial strategies in

3These studies, performed by the author in 1999 during a Practicum in Lynn Nadel’s and
Jake Jacob’s lab, were designed to improve speed of acquisition of place knowledge in a “virtual”
environment. Instead of relatively abstract objects, line drawings of high-frequent everyday objects
were used as distal cues (such as pieces of furniture, kitchen utensils, transportation devices,
animals, etc.).
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such an environment might be a function of the task instructions that are provided

by the experimenter. This supposition is supported by the fact that Hamilton &

Sutherland (1999) used instructions that were different from the instructions used

in the experiment reported above in which the results obtained by these authors

failed to replicate (these were similar to the results obtained by Jacobs et al., 1997,

1998, who developed the computer-generated Morris-maze used here).

The possible influence of instructions on spatial strategy recruitment was stud-

ied by replicating the original study as described in Hamilton & Sutherland (1999).

In this replication, however, the blocking effect was studied as a function of ex-

ploration (the behavior the locale system engages to create a cognitive map of an

environment), which was controlled by changing the task instruction to resemble

the instructions used in the above study that did not find blocking.

2.4.2 Outline

All experiments that will be described in the following chapters used the same

methodology, which will therefore be discussed in the next section in greater detail.

Then the individual studies will be reported in the sequence they were sketched out

above.
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Chapter 3

Discussion of Methodological Aspects

The experiments reported in the following chapters were all based on a paradigm

introduced about twenty years ago by Richard Morris (Morris, 1981, 1984) to test

the spatial behavior of rats. Specifically, this paradigm was developed to assist

in debates concerning the function of the hippocampus, which at that time was

thought to be either an allocentric spatial system (O’Keefe & Nadel, 1978), or a

form of working memory representing contextual and temporal information (Olton

et al., 1979), or a high-capacity memory buffer for associating stimuli that occur

at different time-points (Rawlins, 1985). Morris also proposed that this paradigm

could illuminate the acquisition of allocentric knowledge, which is, according to cog-

nitive map theory, mediated by mechanisms that are fundamentally different from

the processes underlying associative learning. While Morris’ paradigm has been

extensively used to study various phenomena, such as the neurobiology of the hip-

pocampus and hippocampal formation (e.g. Barnes, Suster, Shen, & McNaugthon,

1997; Gallagher, Burwell, & Burchinal, 1993; Morris et al., 1982; Morris, Schenk,

Tweedie, & Jarrard, 1990; Whishaw, Cassel, & Jarrard, 1995) and the structure

and mechanisms of cognitive processes such as latent learning and memory consol-

idation (e.g. Keith & McVety, 1988; Sutherland, Chew, Baker, & Linggard, 1987;

Sutherland, Weisend, Mumby, Astur, Hanlon, Koerner, Thomas, Wu, Moses, Cole,

Hamilton, & Hoesing, 2001), the question of whether learning of a cognitive map

follows the same principles as stimulus-response learning remains unresolved.

3.1 The Morris Water Maze

Morris’ experimental paradigm, now commonly referred to as the Morris Water

Maze (MWM), requires rats to learn the location of a platform in a cylindrical tank
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filled with opaque water (milk is often used to obscure the water), cold enough

(i.e., between 20 and 27◦C) to constitute an aversive stimulus the animal will be

motivated to avoid. The movements of the animal are recorded with a video camera

mounted on the ceiling, above the center of the tank. Three principal parameters

(or independent variables) of this paradigm can be varied to study the influence of

visual cues on place learning and place navigation. First, the platform can either be

submerged in the water, so that the swimming rat cannot see or smell it, but must

climb onto it upon contact, or the platform can be raised above water level so that

the rat can see and swim towards it. Successful navigation to the platform in the

second, visible, condition is based on relatively simple stimulus-response strategies,

while locating the invisible platform requires the animal to relate its position to

some spatial information in the environment.1 Second, the availability of visual cues

present in the laboratory room can be controlled by placing a featureless curtain

around the water tank. If the curtain is closed, navigation cannot be based on

extra-maze (or distal) cues, while the animal can use such landmarks if the curtain

is removed. Finally, the platform can either remain in the same location, or be

randomly moved around between trials. In the former case, distal cues and platform

location are correlated, such that the cues predict the platform position and vice

versa, while in the latter case cue and platform position are independent and the

use of distal cues cannot improve the accuracy of place navigation.

The animals are subjected to an experimental protocol that consists of two

phases. During the trials of the acquisition phase, the rat is put into the pool

at the perimeter and remains in the water for a maximum of 60 seconds. If it finds

and climbs on the platform (which usually is in the center of a pool quadrant, such

as Northwest) during a trial, the rat is allowed to remain on it for a short time (e.g.,

15 seconds). The starting positions vary between trials and are usually denoted

1When the animal is put into the pool at the same starting position during the training period
and the location of the hidden platform remains constant, then it could learn the platform position
(or better, reach the platform position because the animal does not learn the position with this
method) without reference to environmental (spatial) stimuli simply by repeating the sequence of
movements that resulted in the desired outcome. This form of learning is usually referred to as
response learning.
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by the tank’s cardinal coordinates (i.e., North, East, South, West – not necessarily

identical to the true magnetic coordinates). The test phase typically consists of

one trial during which the platform is removed and the animal’s search pattern is

observed.

Several dependent variables assess task performance. During acquisition, a sig-

nificant reduction in the time needed to find the platform (latency) over trials in-

dicates learning. Latency only measures whether learning took place – it does not

indicate which navigational strategies the animal used to find the platform. For ex-

ample, an animal might only have learned that the platform is located at a certain

distance from the pool wall. In this case, on each trial it would swim along the

perimeter of the water tank, describing a circle with a radius that is approximately

the length of the line connecting the center of the platform and the midpoint of the

pool. This strategy uses the water-tank wall as a “guidance”. Analysis of the ac-

tual path traveled provides additional information helpful in determining the spatial

strategies and knowledge the animal used for navigation. The animal’s path can be

described in terms of path length and heading error (or path-directionality). Both

of these measures indicate navigational efficiency as a function of deviation from

the ideal path to the platform, which is the line connecting the starting point with

the center of the platform. The heading error gives a more precise account of the

animal’s ability to navigate to the goal. It can be assessed by measuring the angle

subtending a tangent to the animal’s path at a certain point in its path and the line

connecting this point and the center of the platform2. The animal’s performance

during the test phase, in which the platform is removed, is assessed by measuring

the time the animal spends in the correct quadrant compared to the time it spends

in the other three quadrants (time in quadrant).

2The starting point, i.e., the place where the animal is put into the water tank, is usually
not used as the origin of measurement. Rather, a point that has been reached after the animal
traveled a certain distance from the release position is used to calculate heading error and path
length. This method excludes the initial phase of navigation in which the animal orients itself
towards the goal, and may thus be regarded as a more valid measure of the animal’s navigational
accuracy. Another method to assess path directionality involves calculating the central tendency
(e.g., average, median) of several heading errors at different points of the animal’s path, which is
likely to produce a more accurate index of navigational accuracy.
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3.2 Computer-Generated Versions of the Morris Water Maze in Research on Hu-

man Spatial Behavior

The MWM is – for obvious practical reasons – only used in research with rela-

tively small mammals that can swim. However, computer-versions of this task have

been recently developed to study human spatial behavior (e.g. Hamilton & Suther-

land, 1999; Jacobs et al., 1997). In these tasks a circular arena housed in a square

room is presented from a first-person perspective on a color-capable computer mon-

itor.3 In all adaptations, the technology used to implement the task constrained the

possible degree of correspondence between the original paradigm and its computer

variant. Therefore, conclusions about the similarity between findings acquired in

both paradigms under comparable conditions, generalizations of results from one

paradigm to the other, and statements about spatial behavior in the “real” world

that are based on observations of performance in the computer-version of the MWM

are principally disputable.

The main difference between MWM and the computer-generated versions of this

task that have been developed so far is the motivational component, which, due

to its nature, poses a significant challenge to non-immersive (and even immersive)

virtual environments. The MWM’s aversive nature has either been entirely ne-

glected in the computer implementation (as in the software developed by Jacobs

et al., 1997) or partially simulated without capturing the essence of the aversive

stimulus4. Some other concerns arise in regard to the implementation of movement

3This technology does not fully qualify as virtual reality, or virtual space, and this term will not
be used here to qualitatively characterize the simulated space. Subjects are not “immersed” in the
computer-generated environment, but remain seated in front of the computer monitor that displays
the environment; thus subjects are also able to perceive visual, olfactory, and acoustic features of
the surrounding laboratory. Therefore, it is not clear to what extent the subject processes the
computer-generated environment as it would the real world. The computer-simulations of space
adopted in most experiments on human spatial behavior, and the computer adaptations of the
MWM specifically, therefore would be more adequately described as non-immersive virtual envi-
ronments. It should be noted that Jacobs et al. (1997) appropriately named their implementation
of the MWM the Computer-Generated Arena (CG Arena for short).

4Hamilton & Sutherland (1999) accompany movement by a sound that vaguely resembles the
gurgles and splashes heard while wading through shallow water. In a subsequent study (Hamilton,
Driscoll, & Sutherland, 2002), they extended their method to induce a comparable motivation by
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in these computer-simulated spaces, which differ on several levels from locomotion

in the real world. First, movement of the fingers of one hand causes movement

in the computer-generated environment, whereas movement in real space is more

complex and involves the interaction and coordination of several brain systems and

body parts. Second, there is no proprioceptive signal accompanying movement in

the computer-generated space because the subject’s position in real space remains

constant during locomotion in simulated space. Ocular depth cues (e.g., motion

parallax) and optic flow are the only indicators of movement. Although optic flow is

sufficient for path-integration in humans (Ellmore, 2004), the lack of proprioceptive

feedback could impair estimation of distance and direction. Third, objects outside

the visual field in the computer-generated space cannot be viewed by movement of

the head but instead require rotation of the current position in space. Some studies

have shown that locomotion in computer-generated environments leads to biased

estimates of rotation amplitude and distance (Klatsky, Loomis, Beall, Chance, &

Golledge, 1998; Witmer & Klein, 1998). Subjects may therefore incorrectly encode

spatial relations among objects in the computer-generated space and create an in-

accurate spatial representation of the environment. Furthermore, the differences

between locomotion in simulated and real space might cause subjects to explore

the computer-generated environment less comprehensively than they would a cor-

responding environment in real space. This, in turn, might result in the represen-

tation and utilization of different stimuli for navigation and place learning in these

two kinds of environments.

Despite these problems with non-immersive virtual environments, behavioral re-

sults and measures of brain activity suggest that these paradigms recruit similar or

even the same systems and cognitive processes that have been implicated in real-

world spatial behavior. Furthermore, evidence suggests that the neural substrate

of the processes engaged in certain forms of navigation and spatial learning corre-

playing an “aversive, discordant” tone if subjects spent more time searching for the target than the
maximal trial duration. Although this certainly is a methodological improvement, it is unclear to
what extent this punishment can be compared to the impact of the aversive stimulus of swimming
in the cold water of the MWM.



75

spond between rat and human (for a more detailed discussion of these findings see

Section ?? on page ??). The most striking evidence stems from a landmark study in

which firing patterns of human hippocampal neurons were recorded from patients

about to undergo surgery to treat epilepsy. Ekstrom et al. (2003) detected neurons

that fired when these subjects were in certain locations of a computer-generated town

(displayed from a first-person perspective on a non-immersive graphics monitor) that

they navigated with the keyboard. Several neuroimaging studies have demonstrated

that the human hippocampus is involved in allocentric processing of spatial stimuli

that are presented using non-immersive virtual environments. Iaria et al. (2003),

using fMRI, detected right hippocampal activity only when subjects were able to

use distal cues to navigate a computer-generated eight-arm radial maze, while such

activity was absent when the distal cues were not present, and other strategies were

recruited to solve the task. Similar findings in the same computer-generated en-

vironment were reported by Bohbot et al. (2004) who showed that the use of an

allocentric strategy (measured by post-experimental self reports) lead to significant

activity in the hippocampus, while recruitment of response strategies in the same

spatial environment lead to activity in the caudate nucleus.5 They also report con-

verging evidence from patients with lesions to the medial temporal lobe who were

impaired in this task only if they decided to use allocentric strategies, while they

performed normally when using egocentric spatial strategies. These results repli-

cate findings reported earlier by Maguire et al. (1998a). These authors detected

increased right hippocampal activity in PET scans of human subjects navigating a

non-immersive virtual town after they had spent sufficient time to explore and learn

the town’s layout outside the scanner. Activation in the right hippocampus was

positively correlated with navigational accuracy expressed in terms of heading error

to the goal location. Furthermore, similar to the dissociation between egocentric

and allocentric spatial strategies detected by Iaria et al. (2003), the hippocampus

was not significantly activated when subjects navigated the town by simply fol-

5Note that, unlike in the previous experiment by Iaria et al. (2003), distal cues were always
present in the environment in this study.
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lowing a trail of arrows that was displayed on the streets; this would constitute a

simple cue-based navigational task that does not require processing of allocentric

information.

More important for the interpretation of the results that will be reported in

the following chapters are the findings concerning the principal evaluation of the

computer adaptation of the MWM that was used to obtain these results. This

software, the CG Arena, was developed by Jacobs and colleagues to study human

spatial behavior in the Morris-paradigm. In three reports they have shown that

human behavior in the CG Arena is highly similar to the rat’s behavior in the

MWM. First, Jacobs et al. (1997) showed that navigation to an invisible target is

controlled by distal cues and their mutual spatial relations, while navigation to a

visible target is based on the proximal stimulus that the target itself constitutes.

Second, Jacobs et al. (1998) demonstrated that allocentric navigation in the CG

Arena is impaired when the spatial relations of the distal cues are modified but

that elimination of subsets of distal cues has no such effect. Finally, Thomas, Hsu,

Laurance, Nadel, & Jacobs (2001) report a fMRI study that detected significant

right hippocampal activation during performance of the CG Arena.

In conclusion, although navigation of real environments poses substantially dif-

ferent behavioral demands, several studies clearly demonstrate that allocentric and

egocentric spatial tasks in non-immersive virtual environments lead to the recruit-

ment of brain regions that have been implicated in similar spatial behavior in the

real world. Therefore, the non-immersive virtual paradigm used in the studies that

are reported in the following sections is likely to engage spatial processes that are

similar, if not identical, to the processes that would be involved in spatial behavior

in similar natural environments.6

6The extent to which the results obtained in a laboratory relate to behavior outside it refers
to the concept of ecological, or external, validity. It can be argued that laboratory studies involv-
ing computer-simulated environments are even more at risk to produce results with little to no
relevance to naturally occurring behavior. All (controlled) laboratory experiments provide only
approximations of the parameters and processes underlying real behavior – this problem cannot be
solved within the laboratory, although it might be diminished to a certain degree by methodologi-
cal efforts. Rather, studies “in the field”, i.e. replication of the laboratory results, are required to
determine the extent to which the experimental findings can be generalized. In the epistemolog-
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3.3 Specific Methods used in the Experiments

The experiments reported in the subsequent chapters all use a non-immersive

computer-generated version of the MWM that was custom-developed by Jacobs

et al. (1997), the computer-generated Arena CG Arena. A Pentium-based IBM-

compatible computer, running at 100MhZ, equipped with a Vodoo-3D graphics card,

presented the CG Arena. Subjects’ memory for the distal cues that were present in

the computer-generated environment was measured with an object recognition task.

Subjects were never informed at the beginning of the experiment that their memory

for the distal cues would be assessed. Two questionnaires were administered to as-

sess the (spatial) strategies subjects employed in the CG Arena, as well as subjects’

drug prescription status, which might have affected performance in the CG Arena.

Computer software was developed using Runtime Revolution to present these tasks

and record the subjects’ responses on an Apple Blueberry iMac, which was located

in the same laboratory at a different workplace.

The tasks that were used to assess subjects’ memory as well as the questionnaires

were based on tasks Jacobs and colleagues developed. The procedures employed in

the experiments that are reported here, however, modified their methods in terms

ical systems of Popper (1994), Sneed (1971), and Stegmüller (1979) it is argued that the goal of
experimental research is to test hypotheses derived from theories, and thus experimental results
speak only to the theory that has been tested. How this result applies to reality is outside the
scope of experimental research. This has been most clearly stated in Sneed’s non-statement view,
which argues that falsification in sensu Popper (that is, falsification of an entire theory by means
of a single test) is simply impossible, since every empirical test of a theory requires the intro-
duction of additional theoretical constructs, which can themselves be falsified. More specifically,
the non-statement view proposes that experiments can only test a specialized model, which is the
application of a theory (which is empirically immune) to a certain situation (i.e., the experimental
paradigm). A specialized model needs to be translated into an empirical hypothesis in order to
be experimentally tested. The test therefore only addresses a more general theory’s specialized
model, that is, the test only allows statements about the experimental paradigm in which the
results were obtained. Generalizations beyond that principal framework are logically invalid and
mere speculations (that can advance science by means of inspiration), which, again, need to be
tested empirically by developing specialized models. The non-statement view is the epistemological
basis adopted here. Therefore, there is no intention to generalize results beyond the experimental
paradigms in which they were obtained. Nevertheless, speculations about the extent to which
the results speak to related phenomena in order to influence and inform future research will be
contemplated. The concept of external validity itself is hence inappropriate and will therefore not
be discussed any further.
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of administration, measurements, and scoring. Different names were assigned to the

tasks used here to reflect the fact that these similar methods, as well as the obtained

results, cannot be directly compared.

The procedures will be discussed in the following sections, in the order in which

they were administered in all experiments.

3.3.1 Computer-generated Morris Water Maze (CG Arena)

As in the MWM, the computer-generated spatial environment consisted of a square

room, which housed in its center a circular arena. The square room corresponds to

the laboratory in which the MWM is placed in animal research, while the circular

arena corresponds to the water tank itself. The four walls of the room were colored

in featureless gray, as was the ceiling, while the floor was a featureless dark blue

color. The featureless floor greatly reduced optic flow and the estimation of speed

and distance. This was implemented to increase the likelihood that distal cues

predominantly controlled spatial behavior. As a side-effect, however, acquisition of

spatial knowledge might have been more difficult under theses conditions. Therefore,

the learning curves obtained in these experiments should not be directly compared

to results from other spatial paradigms, even if a similar task was used.

The corners of the walls (vertical and horizontal corners) were indicated by

black lines. No more than two distal cues were placed on each wall. The arena wall

showed a regular red-brick pattern. In some experiments the computer-generated

environment used by Hamilton & Sutherland (1999) was replicated, which differed

in color and texture from the environment described here: the outer walls were

painted in an irregular yellow-brown-orange pattern (the yellow tone dominated

the texture), the arena wall displayed a predominantly brown, irregularly textured

pattern, and the floor showed a tiled blue texture that also had an irregular pattern.

Movement was constrained to the circular arena, within which subjects could

move freely. The arena wall was high enough to prevent subjects from looking

over it only if they were right in front of the wall, so that the walls of the room

surrounding the circular arena were visible while the subject navigated the space. A
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square pink rectangle, the target, which corresponds to the platform in the original

MWM, was always hidden in the center of the Northeast quadrant of the arena.

When the subject “stepped” on the target, it became visible and a continuous

clicking sound was played over the headphones to indicate that the target had been

found. The subject’s movements were then constrained to the target, so that free

rotations around the body axis were still possible. After 30 seconds dwell time, the

subject was automatically removed from the target and the trial terminated; subjects

could, however, also terminate the trial after they found the target by pressing

the space bar any time before the dwell time was over. Movement was controlled

by the four arrow keys of the keyboard: the ↑-arrow moved the subject forward,

the ↓-arrow backward, and the ← and the →-arrow rotated the subject’s heading

without accompanying forward or backward locomotion. Pressing a rotation key

and the forward or backward key would combine forward or backward locomotion

with a simultaneous change in heading. Subjects moved in the computer-generated

environment at constant speed. The CG Arena was presented from a first-person

perspective with a field-of-view (i.e., the amount of the environment that was visible

at any given time) of 70%.

3.3.1.1 Acquisition Phase

Before the first acquisition trial, subjects participated in a practice task in which

they learned how to control their movement in the computer-generated environment

with the arrow-keys. This practice environment was fundamentally different from

the CG Arena: an alpine scenery was presented (snow-covered mountains and a

partially clouded sky) and subjects could move in each direction without running

into obstacles. The practice task was self-paced and subjects could terminate it by

pressing the space bar, which would start the first acquisition trial.

In most experiments subjects experienced 32 acquisition trials. This number of

trials was determined by the first experiment, which replicated the paradigm used

by Hamilton & Sutherland (1999). All subsequent experiments were designed to

isolate specific factors that might have caused the effects reported by these authors.
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Table 3.1: The table shows the sequence of starting positions that was used for all
subjects in all experiments. The four different positions (North, East, South, and
West) were presented in blocks of four, such that each block consisted of all possible
four positions. This allowed data aggregation across blocks because the different
distances to the target between the four starting positions were balanced within
each block. The sequence for the acquisition phase was randomly determined, while
the starting points with the longest distance to the target location were chosen as
the starting positions for the two probe trials. Note that the target was located in
the center of the Northeast quadrant of the circular arena in all experiments.

Phase Block Cumulative Trial-No. Position

Acquisition

Block 1

1 S
2 N
3 E
4 W

Block 2

5 E
6 S
7 W
8 N

Block 3

9 S
10 W
11 N
12 E

Block 4

13 W
14 E
15 S
16 N

Block 5

17 S
18 N
19 E
20 W

Block 6

21 N
22 W
23 E
24 S

Block 7

25 W
26 N
27 S
28 E

Block 8

29 S
30 W
31 E
32 N

Search-Persistence Probe Trial 33 S
Location-Accuracy Probe Trial 34 W
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The influence of the number of trials during acquisition was not investigated. Each

trial of the acquisition phase took the following form: subjects were first presented

with a screen that instructed them to press the space bar to start the trial. In each

acquisition trial subjects had one minute to find the target. If they did not find

the target in this time, the trial was automatically terminated. Once the trial was

started, subjects found themselves facing the arena wall – in order to search for the

target, they needed to either turn or move backward. As in the original MWM, sub-

jects experienced four different starting positions that were defined by the cardinal

coordinates North, East, South, and West. All four possible starting positions were

administered in sequence (i.e., each starting position reoccurred only after all other

starting positions had appeared), but the order within these blocks of four positions

was randomly determined, and each subject experienced the same randomized list

of starting positions (see Table 3.1 on the preceding page). Administration of the

possible starting positions in blocks had the advantage that later analyses could be

performed on the average of the dependent measure for the trials in a block, which

eliminated variance resulting from the different distance to the target from each

possible starting position. Since all four starting positions occurred in a block, this

possible source of variance was balanced for each data point that entered statistical

analyses.

In general, subjects were not informed about useful strategies to solve the task

or about the fact that the target always remained located in the same area. Sub-

jects were also not informed that their starting positions varied between trials, and

they did not know how many trials would be administered. The instructions only

explained how to move, that a practice trial would precede the real task, and that

they should try to find the target on each trial as fast as possible. In one experiment,

however, the influence of instructions on performance was investigated. Therefore,

subjects were explicitly told that the target location was the same for all trials and

that the distal cues would help in learning this location.
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3.3.1.1.1 Measures and Analysis

The computer program recorded several variables to assess performance for each

trial. Latency is defined as the time (in seconds) the subject needed to find the

target. Latency can be separated into the time spent in each of the four theoret-

ical quadrants of the arena (time in quadrant) in a trial. Path length indicates

the distance traveled until the target was found. Path length and latency are not

necessarily correlated, since the subject might pause during navigation, possibly to

adjust heading, which will increase latency, but might lead to a reduction in path

length. Although the computer software used here did not provide an account of the

subject’s heading error, it allowed a qualitative assessment of the path characteris-

tics by plotting a trace of the route traveled in each trial, which would allow one

to manually determine the heading error (cf. Footnote 2 on page 72). However, for

practical reasons this method was not used to analyze the data in the experiments

reported here.

There are several possible methods to analyze the change in latency across blocks

of trials.7 First, a repeated-measures ANOVA across experimental conditions with

block as within-factor would indicate whether there was a difference in latency

somewhere. As a consequence, post-hoc tests would be necessary to determine where

a significant difference occurred. However, post-hoc testing in repeated-measures

designs is somewhat controversial due to the correlations among the observations.

More importantly, this method would not provide any meaningful quantification of

the amount of learning during acquisition. An alternative approach involves fitting

a regression that predicts latency by trial-block for each subject individually or for

groups of subjects. The β-weight (or weights, depending on the regression model),

quantifying curve acceleration, may serve as an indicator of speed of acquisition and

could be used to statistically test group differences. The curve characteristics of

latency were not of interest for the questions asked in the studies reported here,

but a regression model would be based on all data points. Furthermore, a linear

7The average latency of each block’s four trials (computed for each subject individually) was
the basic unit of analysis in all experiments.
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regression model – as the simplest possibility – might not adequately represent the

acquisition data and a theoretically motivated decision about what model to chose

would be necessary, and this author was not prepared to make such a decision.

The main problem of the regression-based approach, however, is that it would not

directly indicate whether latency significantly changed during acquisition, which

would require subsequent tests. Since this was the question of interest, a single score

that indicates the change in latency after training appeared to be an appropriate

assessment of the impact of training on the speed with which the target could be

localized.

Properties of Acquisition Indices

There are many possible procedures to calculate the change in latency that occurs

during training. Each index of acquisition should meet the two following criteria.

First, a difference between index values should be meaningful such that the distance

between the values directly reflects the degree to which one subject (or group of

subjects) is better or worse than the other. It would also be beneficial if the index

would be scaled such that it allowed direct comparison of differences between ex-

periments that do not share all the parameters defining an acquisition trial, such as

trial time. Second, the index values should allow one to statistically test whether

learning took place.

Some characteristic learning curves are shown in Figure 3.1 on page 86, Part

A. The data were taken from actual subjects. The Ideal learning curve shows a

threshold function reflecting one-trial learning. The subject reaches a very low

asymptote immediately after the trial has been found the first time. The Standard

learning curve is found in many subjects in spatial learning paradigms such as the

Morris-Water Maze. Latency declines slowly after the target has been found, and

performance is not consistent, such that sometimes peaks of increased latency are

observed after successive steady improvements. Some subjects do not acquire the

target location, as illustrated with the No learning curve. Latency does not decrease

during acquisition. Finally, the Fast learning curve represents situations in which
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the target is found in the first trial, and the location is immediately acquired, so

that asymptote is reached after the first trial. In these cases, performance often

slightly decreases because subjects habituate to the task very quickly and often dis-

engage later in the test session. Finally, the Mean learning curve shows the average

acquisition curve that results when these four individual data sets are aggregated

using the arithmetic mean. These data-sets are used to demonstrate the advantages

and shortcomings of the acquisition indices discussed here.

The most obvious method to quantify the effects of training on latency is to

compare the initial trials with the last trials. The index ∆Labs is based on this idea.

The change in latency is calculated by subtracting the average latency of the four

trials in the last acquisition block from the average of the first four trials.

∆Labs = b1 − bn with n = total number of blocks (3.1)

This index quantifies performance changes conveniently in seconds. Although this

measure is intuitively appealing, it incorrectly characterizes the Fast learning curve

as the worst performance in the sample, so that the No learning curve receives a

better evaluation. The basic problem of ∆Labs is that final performance is only

considered in light of the initial latency, which serves as the standard that needs

to be exceeded to receive a positive score. Subjects who have initially the longest

possible latency are thus most likely to be overvalued, while those who initially

performed well are at risk of being inappropriately punished.

The negative bias towards initially good performers also disqualifies two other

indices. They both are measures of the relative gain in latency after training. ∆Lxb1

interprets the average latency of the first block’s four trials as the baseline perfor-

mance of a subject näıve to the task, against which the average of the four trials

of the last acquisition block, which is the best indicator of performance after ex-

perience, is compared. The score thus supplies a relative measure of the change in

latency (numerical difference between the average of first and the last acquisition

block) in comparison to baseline performance (the average of the first acquisition
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block), and is given by

∆Lxb1
=

xb1 − xbn

xb1

× 100 with n = total number of blocks (3.2)

A positive value indicates performance improvement from baseline in percent, while

a negative value denotes a decrease in performance relative to baseline. Although

this index correctly identifies the Ideal learner as the best performer and assigns

a score very close to 0.0 to the acquisition curve of the No learner, the score also

falsely indicates that the Fast learning curve represents a subject with a dramatic

performance decrease. A slightly different approach to quantify individual learning

is used in calculation of ∆L∆max, which is derived from a method to quantify perfor-

mance change in some implicit memory paradigms. Each subject’s gain in latency

from the first to the last block is scaled at the largest possible gain that a subject

could have achieved. The largest possible gain is defined as the difference between

a subject’s first trial and the block with the lowest latency in the entire sample

(i.e, all blocks of all subjects), which is a good estimate of the best solution to the

navigational task.

∆L∆max =
b1 − bn

b1 −minb1

× 100 with n = total number of blocks (3.3)

This score, however, disproportionately punishes subjects who are among the best

performers for the last block, but who performed even better initially (see the neg-

ative score for the Fast learning curve in part B of Fig. 3.1 on the next page).

Another approach to index performance change as a function of acquisition con-

siders the maximum time that was needed in the sample to solve the task, which is

used instead of the average latency of the first block as the baseline in equation 3.2.

This measurement thus assumes that the longest latency in any block in the entire

sample (maxL) denotes the difficulty of the task. Each subject’s final performance

is compared against this baseline.

∆Lmax =
maxL − bn

maxL

× 100 with n = total number of blocks (3.4)
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Figure 3.1: Illustration of several indices to calculate the change in latency during
acquisition.
A Four actual acquisition curves representing principal learning types (Ideal, Stan-
dard, No, and Fast), as well as the average change in latency of these four curves is
shown.
B Five different indices that quantify the amount of change in latency after training
for the four actual and the mean acquisition curve. The top four are in percent,
while bottom index is in seconds. Detailed explanations are provided in the text.
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This procedure, however, does not take into account the individual subject’s learning

of the target location, which may occur as soon as the subject finds the target for the

first time, and this may well happen in the first acquisition trial. Individual progress

therefore would be overstated in this measure of latency. As is illustrated in Part

B of Fig. 3.1 on the page before, even the No learning curve is positively evaluated

with a score markedly different from 0.0. As a consequence, this measure most likely

would wrongfully indicate significant learning in most, if not all, instances.

All indices discussed so far do not define an appropriate criterion against which

the individual’s performance can be compared and evaluated. This is the approach

on which ∆Lxb1
is based. This index compares individual performance-change

against the average initial performance of the entire sample (i.e., all subjects that

had the same learning conditions). Average initial performance thus serves as a

criterion against which performance at the end of training is evaluated:

∆Lxb1
=

xb1 − bn

xb1

× 100 with n = total number of blocks (3.5)

This index does not punish initial outstanding performance, as it only considers the

end of training (see the score that results for the Fast learning curve in part B of

Fig. 3.1 on the preceding page). The index produces negative values for subjects

whose final performance is worse than the average initial performance of the sample

(see score for the No learning curve).

Learning during acquisition is defined as an index value that is significantly

different from a predetermined meaningful performance improvement (a similar ap-

proach can be found in many animal studies on spatial learning, in which a certain,

non-theoretical level of performance is arbitrarily defined as the minimal learning

requirement, e.g., Martin, de Hoz, & Morris, 2005). Because the index is used in

evaluating latency for the first time, no empirical data were available that allowed

estimation of likely performance improvements. Therefore, a rather liberal value of

20% was chosen. Performance in terms of ∆Lxb1
was thus considered indicative of

learning for scores significantly above 20%.

In principle, ∆Lxb1
will lead to the same statistical results if only the last block
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is analyzed. Comparing the last block against the average initial performance will

indicate whether significant learning took place. It may thus seem non-parsimonious

and redundant to specifically develop an index that states the same as the raw

data indicate already. The raw data, however, will not allow direct interpretation

of the extent to which performance is different. This is the major benefit of an

index that scales performance to percent. Furthermore, ∆Lxb1
allows direct and

meaningful comparison of performance across experiments, so that task difficulty

can be analyzed.

In conclusion, quantifying the change of latency during acquisition provides a

useful tool to interpret performance independent of the specific parametric con-

straints of a given experiment. The most appropriate of the methods to calculate a

performance index discussed here appears to be ∆Lxb1
. This index will be referred

to from here on simply as ∆L, or as the relative gain in latency. This score was

used to determine whether significant improvement occurred during acquisition (by

testing ∆L against 20), to test group differences (between-subjects ANOVA), and

∆L also indicated the differences in the amplitude of learning between groups and

subjects.

3.3.1.2 Search-Persistence Probe Trial

After the last acquisition trial, the target was removed from the CG Arena for the

remaining two “probe” trials. Subjects were not informed about this change prior to

or during the first probe trial, which thus took the form of any other trial they had

experienced during the acquisition phase. This trial attempted to assess learning

of the target location by measuring the time subjects searched for the target in the

correct quadrant. The trial was shorter than the acquisition trials (depending on

the experiment, either 30 or 45 seconds), to prevent a sudden shift in strategy from

diluting the intended measure of learning, as subjects might realize at a certain

point that the target is indeed not in the usual location and thus would decide to

search for it elsewhere.
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3.3.1.2.1 Measures and Analysis

Unlike the acquisition trials, all search-persistence probe trials took the same amount

of time because it was impossible to find the target and then terminate the trial.

Therefore, time-in-quadrant, and not latency, provided the data to assess search

persistence in the correct area: The more time a subject spent searching for the

target in the correct quadrant in relation to the other three possible quadrants, the

better the subject’s knowledge about the target’s location during acquisition.

A repeated measures ANOVA appears to be the obvious choice to detect dif-

ferences in the time spent in each of the four quadrants. This approach, however,

is inadequate to analyze group differences, that is, when a between-subjects factor

is introduced into the statistical model. Then the main group effect will always

be non-significant because the mean latency across groups will be equal (since a

target cannot be found in this probe trial, latency cannot vary between subjects).

The question of interest was how much time subjects spent in the correct quadrant,

relative to the time they spent in the other three quadrants. In addition, it would

be interesting to find out whether the time spent in the target quadrant was differ-

ent from chance. Therefore, a single score to index time in correct quadrant was

computed for each subject that was corrected for the time that would have been

spent in this quadrant by chance alone. The score, relative time in target quadrant

(relTQT
), is calculated by subtracting 25% (which accounts for chance) from the

percent of time spent in the target quadrant during the entire probe trial:

relTQT
= (

tQT

L
× 100)− 25 with L = tQT

+ tQSE
+ tQSW

+ tQNW
(3.6)

Although this score improves analysis of performance during the probe trial, it

comes at a price. Information is lost about the searching pattern, such that the

score does not permit insight into the time subjects spent in the other quadrants.

In some situations, the experimental question might be, for example, how much

time subjects spend in the target quadrant and in the one opposite the target. In

this case, relTQT
alone will not allow to answer the question. Therfore, statistical

analysis of relTQT
should always be accompanied by an exploratory analysis of the
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traditional measure, that is, the time subjects spent in each arena quadrant during

the probe trial. This approach was adopted here.

3.3.1.3 Location-Accuracy Probe Trial

After subjects completed the Search-Persistence Probe Trial they were debriefed

about the fact that the target was removed in the previous trial and they were

informed that the target would also be absent in the next trial. Subjects were asked

to navigate to the exact spot at which they thought the target would be found if it

were present. Subjects were aware that they had unlimited time available for this

task (see Fig. B.4 on page 241).

3.3.1.3.1 Measures and Analysis

This probe trial provided data to assess several properties of the subject’s loca-

tion knowledge (see Fig. 3.2 on the following page for an illustration): the distance

between the learned and the actual target location, the deviation from the actual

target’s distance to the arena wall, the quadrant in which the subject believed

the target was located, and the distance to the target if it were to be found in

the quadrant in which the subject believed it was located (this measure was only

of interest if the subject assumed that the target was not in the correct quadrant).

Computer software was developed to semi-automatically obtain these measurements

from graphic files (bitmaps) that depicted a plot of the path the subject traveled

in this trial.8 The software then created a color-coded graphical representation of

all subjects’ assumed target positions, which allowed for a qualitative analysis and

visual illustration of condition-dependent location knowledge. The software also al-

lowed calculation of the average position per experimental group, which was denoted

in form of an ellipse. The center of the ellipse indicated the average recalled target

position. The ellipse’s major and minor axis were defined by the standard deviation

of the x- and y-coordinates of subjects’ recalled target positions, respectively. All

8These trails were produced by a component of the CG Arena software package.
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DD
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DT'

Figure 3.2: Measures to describe performance during Loaction Accuracy Probe. The
target is the square in the Northeast quadrant of the arena. The subject’s recalled
target location is indicated by the 5-point star in the Southwest quadrant. ∆T
is the distance between the recalled and the actual target location. While ∆T is a
performance index that assesses both knowledge about the target’s relation to distal
cues and knowledge about the target’s geometric location within the quadrant, ∆D
and ∆T ′ measure rather the geometric aspect of location memory. ∆D indicates
the error made in recalling the target’s distance to the arena wall. ∆T ′ measures
knowledge for the target location, as if the target indeed were in the quadrant in
which the subject recalled it. This index, in essence, measures geometric knowledge
that contributes to ∆T .
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measures were taken in pixels (the basic unit of a displayed graphic), with monitor

resolution kept constant for all subjects.

The distance between the actual and learned target position (∆T ) is given by

the length of the line that connects the center of the actual target with the position

at which the subject stopped. The Pythagorean theorem was employed to calculate

the length of this line, using the x, y coordinates of the target’s center and the

subject’s final position to calculate the length of the legs of a right triangle:

∆T =
√

(Sx − Tx)2 + (Sy − Ty)2 (3.7)

Subjects may have used the arena wall to estimate the approximate location of

the target in case they used guidance-based navigation to find it during acquisition.

As a consequence, their knowledge of the target’s position relative to the distal cues

in the environment (which is knowledge that influences ∆T ) would likely be poor,

while their knowledge of the target’s distance to the arena wall would likely not be

impaired. The deviation from the target’s distance to the arena wall (∆D) is given

indirectly by subtracting the target’s distance to the center of the arena from the

distance of the subject’s final position to the center of the arena:

∆D = ∆CT −∆CS, (3.8)

∆CT =
√

(Cx − Tx)2 + (Cy − Ty)2,

∆CS =
√

(Cx − Sx)2 + (Cy − Sy)2.

A negative value indicates that the subject believed that the target was closer to

the arena wall than it actually had been, while a positive value indicates that the

subject overestimated the target’s distance to the wall.

Subjects may also have known the target position by reference to the geometry of

the room (which consisted of spatial information comprising the corners and the dis-

tance to the arena wall), without additionally encoding the spatial relation between

the target and distal cues. As a result, ∆T might have indicated lack of location

knowledge, while ∆D would have implied that at least the distance to the arena

wall was encoded. To determine whether subjects in these cases simply assumed
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that the target was in a different quadrant, the distance between the subject’s final

position and the center of the target, if it had been located in the quadrant the sub-

ject assumed it was, was calculated for all subjects. This measure (∆T ′, pronounced

“Delta T Prime”), which indicates knowledge about the target’s position in relation

to room-related geometry, can be obtained by rotating the subject’s final position in

90◦ increments until it comes to lie within the target quadrant. Then the distance

to the target’s center is measured using the same method that determines ∆T (see

equation 3.7 on the page before).

∆T ′ =
√

(SxQt
− Tx)2 + (SyQt

− Ty)2 (3.9)

These measurements, which allow separation of different components of the spa-

tial knowledge subjects acquired during the spatial task, are all interval-scaled and

can therefore be conveniently statistically analysed using ANOVA and related mod-

els.

3.3.2 Object Recognition Task

Subsequent to completion of the CG Arena, subjects were presented with a self-paced

computer-administered recognition test for the distal cues that had been displayed

at the walls of the CG Arena. Two different object-recognition tests were used,

depending on the experimental question that was investigated (both were custom

made). In both variants, no feedback on accuracy was given at any time so as not to

bias subjects’ response strategies. The computer recorded responses and response

latency (reaction time).

The first variant measured recognition memory with a Yes/No Recognition pro-

cedure for the distal cues present in the CG Arena. Subjects were presented with

these objects and the same number of similar lures that had never been displayed

before (for the stimuli used, see Fig. C.24 on page 269). Subjects were not informed

about the ratio of old to new objects, but they were informed that old and new

objects would be presented (see Fig. B.6 on page 243). One object at a time was

displayed on the computer screen (see Fig. C.23 on page 268), and the order in
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which objects were shown was randomly determined (i.e., a pseudo-randomization

was used to prevent creation of utterly disadvantageous lists) by the computer soft-

ware for each subject. Each time an object was presented, subjects were asked

to click with the computer mouse either the button on the screen indicating that

the item was present in the spatial task or the button on the screen indicating the

opposite.

The second recognition-test variant was used to test recognition performance for

concrete and for abstract objects that were used as distal cues in some experiments.

The task belongs to the class of four-alternative forced-choice tests (4AFC). Subjects

were presented with four stimuli at once (see Fig. C.25 on page 270). Only one

stimulus (the target) actually had been displayed in the spatial environment, the

other three were lures. One lure showed a perceptually different stimulus of the

target’s concept (for example, if the target showed a picture of a cow, a different

cow was presented). The other two lures were related in the same way – one showed a

different picture of the other’s concept, which was in the same category as the target

stimulus (see Fig. C.26 on page 271 for the concrete and Fig. C.27 on page 272 for

the abstract stimuli that were used). This test attempted to measure how subjects

encoded the stimuli to which they were exposed in the CG Arena. If the target and

the conceptually identical lure are selected equally often, then subjects appear to

encode a more conceptually than perceptually based representation of the spatial

cues.

3.3.2.1 Measures and Analysis

For each response in the recognition tests, the reaction time (RT , in milliseconds)

and response type were recorded. Reaction time analyses accompanied all analyses

of recognition accuracy. In the Yes/No Recognition task, the response itself was

classified as either a Hit (an old item was presented and subject identified it as

such), a Miss (an old item was falsely judged as new), a False Alarm (subject

believed that a new item was indeed presented in the CG Arena), or a Correct

Rejection (a new item was identified as new). Responses in the 4AFC variant were
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counted as Conceptual-Perceptual Hits (Hcp) when the old item was chosen and as

a Perceptual Error (HpErr) when the different perceptual version of the old item

was selected. When subjects picked any of the new items, the response was counted

simply as an incorrect response.

There are several possible methods to quantify recognition performance given

these response classifications. Based on the conditions in our experiments, signal-

detection theory’s d′ appears to be an inadequate index for discriminability (or sen-

sitivity) because it assumes that the response frequencies for new and old items are

normally distributed, and that these distributions have homogenous variance. This

criterion would have most likely not been met because (a) there was only a small

number of observations for new and old items for each subject (only eight of each cat-

egory), and (b) subjects were over-exposed to the old items (up to 32 presentations

of each item), which most likely would lead to a significantly skewed distribution for

responses to old items. Therefore, nonparametric indices for sensibility and response

bias were calculated, derived from the two-high-threshold model of recognition (the

methods of index calculation and the model on which these indices are based is dis-

cussed here Snodgrass & Corwin, 1988). The corrected recognition score, Pr, is cal-

culated by subtracting the false alarm probability (p(FA) = (#FA)/(#New Items))

from the hit probability (p(H) = (#H)/(#Old Items)), and can thus vary between

−1.0 and 1.0. The corresponding response-bias score, Br, is scaled to vary between

0 and 1, with Br > 0.5 indicating liberal, and Br < 0.5 indicating conservative

biases.

Pr = p(H)− p(FA) (3.10)

Br =
p(FA)

1− Pr

(3.11)

The analysis of a 4AFC recognition test in terms of sensitivity and response

bias is meaningless because the probabilities for Hits and False Alarms are not in-

dependent (p(FA) = 1 − p(H)). There are two possible correct responses subjects

can produce. First, subjects can choose the conceptually and perceptually correct

object. Second, subjects can make a perceptual error, such that they choose the
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perceptually wrong, but conceptually correct object. These two possibilites are

considered in the analysis of recognition performance. Two scores are calculated.

Overall recognition [p(Hcp)] is given by the probability to produce a response that

is either perceptually or conceptually and perceptually correct. For this measure, a

score of p(Hcp) = 0.5 indicates chance performance. The extent to which exlusive

conceptual encoding contributes to recognition performance [p(HpErr)] is given by

the probability to choose the perceptually incorrect, but conceptually correct ob-

ject in the recognition test. Note that this measure explains a part of the overall

recognition probability.

p(Hcp) =
#Hcp

#Trials
(3.12)

p(HpErr) = 1− Hcp

Hcp + HpErr

(3.13)

3.3.3 Questionnaires

Two questionnaires were administered after the Object Recognition Test, and both

were based on unpublished questionnaires developed by Jacobs and collaborators.

The first – Spatial Strategy Questionnaire (see Fig. C.28 on page 273) – assessed the

spatial strategies subjects used to find the target in the CG Arena, and whether sub-

jects believed that the target was always in the same location. This latter question

was of particular interest because it directly indicated place learning and acquisi-

tion of allocentric knowledge – only if subjects did not relate the target position

to distal cues of the environment would they assume that the target position was

unpredictable.

The second questionnaire – Drug Prescription Questionnaire (see Fig. C.29 on

page 274) – was used to determine subjects’ drug prescription status. Some drugs

have been associated with impaired cognitive performance. For example, antihis-

tamines can have detrimental effects on attention so that encoding of information

could be compromised (for recent reviews and comparison of first and second gen-

eration antihistamines, see e.g., Kay, 2000; Qidwai, Watson, & Weiler, 2002; The-

unissen, Vermeeren, van Oers, van Maris, & Ramaekers, 2004). Other substances,
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such as corticosteroids, have been demonstrated to affect the normal functioning of

the hippocampus (Luine, Martinez, Villegas, Magarinos, & McEwen, 1996; Lupien

& McEwen, 1997; Newcomer, Craft, Hershey, Askins, & Bardgett, 1994), which in

turn would influence the ability to acquire allocentric information. Subjects who in-

dicated that they were currently using drugs that have been implicated in affecting

cognitive functions were routinely excluded from analyses.

3.3.4 Statistical Procedures

StatView was used for all statistical analyses. The software automatically selects

the appropriate method to calculate the sums of squares for ANOVAs given unbal-

anced designs. As a measure of effect size, eta squared was manually computed for

significant effects and interactions using the following equation:

η2 =
SSbetween

SStotal

(3.14)
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Chapter 4

Experiment I

Successful navigation of a virtual Morris Water Maze does not imply

that a cognitive map was created.

Spatial behavior in most experimental and non-experimental environments can re-

flect the use of taxon or locale strategies or a combination of both. Some experi-

mental spatial paradigms are constructed to only provide spatial information of use

to the taxon system. For example, when extramaze cues are absent, learning the

location of the goal in a T-Maze must depend on taxon strategies. An example

would be the use of stimulus-response representations that associate a junction in

the T-maze with a motor response to enter the left or the right corridor. Spatial

performance in a Morris-Water Maze, where extramaze cues are usually available,

is assumed to invoke the use of locale strategies. The goal location is assumed to

become represented within a cognitive map that comprises most or all distal (ex-

tramaze) cues in the environment. The animal can use this map to efficiently find

the goal (the hidden platform) no matter where in the maze the trial starts. Other

spatial strategies can also be adaptive in a Morris-Water Maze. For example, a

single distal cue could suffice to locate the goal location.

Thus, in many, if not most spatial situations both locale and taxon strategies

can produce successful behavior. In most paradigms, including the Morris-Water

Maze, it is impossible to know a priori what class of spatial strategies will dominate

behavior. While for some purposes this might not matter (e.g., the use of the MWM

in mice to determine the impact of a drug), for others it could matter a great deal.

This dissertation revolves around a case where it matters a lot.

Hamilton & Sutherland (1999) reported the results of a study that they claim

tested one of the central tenets of the cognitive map theory of O’Keefe & Nadel

(1978), the source of many ideas expressed above about locale and taxon spatial
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strategies.

In their experiment, a central prediction of cognitive map theory about the learn-

ing mechanisms involved in acquisition of a cognitive map was tested. The theory

claims that the well-known phenomenon of “blocking” should not be observed in spa-

tial map learning; indeed, the automatic “updating” of a map is a central feature of

the theory proposed by O’Keefe & Nadel (1978), so new cues, even ones that only

“predict” what other cues already predict, will nonetheless be incorporated into the

map. The results indicated that, in contrast to the position of cognitive map theory,

human subjects in their computer-adaptation of the Morris-Water Maze failed to

incorporate novel cues into a spatial representation of the environment. Therefore,

the authors argue, a central prediction of cognitive map theory is falsified and the va-

lidity of the entire theory undermined. This conclusion, however, critically depends

on the assumption that subjects recruited locale, and not taxon, spatial strategies to

create and maintain a cognitive map of the environment. Unfortunately, Hamilton

& Sutherland (1999) did not independently test the validity of this assumption.

Thus, their finding that added distal cues were not automatically incorporated

into a cognitive map of the environment only reflects on the locale system if it is

actively being used. Their results may reflect the operation of the taxon system at

the time the environment was changed. Unlike the locale system, the taxon system

behaves accordingly to classical associative learning mechanisms, hence blocking

would be expected when the taxon system is in control of spatial behavior.

Whether subjects in the paradigm used by Hamilton & Sutherland (1999) re-

cruited taxon or locale cognitive processes during place learning can be determined

by assessing the properties of the subjects’ representations of the environment: If the

locale system controlled behavior, then subjects will have created a cognitive map of

the environment. By definition, such a spatial representation allows successful nav-

igation to a target location if any subset of the landmarks is present. Consequently,

the removal of any subset of the landmarks from an environment that is represented

in the form of a cognitive map should not affect spatial performance. If, however,

performance is impaired when some landmarks are removed, this is evidence that
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subjects’ behavior was under the control of taxon systems. Should this be this case,

the finding reported by Hamilton & Sutherland (1999) would not be in conflict with,

but instead would support cognitive map theory.

This cue-elimination method was used in the following experiment to deter-

mine which spatial strategies subjects recruit in the paradigm used by Hamilton &

Sutherland (1999). Their paradigm was replicated, including the task instructions.

All subjects were exposed to the full set of distal cues during acquisition of the

constant target location. Then, half of these cues and the target were removed and

subjects’ ability to search for the target in the correct location was measured. An

object recognition test was administered to further explore which distal cues of the

environment subjects were more likely to encode.

It was predicted that all subjects would decrease the time needed to find the

platform during acquisition, but that the ability to relocate it would depend on the

availability of all distal cues. It was predicted that if subjects use taxon strategies to

locate the target, removal of some cues should have more of an impact than removal

of others. More specifically, it was expected that removal of cues close to the target

would affect spatial performance more so than removal of cues farther away. This

follows from the assumption that the associative learning mechanisms at work in the

taxon systems are outcome-dependent, and the nearby cues are better predictors of

reward than the more distant cues. Preference for the cues close to the target was

therefore expected to also affect performance in the object-recognition test.

4.1 Methods

4.1.1 Participants

One-hundred-and-twenty undergraduate students from The University of Arizona

were recruited from the Psychology Department’s Subject Pool and received course

credit for participation. Subjects were randomly assigned to the five groups.

Five subjects were excluded from the data-set for because they indicated to take

prescription medication that potentially could interfere with task performance. Two
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Figure 4.1: The relative arrangement of the distal cues and the target in from a
birds-eye view. The dimensions and the positions of the distal cues are not to
scale, and the colors only appoximate the ones that were displayed. The textures
and patterns of the four walls, the arena wall, and the arena floor are not shown.
The pink lines show the demarcations of the quadrants and were never displayed
to the subjects. The intersection of these lines with the arena wall mark the four
possible starting positions (North, East, South, and West). The pink square in the
Northeast quadrant represents the target. See Section C.1.2 on page 248 for the
actual dimensions that were used as the parameters of the CG Arena software.
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subjects took antidepressants (fluoxetine) and three steroids (prednisone) to treat

symptoms of severe asthma .

The 115 subjects that remained in the data-set were between 18 and 45 years of

age (M = 20.39, SD = 3.96), and 63 (55%) of them were female (see Table A.2 on

page 214 for a detailed demographic breakdown).

4.1.2 Computer-generated Morris-Water-Maze (CG Arena)

The CG Arena software (see description in section 3.3 on page 77) was used to

replicate the computer-generated environment described by Hamilton & Sutherland

(1999).1 The original distal cues were used and arranged in the same way in the

replication (the graphic files were supplied by Derek Hamilton upon request). The

dimensions of the original study were stated in percentages. These proportions were

abided by, but the actual values that were used as the dimensions of the CG Arena

were likely to be different (see Section C.1.2 on page 248). A schematic birds-eye

view of the environment that shows the relative arrangement of the distal cues and

the target is provided in Figure 4.1 on the page before. Movement was controlled

slightly differently in the replication because subjects were also allowed to move

backward (the default movement options in the CG Arena software, as described

in section 3.3 on page 77, cannot be modified). The equivalence of replication and

original was subjectively controlled by running both implementations side-by-side

and modifying the replication according to the observed differences until no such

discrepancies were noticeable by two independent näıve observers.

4.1.3 Design

The design implemented the experimental hypothesis that subjects in this environ-

ment would predominantly use the distal cues closest to the target for navigation.

Removal of these cues after acquisition should therefore lead to more pronounced

1Their environment will be referred to as the original environment (or original), while the
environment used in this study will be refered to as the replicated environment (or the replication).
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errors during the probe trials than removal of cues farther away from the target, or

removal of no cues at all.

The experiment was thus based on a one-factor between-subjects design (see

Fig. 4.2 on the next page). Subjects were randomly assigned to one of five groups.

The groups were different regarding the distal cues that were present during the

probe trials, while all groups had identical acquisition phases. In all acquisition

trials, the same eight distal cues, two at each wall, were present in the computer-

generated environment. In the probe trials that immediately followed the last ac-

quisition trial, half of these cues were removed for the four experimental groups, and

no cues were removed for the control group. Subjects in the groups Close-Corners

and Close-Walls lost four cues that were closer to the target, while subjects in the

groups Distant-Corners and Distant-Walls lost the equivalent cues that were more

distant to the target.

4.1.4 Procedure

Subjects received the standard instructions (see B.3 on page 240). Just as the in-

structions used in the original, these lacked information (a) about useful strategies,

(b) about the constancy of the target location, (c) about the varying starting po-

sitions, (d) about the relation between distal cues and target, and (d) about the

number, nature, and sequence of the experimental tasks. The procedure therefore

can be classified as an instance of an incidental learning paradigm.

After the practice trial, subjects searched for the hidden target in 32 acquisi-

tion trials. Then the target was removed for two probe trials, in which subjects’

knowledge of the target location was assessed. Subjects were not informed about

the absence of the target in the first probe trial, but were debriefed before they

started the second probe trial. During both probe trials, half of the distal cues were

removed (see Fig. 4.2 on the next page), and subjects never were explicitly informed

about this change in the environment. After the last probe trial, subjects partici-

pated in a Yes/No Recognition test for the distal cues that had been displayed in

the CG Arena. Then subjects were asked to fill in questionnaires about the spatial
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Figure 4.2: The experimental design. The figure shows which distal cues were
present during the acquisition and probe trials. The cues are referred to in terms of
their approximate cardinal coordinates. See Fig. 4.1 on page 101 for pictures of the
actual cues that were presented to the subjects.
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strategies they used in the CG Arena and their drug prescription status (these tasks

are discussed in section 3.3 on page 77).

4.2 Results

The Type-I error rate was set at α = 0.05 for all statistical analyses.

The factors Sex and Place Hypothesis were not balanced between the groups.

While it would have been in principal possible to attempt to recruit the same number

of male and female subjects, it was impossible to predict how many subjects would

believe that the target remained in the same location during Acquisition. As a

consequence, only interactions to a depth of two levels were computed because

the number of observations in three-factorial (Group, Sex, and Place Hypothesis)

matrices was in some cells too low.

Seventy-two (62%) subjects believed that the target remained in the same loca-

tion during Acquisition. Females were almost twice as likely as males to suspect that

the target changed position between Acquisition trials [p(F) = 0.48 > p(M) = 0.25)].

A Chi-square test on a two-way contingency table (Sex × Place Hypothesis) con-

firmed that this difference was significant (χ2 = 6.23, p < 0.05).

4.2.1 Acquisition

Acquisition performance was predicted to be the same for all groups. Subjects who

assumed that the target remained in the same location were expected to outperform

subjects who believed otherwise. Sex differences were not anticipated.

These hypotheses were first tested for the time required to find the target. A

8× 5× 2× 2 (Trial Block × Group × Sex × Place Hypothesis) repeated-measures

ANOVA on latency was conducted, with Trial Block serving as the repeated factor.

The analysis revealed significant main effects of Trial Block [F (7, 665) = 19.39,

MSE = 51.85, η2 = 0.20] and Sex [F (1, 95) = 8.63, MSE = 433.47, η2 = 0.09], as

well as the a significant interaction of Trial Block and Place Hypothesis [F (7, 665) =

4.51, MSE = 51.85, η2 = 0.05]. The main effect of Group (F < 1) and all the
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remaining terms did not reach the level of significance2. Overall, subjects in all

Groups significantly reduced the time to find the target during Acquisition. Males,

however, were faster than females. After the first three Trial Blocks, subjects who

assumed that the target’s position was constant outperformed subjects who held

the opposite belief (see Fig. 4.3 on the page before).

The extend of learning by the end of Acquisition (∆L, see Fig. 4.3 on the pre-

ceding page) was analyzed with a 5 × 2 × 2 (Group × Sex × Place Hypothesis)

ANOVA. Neither Group nor Sex differences were detected (F (4, 95) = 1.27, p = 0.29

and F (1, 95) = 1.38, p = 0.24, respectively). As expected, subjects who believed

that the target remained in the same position improved their performance more

so than subjects who suspected the target to change position [F (1, 95) = 12.08,

MSE = 1019.49, η2 = 0.13]. Trends were found for the interaction of Group and

Sex [F (4, 95) = 2.28, p = 0.07] and Place Hypothesis and Sex [F (1, 95) = 3.00,

p = 0.09]. The interaction of Place Hypothesis and Group was not significant

(F < 1).

Whether the change in performance measured by ∆L consituted learning was

determined by multiple one-tailed t-tests that compared this score against the pre-

determined meaningful improvement level of 20%. In the absence of sex differences

for ∆L, the analysis was split by Group and Place Hypothesis (see Table A.3 on

page 215). Subjects who believed in a constant target location significantly im-

proved their initial performance in all five groups. Except for groups Close Walls

and Distant Walls, this was also observed for subjects who believed the opposite.

4.2.2 Probe Trials

Behavior in the first Probe trial reveals spatial knowledge. Subjects are not informed

that the target was removed. The persistence with which they search the arena

quadrants therefore indicates where subjects suspect the target. The second probe

2Trends were observed for (1) Place Hypothesis: F (1, 95) = 2.94, p = 0.09, and (2) the
interaction of Trial Block and Sex: F (7, 665) = 1.90, p = 0.07; (3) Sex × Place Hypothesis:
F (1, 95) = 1.15, p = 0.29; (4) all other terms: F < 1.
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trial is a more explicit test of this knowledge, as subjects perform the task being

aware that the target cannot be found and that they have to recall its position from

memory.

During both probe trials, half of the distal cues that were displayed during

all of Acquisition were removed for four of the five groups. The Control group

was predicted to outperform all other groups, because no cues were removed for

this group. It was expected that subjects who lost cues close to the target (Close

Corners and Close Walls) would perform worse than those who lost cues more distant

(Distant Corners and Distant Walls). For all measures, subjects who believed that

the target’s location was constant during Acquisition were predicted to outperform

subjects who believed otherwise. No sex differences were anticipated.

4.2.3 Search-Persistence Probe

Whether the hypothesis predicted performance during the first Probe trial was tested

with a 5 × 2 × 2 (Group × Sex × Place Hypothesis) ANOVA on the relative time

spent in the target quadrant (relTQT
). The analysis revealed a significant main

effect of Group [F (4, 95) = 3.97, MSE = 306.04, η2 = 0.17], and a significant main
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effect of Place Hypothesis [F (1, 95) = 12.56, p = 306.040.13]. As expected, the

groups that lost cues close to the target spent less time in the correct quadrant

than any other group, while the Control group outperformed all other groups (see

Fig. 4.4 on the preceding page. Post-Hoc tests (Scheffé), however, only detetected

significant differences between two groups; sujects in group Control and Distant

Walls each spent significantly more time in the target quadrant than group Close

Corners. Furthermore, subjects who suspected that the target’s position changed

during Acquisition performed close to chance level, while this was only the case for

subjects who believed otherwise in group Close Corners.

Multiple one-tailed t-tests compared relTQT
against Zero to determine whether

the actual time spent in the correct quadrant was significantly above chance perfor-

mance. In the absence of Sex differences, analysis was split up by the factors Group

and Place Hypothesis. The analysis revealed that subjects who believed that the

target’s position changed between Acquisition trials searched the correct quadrant

at chance level in all groups. Except for group Close Corners, this was not the case

for subjects who believed otherwise (see Table A.4 on page 215).

4.2.4 Location-Accuracy Probe

Subject were informed before this task that the target would be absent and that

it also was absent in the previous Probe trial. They were asked to recall the tar-

get’s position as precisely as possible. Data from twelve subjects was lost; seven

subjects managed to prematurely terminate the trial by accdentally pressing the

space bar before they finished moving to the targeted location. It was impossible

to conclusively determine the recalled target location of three subjects because the

experimenter failed to clearly “imprint” their final location. Finally, two subjects

did not understand the task instructions and searched the target as they did during

the first Probe trial. Despite the substantial data loss, the five groups still contained

between twenty and twenty-two subjects.

The recalled target locations are presented in Figure 4.5 on the following page. It

appears that subjects who suspected the target to change position during Acquisition
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did not prefer a specific quadrant and recalled its location about equally often in

each quadrant. Although the number of observations per group is rather small, a

trend can be observed for the Control group to be closer to the target’s correct

position than the other groups (see the plot of the average position on the left

side of Fig. 4.5 on the page before). A clear picture emerges for subjects who

believed that the target’s position was stable. First, subjects in the Control group

clearly outperformed all other groups, and recalled the target location exclusively

in the correct quadrant, and in close proximity to its actual position. Subjects in

group Close Corners appear to perform worse than any other group, while differnces

between the other groups seem to be marginal.

The accuracy of these observations was tested with separate analyses. First,

the frequency with which subjects recalled the target in the correct or or any other

quadrant was analyzed with Chi-square tests on a 2×2 (Group × Quadrant, Target

vs. Other) contingency table. For subjects who believed that the target did not

remain in the same location during Acquisition, no differences were observed (χ2 =

2.73, p = 0.60). This result was not found for subjects who believed the opposite

(χ2 = 9.13, p < 0.05). Compared to the other groups, preference for the target

quadrant was more pronounced in the Control and less pronounced in the Close

Corners group. The significant effect was also driven only by these two groups.

The error produced recalling the target location (∆T ) was analyzed with a 5×
2×2 (Group × Sex × Place Hypothesis) ANOVA. Significant main effects of Group

[F (4, 83) = 2.66, MSE = 8321.09, η2 = 0.13] and Place Hypothesis [F (1, 83) =

17.94, MSE = 8321.09, η2 = 0.22] were revealed. The remaining effects were

nonsignificant (for all, F < 1). As expected, subjects who believed in a constant

target position were better than subjects who believed the opposite. Post-hoc tests

(Scheffé) determined that the main effect of Group was carried by the difference

between the groups Control and Close Corners (see Fig. 4.6 on the following page).

The corresponding ANOVA for the target’s recalled distance to the arena wall

(∆D) did not find significant group differences (see Fig. 4.6 on the next page).

The significant main effect of Place Hypothesis was replicated [F (1, 83) = 7.09,
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MSE = 1667.99, η2 = 0.09], demonstrating that subjects who believed in a constant

target location outperformed subjects who suspected the target to change positions.

None of the other effects were significant (for all, F < 1).

Finally, the analysis of ∆T ′ detected no significant effects (for all, F < 1).

In all groups, subjects equally well recalled the target’s relative position within the

quadrant, when their performance was evaluated as if they recalled the target indeed

in the correct quadrant (see Fig. 4.6 on the preceding page).

4.2.5 Yes/No Recognition Test

The ability to identify objects that were presented as distal cues during the spatial

task was found to be rather poor. First, the probability to correctly recognize

objects as distal cues [p(Hit)] and the probability to falsely identify novel objects

as such [p(FA)] were analyzed. A 2× 5× 2× 2 (Response × Group × Sex × Place

Hypothesis) repeated-measueres ANOVA, with Response as the repeated factor, was

conducted. The differences between the groups were not significant [F (4, 95) = 1.14,

p = 0.34]. A significant main effect of Response was revealed [F (1, 95) = 123.82,

MSE = 0.03, η2 = 0.57], indicating that subjects were more likely to produce

Hits than False Alarms. The analysis detected a significant interaction of Group

and Sex [F (4, 95) = 2.75, MSE = 0.03, η2 = 0.10], which was further analyzed.

Contrasts revealed that this effect was driven by the performance difference for male

and female subjects in the Control group [F (1, 95) = 7.24, MSE = 0.03], in which

females produced more Hits [p(Hit) = 0.48] than males [p(Hit) = 0.30], while the

probability for False Alarms was the same [p(FA) = 0.12]. There were no a priori

hypotheses for this result, and it will therefore not be discussed. The ANOVA did

not reveal any other significant effects3.

The corresponding analysis of the time required to produce a Hit or a False Alarm

found a significant main effect of the repeated factor Response [F (1, 95) = 13.36,

MSE = 1820399.45, η2 = 0.12], indicating the usual speed-accuracy trade-off:

3(1) Response × Place Hypothesis: F (1, 95) = 1.71, p = 0.20; (2) Response × Sex: F (1, 95) =
2.69, p = 0.10; (3) all other terms: F < 1.
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response time for False Alarms (RTFA = 1507 ms) was shorter than for Hits (RTHit =

2318 ms). The analysis further detected significant interactions of Response and

Group [F (4, 95) = 2.50, MSE = 1820399.45, η2 = 0.10], and Respone, Group, and

Place Hypothesis [F (4, 95) = 3.64, MSE = 1820399.45, η2 = 0.13]. However, these

interactions were not further analyzed due to the lack of corresponding hypotheses.

Finally, recognition performance was analyzed in terms of the discrimination in-

dex Pr and the response bias index Br. A 5× 2× 2 (Group × Sex × Place Hypoth-

esis) ANOVA on Pr did not detect significant effects4. Multiple t-tests compared Pr

against Zero and determined that recognition performance was above chance level

in all Groups (see Table A.5 on page 217). The corresponding analysis for Br also

failed to detect significant effects5. A rather conservative bias index was observed

(Br = 0.21). Multiple t-tests confirmed that in all groups Br was significantly below

Br = 0.50, the value indicating neutral bias (see Table A.6 on page 217).

4.3 Discussion

The experiment asked whether subjects created a cognitive map in a computer-

analog of the Morris-Water Maze that was used by Hamilton & Sutherland (1999)

to test a central prediction of cognitive map theory regarding the mechanisms un-

derlying acquisition of spatial representations. The results indicate that such a

map does not control behavior in this paradigm. Rather, subjects predominantly

recruited taxon strategies to learn the platform location.

In all groups subjects successfully learned the platform location by the end of

Acquisition. The time required to find the target location improved by the same

amount in all groups, and this increase in performance constituted a significant

change for all groups. This training effect, however, was moderated by subjects’

realization that the target remained in the same location during Acquisition. Only

subjects who came to believe that the target’s location was predictable displayed a

4(1) Place Hypothesis: F (1, 95) = 1.71, p = 0.20; (2) Sex: F (1, 95) = 2.69, p = 0.10; (3) Group
× Place Hypothesis: F (4, 95) = 1.1, p = 0.36; (4) Group × Sex: F (4, 95) = 1.25, p = 0.30; (5) all
other terms: F < 1.

5(1) Group × Sex: F (4, 95) = 1.30, p = 0.28; (2) all other terms: F < 1.



116

significant performance improvement at the end of training. Interestingly, indepen-

dent of the place hypothesis, all subjects decreased the time to find the platform

by the same amount in the first eight trials, but further improvement depended

on the insight that the target’s location remained constant. Thus, reductions in

latency to find the platform in the first couple of trials may reflect learning of either

geometric relations between the target location and the walls of the circular arena

or the surrounding room (i.e., development of propositions such as “the target will

be close to one of the corners”) or simply improvement of motor skills necessary to

navigate the computer-generated environment efficiently with the arrow keys of the

keyboard. This finding might thus indicate a time-course underlying the acquisition

of certain types of spatial information, such that geometric knowledge is acquired

before distal and proximal landmarks are encoded (if their spatial characteristics

are acquired at all). Performance in the location-accuracy probe trial lends some

support for these speculations, as most subjects – independent of the entertained

place hypothesis – acquired some basic geometric information about the location of

the target: most subjects correctly recalled the target’s distance from the arena wall

and its approximate location within the quadrant (see 4.5 on page 110).

Despite the lack of differences in training performance, the probe trials clearly

revealed that subjects did not acquire a cognitive map of the environment during

the thirty-two acquisition trials. When half of the distal cues that were present

during training were removed from the spatial environment, the ability to search for

the target in the correct arena quadrant (Search Persistence Probe) was compro-

mised and the accuracy in recalling the target location (Location Accuracy Probe)

diminished. Subjects who lost cues cues in the corners close to the target were not

able to search for it in the correct area. They also produced the largest error when

asked to recall the target’s actual position. It thus appears that the distal cues in

the corners close to the target were predominantly recruited to encode the target’s

location.

Assumptions about the predictability of the target location separated those sub-

jects who learned the target’s position from those who did not. Subjects who did
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not believe that the target remained in the same place during acquisition also did

not display a preference for the target quadrant during the probe trial, and the

time they spent in the correct quadrant searching for the target was at chance level.

However, although these subjects did not acquire specific location information, they

acquired basic geometric knowledge about the general area in which a target was

likely to be found, as performance in the second probe trial demonstrates. When the

recalled target position was evaluated as if the target was indeed remembered in the

actual quadrant (see results for ∆T ′), subjects in all groups performed equally well.

It thus appears that knowledge about the cardinal coordinates (North, East, South,

West) is dissociated from the knowledge about the target’s precise position in the

area in which it is located. This information may be provided by room geometry,

in form of vectors based on distance and direction from walls and corners.

A significant sex difference was found in acquisition performance: Although

females significantly reduced the time needed to find the platform by about the same

amount as the males, the latter were generally faster than the former in finding it.

This finding is a replication of the result reported by Astur, Ortiz, & Sutherland

(1998), who also found that males in general were faster than females. Unlike these

authors, however, no such differences were obtained for performance in the probe

trials. Here both male and female subjects displayed the same preference – or lack

thereof – for the correct quadrant and their error in recalling the target location did

not differ. Thus, the results obtained in this experiment contrast with the words

of Astur et al. (1998), who said there is a “large and reliable sex difference” in

human spatial navigation of a computerized water maze. Rather, the present results

appear to imply that the difference between the sexes is mainly found in the speed

in which the target is found, but that the ability to improve spatial performance in

a navigational task and to acquire location knowledge is the same for both sexes.

As there are no data that might illuminate why males are faster, but not better,

than females, this finding will not be discussed any further.6

6However, it shall be mentioned that in this spatial paradigm, males were more likely than
females to believe that the target remained in the same position during acquisition (75% males
vs. 52% females). This might provide a possible explanation for the finding that males located
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Subjects thus only used a small subset of the available distal cues to encode

the target location, and it appeared that they did not relate the location of the

remaining cues with to that of the target or with the location of those distal cues

that were used for navigation – otherwise, removal of a subset of cues should not

have affected performance. It is unclear, which cues were used precisely, but the

results support the interpretation that distal cues in the corners close to the target

were more likely to be used than the other ones. However, precisely which cues were

used most likely varied between subjects. Indeed, the rather poor object recognition

scores suggest that only some of the available distal cues were sufficiently attended

to so that they could be correctly identified as part of the spatial environment. This

finding is quite surprising given the fact that all objects were presented for thirty-two

acquisition trials, but it provides rather strong evidence that subjects used taxon,

and not locale strategies for navigation.

Overall, the findings demonstrate that in the paradigm developed by Hamilton

& Sutherland (1999) subjects are more likely to recruit taxon than locale strategies.

Furthermore, about 38% of the subjects came to believe that the target position

cannot be predicted because they assumed that the target changed position between

trials. These subjects consequently did not acquire the target’s location. Those

subjects who did, apparently selected some cues close to the target and associated

them with the target’s location. This proved to be a successful strategy to reliably

relocate the target in subsequent trials.

In sum, the principal claim of Hamilton & Sutherland (1999), namely that novel

cues added to a spatial environment are not integrated into a cognitive map of the

environment, was mistaken. Their result reflects the fact that in their computer-

generated maze no such map was created in the first place. Instead taxon strategies

were recruited to navigate the spatial environment.

Rather than falsifying cognitive map theory, these results supply additional sup-

port by confirming the prediction that unconditional, automatic updating of the

the target faster than females. Males who believed in a constant target location performed much
better in terms of ∆L than males who believed otherwise (the two groups differ by 30 points). For
female subjects, the difference between these two groups of subjects is smaller (16 points).
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environment’s spatial representation only occurs in the locale system. When the

taxon system controls behavior, the phenomena that have been found in associative

learning, such as this blocking effect, or overshadowing, will be evident.

The interesting question now arises why subjects in this paradigm are more likely

to recruit taxon than locale strategies. Traditionally it would have been assumed

that the features of a Morris-Water Maze more or less automatically lead to the

creation of a cognitive map of the environment and thus the engagement of the

locale system. There are numerous experimental results in which this apparently is

the case, even in computerized versions of the water maze that are very similar to this

paradigm (e.g. Jacobs et al., 1997). What experimental parameters could account

for the different results obtained in these studies and by Hamilton & Sutherland

(1999), and now also here, when their environment was replicated? The role of

some of these parameters to moderate spatial strategy choice will be investigated in

the following experiments.
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Chapter 5

Experiment II

When only concrete objects serve as distal cues, no blocking effect is

observed

Cognitive maps are assumed to be a creation of the hippocampus proper (O’Keefe

& Nadel, 1978). Such representations require rather complex computations that in-

tegrate perceptions and their mutual spatial relations into a coherent representation

of space. Although the hippocampus receives input from all major sensory process-

ing areas (Felleman & Van Essen, 1991), these projections are unlikely to inform

the hippocampus about what is being processed, but rather signal that something

is being processed in a certain region (Morris, Moser, Riedel, Martin, Sandin, Day,

& O’Carroll, 2003).

The hippocampal map thus represents a model of the environment of varying

detail, depending on what sensory information was processed sufficiently enough to

result in lasting stimulus representations. In cognitive map theory, this limitation

is considered in detail in the discussion on exploratory behavior. In short, an object

will be incorporated as a distal cue of a cognitive map only if it was noticed and

explored. Otherwise, this aspect of the environment will not become part of the

corresponding spatial knowledge.

Sensory features of objects affect the extent to which they are processed and

stored, and, consequently, modulate the likelihood that they become part of a cog-

nitive map. Although this is a trivial assertion, traditionally it has been considered

sufficient to expose an animal to some random array of objects in order to exam-

ine spatial behavior as a function of the properties of specific representations that

presumably arise as a consequence of this exposure. It can be argued that an or-

ganism has the ability to create a representation for any environmental element it

can sense, such that basic cognitive processes (e.g, object recognition) are possible.
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If an object, however, is conceptually novel, in the sense that it cannot be ana-

lyzed as an instance of some established categorical (semantic) knowledge, more, or

more extensive encounters with the object might be necessary in order to create a

corresponding long-lasting internal representation, such that memory is possible.

This leads to an important question. If some of the objects in an environment

require fewer computations than others, and if they suffice to solve a given spatial

problem, will their “processability” affect whether the other objects will become

part of a representation of the environment, which is created in order to produce

the necessary spatial behavior?

Cognitive map theory does not specifically address this issue, as it is concerned

with spatial behavior in the real world and not in the artificial environment of most

research laboratories. In the real world, it can be safely assumed that an (adult)

organism will be confronted with arrays of objects that impose comparable compu-

tational requirements – at least there will be a sufficient amount of relatively “effort-

lessly” computable objects available such that the organism still can quickly create

a cognitive map that would allow unconstrained allocentric orientation. However, if

there are objects in the environment that require extensive encoding and subsequent

processing, and if they are functionally redundant to less complex objects, such that

successful spatial behavior is possible with only the latter, will the former become

part of a cognitive map of the environment?

Paivio’s dual-code model (Paivio, 1990) proposes that memory for visual objects

can be enhanced by referential encoding, such that encoding of a visual stimulus

leads to generation of an associated verbal representation (referential encoding is

also predicted for the opposite direction). It can be expected that nameability of

visual objects moderates the degree to which additional verbal representations are

generated, although it should be noted that the development of some verbal descrip-

tor is, of course, also possible for random scribbles. Attaching a verbal label to an

object affects subsequent recognition performance (Snodgrass, Wasser, Finkelstein,

& Goldberg, 1974), and the inability to do so has been discussed as one of the rea-

sons behind impaired object memory in aphasic patients (Glanzer & Clark, 1964).
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For example, when presented with visual objects that could be named without dif-

ficulty (drawings of everyday objects), aphasic patients performed at the level of

control subjects. However, when nameability of the objects was reduced, controls

outperformed the patients (Kelter, Cohen, Engel, List, & Strohner, 1977). A simi-

lar effect has been found in a more spatial task. The performance deficit of elderly

woman in a spatial rotation task was reduced when the abstract visual stimuli were

accompanied with verbal labels (Clarkson-Smith & Halpern, 1983).

The blocking effect reported by Hamilton & Sutherland (1999) may be a result

of the quality of the landmarks that were used in the computer-implementation of

the Morris task (see Fig. 4.1 on page 101 or Fig. C.24 on page 269) for pictures

of these objects and their arrangement in the maze). It is quite interesting to

analyze their experimental design in terms of these cues. The critical blocking

group was first trained with cue-set A for twenty trials, and then received cue-set

B for twelve more acquisition trials, after which place knowledge was tested with

only cue-set B present, and subjects were unable to locate the target under this

condition. Two of the four cues of set A depicted concrete objects (a Roman coin

and Roman columns, semantically close concepts), while the remaining two cues

were abstract paintings. Set B, however, consisted exclusively of abstract paintings.

Importantly, the cue-sets were not counterbalanced, such that a blocking group that

first received B and was later tested with A was not part of the experimental design.

One explanation of the blocking effect demonstrated in this study thus takes the

different “encodability” of the cues into account, such that cue-set B was unlikely to

be used for spatial navigation because these cues required too much computational

effort to create corresponding representations. Likelihood of acquisition of these

cues was further decreased by the circumstance that by the time these abstract

landmarks were introduced, spatial navigation had been trained with a cue-set that

contained the only two concrete, namable objects in the environment. These two

concrete cues both were in the best spatial position relative to the target – the two

concrete objects of cue-set A, they were next to and exactly opposite the target,

respectively, while the remaining two abstract cues of this set were positioned in the
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two most distant and odd-angled positions relative to the target possible.

The following experiment puts this alternative explanation of the blocking effect

reported by Hamilton & Sutherland (1999) to the test: Will blocking be observed

when both cue-sets consist entirely of concrete, nameable objects? If cue-quality

does not matter, then the blocking effect should replicate, such that spatial behavior

will be impaired when only the later added (blocked) objects are present in the

environment. However, if such a blocking effect is not observed, then acquisition of

spatial knowledge is – at least in a situation in which additional knowledge would

be redundant to existing knowledge – moderated by the computational “ease” with

which sensations can be transformed into long-lasting representations. The absence

of a blocking effect should be accompanied by an unimpaired ability to correctly

identify the objects that were presented in the environment.

Based on the results from Exp. I, it was further predicted (a) that subjects who

assumed that the target remained in the same location during Acquisition would

outperform subjects who believed otherwise, (b) that females would locate the target

slower than males, but (c) that males and females would both indistinguishably

improve their initial ability to locate the target during acquisition, and (d) that

males and females would not differ in their knowledge about the target’s position.

5.1 Methods

5.1.1 Participants

One-hundred-and-twenty undergraduate students from The University of Arizona

participated in this study and received course credit for their participation. Each

subject was randomly assigned to one of four groups. Thirty subjects were assigned

to each group.

The data of six subjects were excluded from the data-set. Data from three sub-

jects were lost as a consequence of computer malfunction. One subject had to be

excluded because it was later discovered that this person had received information

about the objective of the experiment beforehand. Another subject was excluded af-
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Figure 5.1: The relative arrangement of the distal cues and the target from a birds-
eye view. The dimensions and the positions of the distal cues are not to scale,
and the colors only appoximate the ones that were displayed. The textures and
patterns of the four walls, the arena wall, and the arena floor are not shown. The
pink lines show the demarcations of the quadrants and were never displayed to
the subjects. The intersections of these lines with the arena wall mark the four
possible starting positions (North, East, South, and West). The pink square in the
Northeast quadrant represents the target. See Section C.1.3 on page 258 for the
actual dimensions that were used as the parameters of the CG Arena software.
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ter participation because the experimenter detected and confirmed that this person

was under the influence of alcohol during participation. Finally, long-term antide-

pressant therapy (paroxetine) lead to the exclusion of another subject.

The 114 subjects that remained in the data-set were between 18 and 31 years

of age (M = 18.8, SD = 1.5), and 31 (27%) of them were male (see Table A.7 on

page 218 for a detailed demographic breakdown).

5.1.2 Computer-generated Morris-Water-Maze (CG Arena)

The CG Arena software was used to display a computer-adaptation of the Morris-

Water Maze as described in detail elsewhere (see Section 3.3 on page 77).

Two distal cues were displayed on each wall of the room that enclosed the circular

arena, where the target was hidden in the Northeast quadrant (see Fig. 5.1 on the

preceding page). One of the two cues on each wall was assigned to cue-set A, the

other to set B. If one was facing a wall, the cue on the left-hand side always belonged

to set A, while the one on the right was part of set B. This pattern, as well as the

actual position of the cues, exactly replicated the arrangement used by Hamilton &

Sutherland (1999).

Each cue-set consisted of four objects. Each object represented a line-drawing

of an everyday item. These drawings were taken from the catalog of 260 pictures

published by Snodgrass & Vanderwart (1980), which were, among other dimensions,

normed for visual complexity and familiarity. Each picture was an instance of a

different category. Cue-set A consisted of the items “guitar”, “sweater”, “car”,

“donkey”, and B of “brush”, “pot”, “book”, “ladder”. The pictures were arranged

to minimize perceptual and semantic similarity between adjacent distal cues.

5.1.3 Design

A standard blocking design was used to test whether concrete distal cues that are

added to an environment would be incorporated into an existing spatial representa-

tion thereof.
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Table 5.1: Experimental Design.

Acquisition Probe
Group Phase I (20 Trials) Phase II (12 Trials) SPP LAP

A-AB-B A

A+B

B B
B-AB-A B A A
AB-AB-B A + B B B
AB-AB-A A + B A A

Subjects in the two experimental groups (see Table 5.1) were first trained for

twenty trials to locate the target with one cue-set present. In the second phase of

Acquisition, another cue-set was added to the environment for twelve more trials.

In the two subsequent Probe trials, only the set added during the second phase was

displayed. Subjects in the corresponding two control groups were exposed to both

cue-sets throughout Acquisition, but were, as the experimental groups, tested with

only one of these two sets. The sequence of sets during the task was counterbalanced

to exclude possible list-specific learning effects.

5.1.4 Procedure

Subjects received instructions (see Section B.3 on page 240) that were modeled

after the instructions used by Hamilton & Sutherland (1999), and that, just as the

originals, lacked information (a) about useful strategies, (b) about the constancy of

the target location, (c) about the varying starting positions, (d) about the relation

between distal cues and target, and (e) about the number, nature, and sequence of

the experimental tasks.

All tasks were administered according to the procedures described in detail earlier

(see Section 3.3 on page 77). In short, subjects first participated in the spatial task,

in which they were trained to locate the hidden platform, and then tested in two

probe trials. Then subjects’ ability to recognize the distal cues that were presented

during the spatial task was assessed with an object-recognition task (4AFC). Finally,

subjects filled in two online-questionnaires that assessed spatial strategy use and
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drug prescription history.

The only difference between the groups was the cues that were presented during

the spatial task (see Table 5.1 on the preceding page).

5.2 Results

The Type-I error rate was set at α = 0.05 for all statistical analyses.

Analysis of the results was constrained by the fact that two of the factors – Sex

and Place Hypothesis – were not balanced for each group. The reasons for this are

mostly logistical, and thus present one of the methodological shortcomings of the

experiment. As a consequence, three-factorial interactions between Group, Sex, and

Place Hypothesis were not calculated because the number of observations in some

cells of the resulting matrix did not satisfy the axiomatic requirements of the applied

statistical methods. This constraint also limited the one-sample analyses that were

conducted on ∆L, relTQT
, ∆T , ∆D, and ∆T ′.

Subjects were about evenly split into those who came to believe that the target

remained in the same location during Acquisition and those who suspected that its

location was changing. However, males were more likely to believe that the target

location remained constant than females (see Table 5.2 on page 129). This differ-

ence was significant, as a Chi-Square Test on a two-way (Sex × Place Hypothesis)

contingency table determined (χ2 = 6.48, p < 0.05).

5.2.1 Acquisition

Acquisition performance of the groups was predicted to be the same. Furthermore,

subjects who believed that the target remained in the same location during acqui-

sition were expected to outperform subjects who believed otherwise. Finally, males

were assumed to locate the target faster than females.

These hypotheses were tested with a 8× 4× 2× 2 (Trial Block × Group × Sex

× Place Hypothesis) repeated measures ANOVA on latency, with Trial Block as

the repeated factor. A significant main effect of Group was not observed (F < 1).
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Figure 5.2: Acquisition performance. (A-C) Reduction of latency to find the target
over the eight blocks of trials is shown. These curves are accompanied by charts
that plot the extend of learning that was reached at the end of Acquisition in terms
of ∆L. (D) Interaction between Sex and Place Hypothesis for Latency and ∆L.
Error bars: ±1 Standard Error.
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Table 5.2: Distribution of subjects who assumed that the target was in a constant
place during acquisition or in different locations. The left table displays this distri-
bution across the groups, while the table on the right lists the overall distribution
for male and female subjects.

Place Hypothesis Place Hypothesis
Group Changing Constant Total Sex Changing Constant Total
A-AB-B 14 (48%) 15 (52%) 29 Female 49 (59%) 34 (41%) 83
AB-AB-B 15 (54%) 13 (46%) 28 Male 10 (32%) 21 (68%) 31
B-AB-A 16 (55%) 13 (45%) 29
AB-AB-A 14 (50%) 14 (50%) 28
Overall 59 (52%) 55 (48%) 114 Overall 59 (52%) 55 (48%) 114

As predicted (see Fig. 5.2 on the preceding page, A-C), significant main effects of

Trial Block [F (7, 686) = 15.84, MSE = 99.79, η2 = 0.16], Sex [F (1, 98) = 6.08,

MSE = 619.97, η2 = 0.06], and Place Hypothesis [F (1, 98) = 14.32, MSE =

619.97, η2 = 0.15], were detected. The analysis revealed a significant interaction

between Sex and Place Hypothesis [F (3, 98) = 4.52, MSE = 619.97, η2 = 0.05].

The other interaction terms did not reach significance.1 The significant interaction

(see Fig. 5.2 on the page before, D) was further analyzed. In line with the main effect

of Place Hypothesis, males who believed in a constant target location were found to

be faster than males who believed otherwise [F (1, 98) = 11.14, MSE = 619.97], but

only a corresponding trend was observed for the female subjects [F (1, 98) = 3.18,

p = 0.08]. Females who believed in changing target locations performed at the same

level as males who held the same assumption (F < 1), but males who believed in a

constant target location outperformed their female counterparts [F (1, 98) = 15.78,

MSE = 619.97].

The extent of learning at the end of Acquisition in terms of ∆L was analyzed

with a 4 × 2 × 2 (Group × Sex × Place Hypothesis) ANOVA (see Fig. 5.2 on the

preceding page, A-D). None of the main effects reached the level of significance (for

1For all interactions F < 1, except for (1) Trial Block × Sex: F (7, 686) = 1.12, p = 0.35, and
(2) Trial Block × Group × Sex: F (21, 686) = 1.14, p = 0.30.
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all effects, F < 1), and the same result was obtained for all interaction terms2.

Whether the change in performance measured by ∆L constituted significant

learning was tested by one-tailed t-tests that compared ∆L against the predeter-

mined meaningful performance improvement of 20% (i.e., ∆L significantly higher

than 20% was considered as indicative of learning, see Section 3.3.1.1.1 on page 87).

The analysis was split up by Group and Place Hypothesis because it was predicted

that subjects who believed in a constant target location would improve their perfor-

mance during acquisition in all four groups. This prediction was confirmed. Subjects

who suspected the target to be at the same place significantly reduced the time re-

quired to find it in all groups. This was only the case in group AB-AB-A for subjects

who believed otherwise (see Table A.8 on page 219).

5.2.2 Probe Trials

Performance in the two Probe trials in which only the later added cue-set was

displayed showed whether the first set blocked Acquisition of the second one. If

blocking occurred, then subjects in the two groups A-AB-B and B-AB-A (a) should

search the target quadrant less often, and (b) should make a larger error recalling the

target’s location than the two corresponding control groups AB-AB-B and AB-AB-

A, respectively. Subjects who assumed that the target remained in the same location

during Acquisition were expected to outperform subjects who believed otherwise in

both Probe trials. Although there were no a priori hypotheses about sex differences,

the influence of this factor was considered in all statistical analyses for exploratory

reasons.

5.2.2.1 Search-Persistence Probe

Whether subjects spent most of their time searching for the target in the correct

quadrant was assessed in the first Probe trial. A 4 × 2 × 2 (Group × Sex × Place

Hypothesis) ANOVA on relTQT
detected neither group nor sex differences in the

2(1) Group × Sex, and (2) Group × Place Hypothesis: F < 1; (3) Sex × Place Hypothesis:
F (1, 98) = 2.84, p = 0.10
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tence Probe trial (see Fig. A.2 on page 219 for the time subjects spent in each
quadrant). Data show performance for each group separately for subjects who be-
lieved in constant and those who assumed changing target locations. t-tests revealed
that performance was significantly different from chance in all groups for the former
subjects. Performance for those who believed that the target location was chang-
ing during Acquisition was only above chance in group A-AB-B (see Table A.9 on
page 220). Error bars: ±1 Standard Error.

.

preference for the target quadrant (for both, F < 1), but revealed the expected

main effect of Place Hypothesis (see Fig. 5.3). Subjects who did not believe in a

constant target location searched the target quadrant significantly less than subjects

who believed otherwise [F (1, 98) = 25.89, MSE = 252.66, η2 = 0.26].

The extent to which the target quadrant preference was significantly different

from chance was analyzed with multiple t-tests that compared relTQT
against Zero.

In the absence of sex differences, relTQT
was analyzed separately for each group for

those subjects who believed in constant and for those who believed in changing target

locations. This analysis demonstrated that subjects who believed in a constant

target location searched the target quadrant significantly longer than would have

been predicted by chance in all four groups. This was, with one exception (group

A-AB-B), not the case for subjects who believed in changing target locations (see

Table A.9 on page 220).
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5.2.2.2 Location-Accuracy Probe

Subjects were asked to recall the target position as precisely as possible during this

Probe trial. The three performance indices (∆T , ∆D, and ∆T ′) were analyzed in-

dependently. Data from several subjects (eleven) was unavailable for these analyses.

Some (four) accidentally terminated the trial prematurely, others (two) clearly did

not understand the task instructions, as they searched for the target just as they

did in the previous Probe trial, and for some subjects (five) data were obtained that

did not permit unambiguous determination of their recall of the target’s location.

Despite this data loss, the final one-hundred-and-three observations that entered

the following analyses were evenly distributed among the groups (one group had

one more subject than the other three).

Figure 5.4 on the next page visualizes performance during this Probe trial, sepa-

rately for subjects who believed that the target remained in the same position during

Acquisition and for those who suspected that the target’s location kept changing. It

appeared that these assumptions were related to performance. The recalled target

locations of the subjects who suspected that its position varied between Acquisition

trials were almost evenly distributed over the four quadrants, while the recalled

locations of subjects who assumed the opposite clustered in close proximity to the

target’s actual location. It was also apparent that, irrespective of the place hy-

pothesis, only a very small fraction of subjects underestimated the target’s distance

from the arena wall. Most importantly, the groups appeared not to differ in their

performance.

These observations were confirmed by separate statistical analyses on ∆T , ∆D,

and ∆T ′ (see also the chart in the lower right corner of Fig. 5.4 on the following

page).

A 4× 2× 2 (Group × Sex × Place Hypothesis) ANOVA on ∆T did not reveal

group differences in the accuracy by which the target position was recalled (F < 1),

and males and females also did not differ significantly from each other [F (1, 87) =

1.50, p = 0.22]. The analysis did detect the predicted significant main effect of Place
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Hypothesis [F (1, 87) = 13.84, MSE = 6206.59, η2 = 0.16]. Subjects who believed

in a constant target location were better at recalling the target’s actual position

than subjects who believed otherwise. None of the interactions were significant3.

The same analysis performed on ∆D also failed to detect significant group dif-

ferences [F (3, 87) = 2.10, p = 0.11] for the recalled distance of the target to the

arena wall. A main effect of Place Hypothesis was absent (F < 1). In con-

trast to the previous analysis, a significant main effect of Sex [F (1, 87) = 4.02,

MSE = 2097.30, η2 = 0.05], as well as a significant interaction between Group and

Sex [F (3, 98) = 3.73, MSE = 2097.30, η2 = 0.13] was revealed. Overall, female

subjects made a larger error than males, but this effect was rather small (males

outperformed females by 15 pixels). The complex interaction between Group and

Sex, which explained more of the variance in the measure than the main effect of

Sex, was further analyzed (see Fig. 5.5 on the next page). There were no a priori

hypotheses regarding this interaction. The following comparisons are therefore of

rather exploratory character. It was detected that in group B-AB-A males out-

performed females [F (1, 87) = 6.03, MSE = 2097.30]. This effect was absent in

the corresponding control group AB-AB-A, although a weak trend was observed

[F (1, 87) = 2.63, p = 0.11]. For the other two groups, almost the opposite effect

was observed – there was no sex difference for group A-AB-B (F < 1), but a trend

was observed for the control group AB-AB-B [F (1, 87) = 3.01, p = 0.09]. The data

pattern suggested that better performance for this measure was mainly observed for

male subjects who were tested on cue-set A.

Finally, a 4×2×2 (Group × Sex × Place Hypothesis) ANOVA was conducted on

∆T ′. The main effect of Place Hypothesis was not significant (F < 1), but a main

effect of Group [F (3, 87) = 3.12, MSE = 1323.01, η2 = 0.11] and Sex [F (1, 87) =

7.02, MSE = 1323.01, η2 = 0.08] was detected. The differences between the groups,

however, were rather minute (largest difference was 11 pixels), and post-hoc Scheffé

tests did not find a single significant group difference. The main effect of Sex was also

3(1) Group × Sex: F (3, 87) = 1.40, p = 0.25; (2) Group × Place Hypothesis: F (3, 87) = 1.80,
p = 0.15; (3) Sex × Place Hypothesis: F < 1
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rather moderate (males outperformed females by only 16 pixels). As in the previous

analysis, a significant interaction between Sex and Group was observed [F (3, 87) =

4.45, MSE = 1323.01, η2 = 0.15], and this effect explained most of the dependent

measure’s variance. As in the previous analysis, the data pattern (see Fig. 5.5 on

the preceding page) suggested that the interaction was driven by the performance

advantage for males who were tested on cue-set A, which was confirmed by analysis

of the interaction. Males in group B-AB-A were better at recalling the target’s room-

geometry related location than female subjects [F (1, 87) = 10.32, MSE = 1323.01].

This was not the case for the corresponding control group [F (1, 87) = 2.90, p = 0.09].

5.2.3 4AFC Recognition Test

Subjects in all groups were predicted to recognize the objects that were presented

as distal cues equally well. Furthermore, it was expected that object recognition

scores would be high because only concrete concepts were used as distal cues.

First, the probabilities to correctly identify objects on the perceptual or con-

ceptual level was analyzed. A response was scored as correct when either (a) the

picture that was presented during the spatial task or (b) the perceptually different,

but conceptually identical version thereof was chosen. Subjects thus had a 2 in 4

(50%) chance for a correct response by simply guessing. The data indicate a ceiling

effect – hit probability was at least 95% in each group (see C in Fig. 5.6 on page 138).

As expected, recognition probability was significantly different from chance, which

was determined by t-tests that compared the scores against 50 (see Table A.10 on

page 220).

A 4 × 2 × 2 (Group × Sex × Place Hypothesis) ANOVA on the time required

making a correct response (reaction time, RT) revealed no significant main effects

or interactions. On average, it took subjects 6072 milliseconds to make a correct re-

sponse (SDRT = 2227). Additionally, the RT for correct vs. incorrect responses was

analyzed. Due to the high level of accuracy, the number of observations was too low

for some groups to allow statistical analysis of the influence of group membership.

Therefore, a 2 × 2 × 2 (Response × Sex × Place Hypothesis) repeated measures
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ANOVA was performed on RT, with Response serving as the repeated factor. A

significant main effect of Sex [F (1, 19) = 12.50, MSE = 17363923.29, η2 = 0.40]

and Response [F (1, 19) = 16.20, MSE = 10828125.03, η2 = 0.46] was revealed (see

Fig. 5.6 on the next page). Overall, females responded 4671 milliseconds faster than

male subjects, and subjects were 3897 milliseconds faster when making a correct in-

stead of an incorrect response. A significant trend was observed for the interaction

between Response and Sex [F (1, 19) = 3.59, p = 0.07]. It appeared that males took

nearly double the time as female subject for incorrect responses (45% difference),

while the sex difference for correct responses was smaller (36%). No other effect was

significant (for all, F < 1).

Despite the obvious ceiling effect, the perceptual error probability (that is, the

extent to which exclusive conceptual encoding accounts for the recognition score,

see also Equation 3.13 on page 96) was analyzed for exploratory reasons. A 4×2×2

(Group× Sex× Place Hypothesis) ANOVA detected no main effect of group (F < 1)

or Place Hypothesis [F (1, 98) = 2.97, p = 0.09], but the main effect of Sex was

almost significant [F (1, 98) = 3.94, p = 0.05]. The significant interaction between

Sex and Place Hypothesis [F (1, 98) = 8.74, MSE = 0.01, η2 = 0.46] was further

analyzed (see Fig. 5.6 on the next page). Males who believed in a constant target

location were more likely to choose the conceptually identical but perceptually novel

object than (a) males who believed otherwise [F (1, 98) = 6.98, MSE = 0.94], and

(b) females who believed the same [F (1, 98) = 18.28, MSE = 0.94].

The response time for conceptual hits and perceptual errors was analyzed in a

2× 4× 2 (Response × Group × Place Hypothesis) repeated-measures ANOVA on

RT, with Response as the repeated factor. The reduced number of observations (due

to the small number of subjects who produced perceptual errors) did not permit the

inclusion of the factor Sex in this analysis. The main effect of Response [F (1, 52) =

30.43, MSE = 10439819.32, η2 = 0.37] indicated that subjects were significantly

faster for perceptually than for conceptually correct choices (see Fig. 5.6 on the

following page). A significant main effect of Group on RT was detected [F (3, 52) =

4.27, MSE = 13869852.26, η2 = 0.25]. Subjects in group A-AB-B responded faster
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than subjects in the other groups, but post-hoc tests could only confirm a significant

difference between this group and AB-AB-A. Lastly, subjects who believed in a

constant target location responded slower than subjects who believed otherwise

[F (1, 52) = 4.24, MSE = 13869852.26, η2 = 0.10]. No interaction reached the level

of significance.4

The results from Exp. I indicate that distal cues in corners close to the target

location are more likely to be used for navigation than the corresponding distal cues.

Consequently, the former cues might be better encoded than the latter. The ceil-

ing effect did not permit analysis of recognition accuracy in terms of item location,

but some insight might be gained by an analysis of RT. A 2 × 3 × 2 (Cue Loca-

tion × Group × Place Hypothesis) repeated-measures ANOVA on response time

(irrespective of accuracy) detected a significant effect of Group [F (3, 106) = 4.63,

MSE = 9715572.82, η2 = 0.12]. Subjects in group A-AB-B tended to respond

faster than subjects in the other groups; this numerical difference, however, was

only significant when A-AB-B was compared with AB-AB-A or AB-AB-B (Scheffé).

The ANOVA revealed a significant effect of Cue Location [F (1, 106) = 23.81,

MSE = 5018496.99, η2 = 0.18]. Subjects were 1459 milliseconds faster to re-

spond to cues in corners close to the target than to cues in the corresponding dis-

tant corners. A trend was observed for the main effect of Place Hypothesis on RT

[F (1, 106) = 3.45, p = 0.07]. The interactions were not significant.5

5.3 Discussion

The results of the experiment demonstrate that an existing representation of a spa-

tial environment was updated when the environment was changed. This finding

confirms a central prediction of cognitive map theory.

4(1) Group × Place Hypothesis: F < 1; (2) Response × Group: F (3, 52) = 2.12, p = 0.11;
(3) Response × Place Hypothesis: F (1, 52) = 1.25, p = 0.27; (4) Response × Group × Place
Hypothesis: F < 1.

5(1) Group × Place Hypothesis: F (3, 106) = 1.53, p = 0.21; (2) Cue Location × Group:
F (3, 106) = 1.30, p = 0.28; (3) Cue Location × Place Hypothesis: F < 1; (4) Cue Location ×
Group ×: Place Hypothesis: F < 1.



140

Subjects were first trained to locate a platform in the computer-implementation

of a Morris-Water Maze for twenty trials. During this time, only one set of distal

cues was present in the environment. Then, a second set of cues was added for the

remaining twelve trials of the learning phase. Finally, subjects’ ability to locate the

target platform was tested. During these tests, only the later added distal cues were

displayed. Subjects in the control groups were trained with both sets of cues for

the entire thirty-two acquisition trials, but, just as the blocking groups, tested with

only one cue set.

5.3.1 Principal Findings

In all groups subjects significantly reduced their time to find the target location

during Acquisition. There were no group differences for the magnitude of this per-

formance improvement (see Fig. 5.2 on page 128, A). At the end of the training

phase, all groups had equally well learned to reliably locate the target.

Behavior in the two probe trials, during which the target was removed and only

the later added distal cues were available, provides clear evidence for the conclusion

that these cues were incorporated into a spatial representation of the environment.

In the first probe trial, during which subjects were not aware that the target was

removed from the maze, the control and blocking groups searched the target quad-

rant to the same extent, and the time spent in this area was significantly different

from chance in all groups (see Fig. 5.3 on page 131). In the second probe trial, in

which subjects were asked to recall the target’s location as precisely as possible, per-

formance of control and blocking groups was also indistinguishable (see Fig. 5.4 on

page 133). Thus, irrespective of their informational redundancy regarding target

location, the additional distal cues attained control of spatial navigation during ac-

quisition. The fact that there was no difference between the control and blocking

groups rules out explanations of this effect based on the argument that the ini-

tially present distal cues were, for some reason, never acquired and that therefore

the blocking groups learned to locate the target with the later added, second set

of cues. If that was the case, then at least one control group should be impaired.
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However, this result was not obtained.

Performance in the object-recognition test demonstrated that subjects in all

groups could identify the distal cues at very high accuracy (at least 95%) among

similar lures. A strong reaction time difference emerged for correct and incorrect

responses, although this finding rests on a small number of observations due to the

overall high level of accuracy. Correct responses were made nearly four seconds

faster than incorrect ones. Thus, a typical trade-off in accuracy for faster responses

was not detected; rather the opposite was the case.

Recognition accuracy was not moderated by the distal cue’s location in the

spatial environment. Objects in the corners distal to the target were as likely to be

recognized as objects close to it, despite the fact that subjects responded faster to

the closer ones. The reaction time difference is interesting in light of the findings

from Exp. I, in which an advantage emerged for cues in corners close to the target

to be recruited for spatial navigation. The fact that in all four groups of the present

experiment response times were faster for close than for distant cues provides further

support for the notion that a cue’s location might moderate its impact on spatial

navigation. To some extent, such an interpretation is in conflict with assumptions of

cognitive map theory, which would predict that in a cognitive map no single cue is

more important for navigation than any other. Another, possibly more parsimonious

explanation for the reaction time advantage for closer cues is that subjects were

longer and more often exposed to them during acquisition because they were usually

displayed on the computer monitor when the target location was approached. As a

consequence, the memory representations of the close cues might be more accessible

than the representations of the distant ones. Longer reaction times for the latter

would be the result, which was obtained in this test. Unlike its alternative, this

interpretation is compatible with assumptions of cognitive map theory.

5.3.2 Impact of Place Hypothesis

As in Exp. I, spatial performance during Acquisition and the Probe trials was pre-

dicted by subjects’ self-generated hypotheses about the predictability of the target
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location. This factor beautifully separated spatial learners from those who failed

to acquire such knowledge (for illustration see, for example, Fig 5.4 on page 133).

Thus, it appears that by simply asking subjects whether they believed that the tar-

get remained in the same location during Acquisition, a very powerful predictor of

spatial performance can be effectively obtained.

The subjects, who were not informed beforehand whether the target would re-

main in the same place during Acquisition, were in a similar position as their rodent

counterpart in the Morris-Water maze. Just as the rat, the human subject has to

discover the task characteristics and demands by trial and error. For reasons to

be determined, given the same situation, some subjects developed and apparently

believed the assumption that the target changed positions between Acquisition tri-

als. This indicates that they did not spatially relate the target’s location to the

distal cues surrounding it. Despite the apparent failure to notice the constant re-

lation between target and distal cues, recognition performance was not impaired in

these individuals. Thus, even subjects who believed that the target position was

unpredictable noticed and encoded the distal cues of the environment to a level that

later permitted highly accurate recognition. Why these subjects failed to notice

that the distal cues predicted the target location remains a question that future

research might address. Anecdotal evidence from informal interviews with the sub-

jects during debriefing suggests that most of them quite early in the task formed

a hypothesis about the starting position. Some assumed that they would always

begin each trial at the same place but that the distal cues were changing, others as-

sumed the opposite. Both assumptions are equally plausible during the early stages

of Acquisition. Humans have the tendency to attempt to confirm rather than falsify

beliefs (“confirmation bias”, see, e.g., Klayman & Ha, 1987), so it is not surprising

that even in light of the constant relation between the target and the distal cues in

all thirty-two acquisition trials about half the subjects came to the final conclusion

that the location of the target was rather unpredictable during Acquisition.
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5.3.3 Sex Differences

The results of this experiment provide further evidence that males and females can

differ in their spatial behavior. Again it was found that males locate the target

consistently faster than female subjects. Despite this advantage, males and females

improved their performance at the end of acquisition by the same amount. Thus, the

male superiority is of quantitative, rather than qualitative nature. This conclusion

is supported by the fact that females performed as well as males during the Probe

trials. Thus, although males indeed were faster than females, both sexes achieved

the same level of spatial knowledge and navigational aptitude, as their knowledge

of the target location was of comparable accuracy.

Apparently, the higher speed at which male subjects navigated the spatial envi-

ronment came at a cost. It appeared that males did not pay as much attention to

the details of the distal cues than females, as they made more perceptual errors in

the object-recognition test. Thus, males encoded the conceptual features of the cues

(i.e, what object was referenced), but they did not encode the perceptual details as

precisely as the female subjects. Convergent evidence for this interpretation is sup-

plied by two other results. First, males took almost double the time for incorrect

responses, and they were about 35% slower than females for correct responses. This

could indicate that recognition decisions in males are based on a higher degree of

uncertainty. Second, males who believed in constant target locations were more

likely to falsely recognize the conceptually identical but perceptually novel objects

than females who held the same assumption.

Performance in the second probe trial, in which subjects were asked to recall

the target location, sheds some light on the possible underpinnings of male and

female spatial behavior in this paradigm. Males were better than females (a) at

recalling the target’s distance from the arena wall (∆D) and (b) at recalling the

target’s relative position within a quadrant, independent of whether the quadrant

is the correct one (∆T ′). However, a sex difference was absent for the distance

between the recalled and the target’s actual position (∆T ). Thus, when allocentric
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relations are considered, males and females performed at the same level. When only

the geometric features are considered, males were better than females. In other

words, males apparently have a higher tendency than females to process the purely

geometric features of the space, while females are more likely than males to process

the relation between the target and the distal cues.

Taken together, object-recognition performance and the results from the second

probe trial suggest that males have some taxon, advantage over females, which might

also explain why of those subjects who assumed that the target changed locations,

only males significantly improved the speed with which they were able to locate the

target during acquisition (∆L).

5.3.4 Conclusions

The absence of blocking found in the current experiment was predicted by cogni-

tive map theory, but is in conflict with alternative accounts of spatial learning that

are based on stimulus-response theories, such as Pavlovian or operant condition-

ing. These learning models would have anticipated that successful acquisition of

an association between distal cues and a target location would have blocked sub-

sequent acquisition of redundant associations between additional distal cues that

are presented alongside the earlier ones, which are already in control of behavior.

The possible argument that blocking was absent in this experiment because an as-

sociation between the first set of cues and the target location was not established

by the time the second set of cues was added to the environment appears to be

misplaced because subjects did not significantly further increase the speed by which

they reached the target location after the second set was introduced to the maze

(see Fig. 5.2 on page 128, A).

The current study presents a failure to replicate the pattern of results reported

by Hamilton & Sutherland (1999), who found a blocking effect in a highly simi-

lar (with respect to task parameters and instructions) computer-adaptation of the

Morris task. The only apparent difference between the two experiments is the na-

ture of the distal cues displayed in the environment. While Hamilton & Sutherland
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used an unbalanced mixture of abstract and concrete pictures as distal cues (two

cues depicted concrete objects), drawings of readily namable everyday objects were

exclusively presented in the spatial environment of the current experiment.

Why do abstract, but not concrete, distal cues cause blocking? One possible

reason might be the complexity of the cognitive encoding processes required to create

stable memory representations of objects that cannot be identified as instances of

an existing semantic or perceptual category. While it is certainly possible to develop

a verbal label for abstract paintings, it will require more elaborate processing than

encoding of a familiar and concrete object. If subjects have the choice to either use

concrete or abstract objects for navigation, they might preferentially employ those

objects that require less computational effort. This choice might not be based on

conscious evaluative processes.

Cognitive map theory predicts that only those cues that are explored will become

part of a spatial representation. Exploration is assumed to be triggered by novelty.

However, novelty must be noticed first. In terms of cognitive map theory, the

ability of a stimulus to attract attention is its noticeability, that is, “the degree

to which a stimulus excites the nervous system and elicits a variety of reflexes

including the orienting reflex or directed attention” (O’Keefe & Nadel, 1978, p.

242). One could speculate that noticeability depends on recognition, and thus on

some form of long-term knowledge that allows object identification. If an object

has not been encountered before, such as the abstract paintings used as cues in the

study by Hamilton & Sutherland, it might thus not be noticed, and, consequently

not explored. And objects that are not explored are not expected to become part

of a cognitive map.

The results from the object recognition test of this experiment and Exp. I lend

some support to these arguments. Object recognition performance was at ceiling

for all groups in the current experiment. Performance was thus much higher than

recognition performance in Exp. I, in which the same distal cues as in the study

by Hamilton & Sutherland were used. It thus appears that these cues were indeed

less likely to be encoded and represented. Performance differences in these two
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recognition tests, however, should be cautiously interpreted because of the dissimilar

task requirements. While object recognition in Exp. I was assessed with a yes/no

test, a four-alternative forced-choice paradigm was used in the current experiment.

In the latter procedure, the correct stimulus was always presented together with

lures and, by comparison, subjects might have, in case of uncertainty, chosen the

more familiar stimulus. This strategy is not possible in a yes/no recognition test,

which thus exposes the subject to a harder test regiment.

That the incorporation of later presented additional cues into a cognitive map

of the environment was exclusively moderated by the fact that they represented

concrete rather than abstract objects cannot with certainty be concluded from the

present results. The possibility exists that the absence of blocking in the present

experiment was due to unspecific task differences between this paradigm and the

one used by Hamilton & Sutherland, in which such a blocking effect was obtained.

The following experiment, will address the issue whether indeed concreteness of the

cues caused the absence of blocking reported here.
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Chapter 6

Experiment III

Blocking is observed only for added abstract but not for added concrete

distal cues

The previous experiment (Exp. II) demonstrated that an existing spatial represen-

tation was updated to include distal cues added to the represented space. This lack

of blocking was expected within the framework of cognitive map theory, but stands

in conflict with a study that demonstrated such an effect in a very similar task.

One difference between Exp. II and the study in which such a blocking effect

was first reported for this paradigm (Hamilton & Sutherland, 1999) involves the

distal cues in the environment. While only concrete, everyday objects were used

as distal cues in Exp. II, 75% of the cues in the latter were abstract paintings.

The results from Exp. I indicate that under these conditions, taxon rather than

locale strategies appear to be recruited during task performance. Cognitive map

theory predicts that the learning mechanisms activated by the taxon system are

fundamentally different from the processes engaged by the locale system. As a

consequence, certain effects, such as blocking, are expected when the taxon system

controls behavior. When, however, the locale system is active, the opposite, i.e., the

absence of such phenomena, should occur.

Based on the results from Exp. I and II, it is thus plausible to conclude that the

type of distal cue present in or added to an environment can influence which spatial

system is activated. More precisley, abstract distal cues appear to be more likely

than concrete ones to initiate taxon instead of locale processing and vice versa, as

the lack of blocking for concrete cues (Exp. II) and the absence of a cognitive map

for an environment with predominantly abstract cues (Exp. I) suggests.

This intepretation was tested in the following experiment. The presence or ab-

sence of blocking was utilized as an indicator of which spatial system was activated
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when either abstract or concrete cues were introduced into the spatial environment.

A spatial impairment (i.e. blocking) was predicted when spatial knowledge was

tested with abstract cues added after initial acquisition. The opposite (i.e. absence

of blocking) was predicted for concrete cues. These performance differences should

emerge after successful learning of the target location during training.

In addition to these main hypotheses, results from the previous studies permitted

the predictions (a) that subjects who suspected the target’s position to vary between

acquisition trials would perform worse than subjects who believed the opposite, (b)

that females would be slower than males finding the target during acquisition but

(c) that both sexes would similarily improve initial performance, and would (d)

demonstrate the same knowledge about the target’s location at the end of training.

Finally, it was predicted (e) that subjects would be better at identify the concrete

than the abstract objects that were presented during the spatial task.

An independent pilot study (see Section A.4 on page 221) determined that sub-

jects were able to use the abstract distal cues employed in this experiment to encode

the target location. This result ensured that specific deficits obtained in the follow-

ing study could be attributed to different spatial processing within the taxon and

locale system, respectively, and not to general spatial processing limitations inherent

to the abstract distal cues.

6.1 Methods

6.1.1 Participants

One-hundred-and-five undergraduate students were recruited as participants from

the Subject Pool of the Psychology Department at The University of Arizona. Sub-

jects received course credit for participation. Thirty-five subjects were randomly

assigned to each of the three groups.

Four subjects were excluded prior to analysis. One subject chose not to provide

information regarding his drug prescription history, which gave rise to the suspicion

that he indeed was under some medication that might have influenced task behavior.
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Figure 6.1: The relative arrangement of the distal cues and the target from a birds-
eye view. The dimensions and the positions of the distal cues (A=abstract cue
set, C=concrete cue set) are not to scale, and the colors only appoximate the ones
that were displayed. The textures and patterns of the four walls, the arena wall,
and the arena floor are not shown. The pink lines show the demarcations of the
quadrants and were never displayed to the subjects. The intersections of these
lines with the arena wall mark the four possible starting positions (North, East,
South, and West). The pink square in the Northeast quadrant represents the target.
See Section C.1.3 on page 258 for the actual dimensions that were used as the
parameters of the CG Arena software. The Chinese pictographs are the symbols
for “Lamp” (North), “Star” (East), “Oven” (South), “Desk” (West) (pronounced
“deng”, “xing”, “lu”, and “zhuo”)
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One subject took triamcinolone (Azmacort) as long-term asthma treatment. Data of

two subjects were lost because their original data files were accidentally overwritten.

The 101 subjects that remained in the data-set were between 18 and 46 years of

age (M = 19.4, SD = 3.0), and 56 (56%) of them were female (see Table A.14 on

page 230 for a detailed demographic breakdown).

6.1.2 Computer-generated Morris-Water-Maze (CG Arena)

The computer-generated adaptation of the Morris-Water Maze was presented by

the CG Arena software (see Section 3.3 on page 77). The dimensions, colors, and

textures of the maze were identical to Exp. II.

The target was located in the North-East quadrant of the circular arena. Two ob-

jects were displayed on each wall of the room surrounding the arena (see Fig. 6.1 on

the page before). Facing a wall, on the right a line drawing of an everyday object

was displayed. These concrete objects were taken from the normed set of pictures

that was also used in Exp. II (Snodgrass & Vanderwart, 1980). The distal cue on

the left showed a Chinese character referring to an everyday object (pictograph).

However, for subjects without knowledge of Chinese, these pictographs represented

abstract visual objects. During debriefing at the end of the experiment no subject

was found to be capable of correctly translating the Chinese pictographs into En-

glish, which demonstrated that these cues indeed represented abstract objects for

the subjects that particpated in the study.

6.1.3 Design

Three groups were used to test the hypothesis that a blocking effect would be ob-

tained for added abstract, but not added concrete cues (see Table 6.1 on the following

page).

Subjects in the A-AC-C group learned to locate the target during the first twenty

acquisition trials with only the Abstract cues present in the maze. Then, the Con-

crete cues were added for the remaining 12 trials. During the two subsequent Probe
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Table 6.1: Experimental Design.

Acquisition Probe
Group Phase I (20 Trials) Phase II (12 Trials) SPP LAP

A-AC-C A

A+C

C C
C-AC-A C A A
AC-AC-AC A + C A + C A + C

trials, only the later added Concrete cues were available.

In the C-AC-A group, subjects experienced the complementary sequence. They

were first exposed to the Concrete cues, to which the Abstract cues were added. In

the Probe trials, only the Abstract cues were displayed.

Subjects in the control group AC-AC-AC were exposed to both sets of cues

during all of Acquisition and the two Probe trials.

6.1.4 Procedure

The instructions (see Section B.3 on page 240), tasks, and the sequence in which

they were administered were identical to Exp. II. Subjects first participated in the

spatial task, then an object recognition test (4AFC) was administered. Finally,

subjects were asked to fill in two online questionnaires, the first one querying about

strategy use during the spatial task, and the second one assessing drug prescription

history. At the end of the experiment, subjects were debriefed and their ability to

read the Chinese signs that were displayed during the spatial task was informally

assessed.

The object recognition test differed in one respect from the procedure described

earlier (see Section 3.3.2 on page 93). The three lures presented alongside each

target item in the 4AFC usually consisted of two perceptually and conceptually

novel items, and of one item that represented a perceptually novel version of the

target item’s concept. For example, the target “donkey” would be accompanied by

one item depicting a different donkey. When subjects falsely identified the novel
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perceptual version as a distal cue to which they were exposed during the spatial

task, the response was scored as a perceptual error. Presenting such perceptually

novel items for the Chinese pictographs used in this study was possible but not

feasible, because the subjects, being incompetent in this language, would not be

able to identify the synonymous sign. Therefore, perceptually highly similar items

were manually created for each target pictograph. These lures were constructed

by rearranging the characteristic features of the original pictograph. Thus, these

artificial symbols were perceptually more similar to the target item than the other

two lures, which represented different genuine Chinese pictographs.

6.2 Results

The Type-I error rate was set at α = 0.05 for all statistical analyses.

As in the previous experiments, two control variables were not balanced. While

the results from Exp. II permitted approximation of the number of subjects that

would believe in a constant target location, logistical constraints made it too costly

to also recruit an equal number of female and male subjects. Therefore, three-

way interactions between the factors Group, Sex, and Place Hypothesis were not

computed due to a limited number of observations in some cells of the data matrix.

About half of the subjects (53%) came to believe that the target remained in the

same location during Acquisition. Numerically, females were more likely than males

to assume that the target’s position changed (57% and 47%, respectively), but a Chi-

Square Test on a two-way (Sex × Place Hypothesis) contingency table determined

that these differences were not significant (χ2 = 1.1, p = 0.30). The proportion

of subjects who believed in a constant target location was also not significantly

different between the groups (χ2 = 0.37, p = 0.83).

6.2.1 Acquisition

No Group differences in acquisition performance were expected. Based on the results

from the previous experiments, (a) subjects who believed in a constant target loca-
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tion were predicted to outperform subjects who assumed that the target changed its

position during Acquisition, and (b) males were expected to require less time than

females to locate the target, but (c) both sexes were predicted to exhibit performance

improvements of similar magnitude by the end of training.

First, a 8× 3× 2× 2 (Trial Block × Group × Sex × Place Hypothesis) repeated

measures ANOVA, with Trial Block serving as the repeated factor, was performed to

test whether these hypotheses correctly predicted latency (see Fig. 6.2 on the next

page for releveant results of Acquisition). A main effect of the repeated factor Trial

Block [F (7, 623) = 8.67, MSE = 92.88, η2 = 0.09] confirmed that the observed

reduction of latency during Acquisition was indeed significant. A significant main

effect of Sex [F (1, 89) = 8.89, MSE = 496.38, η2 = 0.09] and the lack of a significant

corresponding interaction between Sex and Trial Block [F (7, 623) = 1.00, p = 0.43]

indicated that the shorter latencies of male subjects established the predicted sig-

nificant performance differences between the sexes. In line with the assumptions,

the main effect of Group was not significant (F < 1).

The analysis detected further the expected significant main effect of Place Hy-

pothesis on latency [F (1, 89) = 20.18, MSE = 496.38, η2 = 0.19]. The sig-

nificant interactions between (a) Place Hypothesis and Group [F (2, 89) = 5.78,

MSE = 496.38, η2 = 0.12], and (b) Place Hypothesis and Trial Block, however,

reflected limitations to the usual performance advantage for subjects who believed

in constant target locations. Additional analyses of these interactions were per-

formed. First, the interaction between Group and Place Hypothesis was found to

be driven by group A-AC-C, in which Place Hypothesis did not moderate overall

latency (F < 1), as it did in group C-AC-A [F (1, 89) = 14.39, MSE = 496.38] and

AC-AC-AC [F (1, 89) = 16.63, MSE = 496.38]. Second, analysis of the interaction

between Trial Block and Place Hypothesis revealed that for the first three blocks

subjects who believed in changing target location performed as well as subjects who

assumed the opposite. Starting with the fourth block, however, only subjects who

thought that the target’s position remained constant were able to further improve

performance.
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Figure 6.2: Acquisition performance. (A-C) Reduction of latency to find the target
over the eight acqusition blocks. Extent of learning by the end of Acquisition in
terms of ∆L is also shown. (D) Interaction between Group and Place Hypothesis
for Latency. (E) Interaction between Sex and Place Hypothesis for ∆L. Error bars:
±1 Standard Error.
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Finally, the significant interaction between the repeated factor Trial Block and

Group [F (14, 623) = 2.16, MSE = 92.88, η2 = 0.05] was analyzed. This effect was

due to the dramatic performance improvement of group C-AC-A from the first to

the second block of Acquisition, when subjects in this group already had reached the

level of performance that the other two groups would have achieved by the fourth

block, after which performance in all groups was asymptotic.

The remaining interactions did reach the level of significance1.

Performance improvement in terms of ∆L was analyzed with a 3× 2× 2 (Group

× Sex × Place Hypothesis) ANOVA. As predicted, subjects who assumed that

the target did not change its location during Acquisition outperformed subjects

who believed otherwise (40% difference) [F (1, 89) = 42.68, MSE = 427.87, η2 =

0.32]. The expected lack of group and sex differences was also confirmed – neither

factor had a significant effect on ∆L (Group: F < 1; Sex: F (1, 89) = 1.39, p =

0.24). However, a significant interaction between Place Hypothesis and Sex was

detected [F (1, 89) = 5.04, MSE = 427.87, η2 = 0.05]. Additional analysis of

the effect revealed that males who believed in a constant target location exhibited a

more substantial (14% difference) performance improvement than the corresponding

female subjects [F (1, 89) = 5.67, MSE = 427.87]. No such differences were observed

between males and females who suspected that the target location varied between

trials. The other interactions did not reach the level of significance (for all terms,

F < 1).

Finally, one-tailed t-tests compared ∆L against the predetermined cutoff of 20%

to determine whether the extent of learning established meaningful changes in la-

tency. In light of the obtained pattern of effects, the analysis was split up by Group,

Sex, and Place Hypothesis (see Table A.15 on page 231 for details). In all groups,

males and females significantly improved their performance when they believed that

the target did not change its location during Acquisition. When the opposite as-

1(1) Group × Sex: F < 1; (2) Sex × Place Hypothesis: F (1, 89) = 1.96, p = 0.17; (3) Group
× Sex × Place Hypothesis: F < 1; (4) Trial Block × Sex: F (7, 623) = 1.00, p = 0.43; (5) Trial
Block × Group × Sex: F < 1; (6) Trial Block × Group × Place Hypothesis: F (14, 623) = 1.11,
p = 0.35.
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sumption was held, significant learning was still observed for all female subjects in

all groups. Males, however, did not significantly improve performance in any group,

although the score for group AC-AC-AC almost reached significance.

6.2.2 Probe Trials

The Probe trials constituted the critical test of the central hypothesis that blocking

would only be observed for later added abstract, but not later added concrete cues.

Thus, group C-AC-A was predicted to search for the target in the correct quadrant

no more than in any other quadrant during the first Probe trial, while both group

A-AC-A and AC-AC-AC were expected to clearly prefer the target quadrant during

this trial. Furthermore, group C-AC-A was anticipated to exhibit a more pronounced

error in recalling the target location during the second Probe trial than the other

two groups.

Subjects’ assumptions regarding the constancy of the target location was ex-

pected to moderate performance in both Probe trials, such that those who assumed

the target to change positions during Acquisition were predicted to perform worse

than those who thought otherwise. There were no specific predictions regarding

possible sex differences in Probe trial performances.

6.2.2.1 Search-Persistence Probe

Preference for the target quadrant was analyzed with a 3× 2× 2 (Group × Sex ×
Place Hypothesis) ANOVA on relTQT

(see Fig. 6.3 on the next page; see also sup-

plementary results in Section A.5 on page 232). The pattern of results confirmed

the a priori hypotheses about spatial behavior during this task. Significant main

effects of Group [F (2, 89) = 8.56, MSE = 212.40, η2 = 0.16] and Place Hypothesis

[F (1, 89) = 79.48, MSE = 212.40, η2 = 0.47], as well as a significant interaction

between these two factors [F (2, 89) = 8.87, MSE = 212.40, η2 = 0.17] were de-

tected. Post-hoc comparisons (Scheffé) determined that subjects in groups A-AC-C

and AC-AC-AC searched the target quadrant longer than subjects in group C-AC-
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Figure 6.3: Relative time spent in the target quadrant during the Search Persistence
Probe trial. Group performance is shown separately for subjects who believed in a
constant target location and for those who assumed the opposite. t-tests revealed
that, except for group C-AC-A, performance was significantly different from chance
in all groups for the former subjects. Performance for those who believed that the
target location varied during Acquisition was only above chance in group AC-AC-AC
(see Table A.16 on page 231). Error bars: ±1 Standard Error.

.

A. Analysis of the significant interaction revealed that the performance advantage

for subjects who believed in a constant target location was absent in all but group

C-AC-A, in which, however, a substantial trend was observed [F (1, 89) = 3.62,

p = 0.06]. The other effects were nonsignificant2.

Multiple t-tests compared relTQT
against Zero to determine whether preference

for the target quadrant was significantly different from chance. Given the lack of

sex differences, analysis was split only by Group and Place Hypothesis (see Ta-

ble A.16 on page 231). First, only in group C-AC-A was performance of subjects

who believed in a constant target location at chance level. Second, of those subjects

who suspected the target to change positions during Acquisition, group AC-AC-AC

performed signifcantly below chance, which indicates that subjects in this group

who believed in changing target positions spent less time in the correct quadrant

than would have expected by chance.

2(1) Sex: F (1, 89) = 2.60, p = 0.11; (2) Group × Sex: F (2, 89) = 2.07, p = 0.14; (3) Sex ×
Place Hypothesis: F < 1.
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6.2.2.2 Location-Accuracy Probe

In the second Probe Trial subjects were required to recall the target’s location

as precisely as possible. The performance indices that were obtained from this

task (∆T , ∆D, and ∆T ′) were separately analyzed. Data from two subjects was

unavailable because it was impossible to determine where they recalled the target’s

location. The ninety-nine remaining subjects were almost evenly distributed among

the three groups.

Performance during this Probe trial is displayed in Figure 6.4 on the following

page. Subjects who suspected that the target changed its position during Acqui-

sition did not prefer a specific quadrant, independent of group membership. As

a consequence, the target’s recalled position was on average rather close to the

arena’s center in all groups. A different result was obtained for subjects who be-

lieved that the target had remained in the same location during Acquisition. As

predicted, subjects who were first exposed to concrete cues and then tested on the

latter added abstract cues (group C-AC-A), were, in general, unable to correctly

recall the target’s location. These individuals did not prefer a specific quadrant and

their performance was very similar to the subjects in their group who believed that

the target location had changed during Acquisition. In sharp contrast to this group,

groups A-AC-C and AC-AC-AC exhibited good knowledge of the target’s correct

location, and it appeared that group AC-AC-AC outperformed group A-AC-C in

this respect. Again, as in the previous experiment (Exp. II), subjects, independent

of group and Place Hypothesis, rarely underestimated the target’s distance to the

arena wall.

These exploratory findings were tested with separate statistical analyses per-

formed on ∆T , ∆D, ∆T ′, and the number of times the target was recalled in each

quadrant.

Quadrant preference was analyzed with a Chi-square test on the observed fre-

quencies with which the target location was recalled in the correct or any other

quadrant. Analyses were done separately for both Place Hypotheses (see accompa-
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nying graph in Fig. 6.4 on the page before) on two-way contingency tables defined

by the factors Group (A-AC-C vs. C-AC-A vs. AC-AC-AC) and Recalled Quad-

rant (Target vs. Other). The results confirmed the observational findings. First,

no group differences were detected for subjects who believed that the target’s loca-

tion changed during Acquisition (χ2 = 1.30, p = 0.53). Second, a significant result

was obtained for subjects who assumed that the position of the target was constant

(χ2 = 11.79, p < 0.01). The cell Chi-square values indicated that the effect was

driven by subjects in group C-AC-A who recalled the target in the correct quadrant

significantly less often than the other two groups, which did not differ from each

other in this respect.

A 3× 2× 2 (Group × Sex × Place Hypothesis) ANOVA on ∆T (see Fig. 6.5 on

page 162, panel A) revealed significant main effects of Group [F (2, 87) = 5.88,

MSE = 7344.81, η2 = 0.11] and Place Hypothesis [F (1, 87) = 23.55, MSE =

7344.81, η2 = 0.21]. Post-Hoc tests (Scheffé) determined that the error in recalling

the target position was significantly larger in group C-AC-A compared both to A-

AC-C and AC-AC-AC, which, in turn, produced comparable precision. A significant

interaction between Group and Place Hypothesis was also detected [F (2, 87) = 3.02,

MSE = 7344.81, η2 = 0.06]. Confirming the exploratory results, the interaction

reflected that subjects who believed in a constant target location performed at the

level of those who believed otherwise in group C-AC-A (F < 1), while the former

outperformed the latter in groups A-AC-C [F (1, 87) = 11.56, MSE = 7344.81]

and AC-AC-AC [F (1, 87) = 16.85, MSE = 7344.81]. Although the main effect of

Sex was not significant (F < 1), a significant interaction between Sex and Group

was obtained [F (2, 87) = 3.87, MSE = 7344.81, η2 = 0.08]. Further analysis of

the interaction revealed that males and females made comparable errors in groups

AC-AC-AC (F < 1) and C-AC-A [F (1, 87) = 1.56, p = 0.22], but that males

were better at recalling the target’s position in group A-AC-C [F (1, 87) = 6.68,

MSE = 7344.81]. In addition, males in group A-AC-C outperformed males in

group C-AC-A [F (1, 87) = 15.20, MSE = 7344.81], but not group AC-AC-AC

(F < 1). No such differences were observed for the female subjects. The female
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subjects in group A-AC-C compared to those in group C-AC-A made the same

error in recalling the target’s location (F < 1). Trends were observed between

groups C-AC-A and AC-AC-AC [F (1, 87) = 3.20, p = 0.08] and groups A-AC-C

and AC-AC-AC [F (1, 87) = 3.02, p = 0.09]. The other interactions did not reach

the level of significance (for both, F < 1).

Analysis of the difference between the target’s actual and recalled distance to

the arena wall (∆D; see B in Fig. 6.5 on the next page) by a 3 × 2 × 2 (Group

× Sex × Place Hypothesis) ANOVA did not detect significant main effects [Group:

F (2, 87) = 2.38, p = 0.10; Sex: F < 1; Place Hypothesis: F (1, 87) = 2.37, p = 0.13].

And, except between Group and Sex [F (2, 87) = 3.42, MSE = 1632.77, η2 = 0.07],

no other interaction was significant [Group × Place Hypothesis: F (2, 87) = 2.46,

p = 0.09; Sex × Place Hypothesis: F (1, 87) = 1.44, p = 0.23]. The significant

interaction was found to reflect a rather complex data pattern (see right graph of

B in Fig. 6.5 on the following page). First, no sex differences were observed for

group A-AC-C (F < 1). Females and males performed equally well and made

the smallest average error (14 pixels) compared to the other groups. The male

subjects of this group outperformed the males in group AC-AC-AC [F (1, 87) = 4.38,

MSE = 1632.77], but not group C-AC-A (F < 1). Females of group A-AC-C

made a smaller error than the female subjects of group C-AC-A [F (1, 87) = 5.26,

MSE = 1632.77], but not AC-AC-AC. Second, the female subjects in group AC-

AC-AC were better (a) than the male subjects of this group, and (b) than their

female counterparts of group C-AC-A, although in both cases only a weak trend was

revealed [F (1, 87) = 2.42, p = 0.12], and F (1, 87) = 2.94, p = 0.09]. The opposite

pattern was observed for male subjects. Males in group C-AC-A outperformed the

group’s female subjects [F (1, 87) = 4.52, MSE = 1632.77] as well as the males of

AC-AC-AC [F (1, 87) = 3.80, MSE = 1632.77] by about 30 pixels. Finally, despite

the lack of a significant main effect of Group, the rather substantial smaller error

produced by group A-AC-C compared to the other two groups was analyzed by

post-hoc Scheffé tests. A significant difference between A-AC-C and C-AC-A but

not AC-AC-AC was deteted.
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Figure 6.5: Location Accuracy Probe. Interactions between Group and Place Hy-
pothesis are shown on the left, Group and Sex interactions are depicted on the right.
(A) ∆T , (B), ∆D, and (C), ∆T ′. Error bars: ±1 Standard Error.



163

Lastly, ∆T ′ (see C in Fig. 6.5 on the page before) was entered into a 3 × 2 × 2

(Group × Sex × Place Hypothesis) ANOVA. A significant main effect of Place

Hypothesis was found [F (1, 87) = 6.17, MSE = 1217.64, η2 = 0.07], according to

which subjects who believed in a constant target location outperformed subjects

who believed otherwise by 19 pixels. The other terms were not significant3.

6.2.3 4AFC Recognition Test

Recognition performance for concrete cues was predicted to be on the same high

level for all groups, independent of the assumption regarding the stability of the

target’s position. Furthermore, recognition accuracy for concrete cues was expected

to be higher than for abstract cues. Sex differences were not predicted.

First, the two possible types of correct responses, i.e., perceptual errors and

perceptual-conceptual identifications, were both scored as Hits and jointly ana-

lyzed. A 3 × 2 × 2 × 2 (Group × Cue Type × Sex × Place Hypothesis) repeated-

measures ANOVA was conducted, with Cue Type as the repeated factor. A sig-

nificant main effect of Group [F (2, 87) = 4.50, MSE = 0.03, η2 = 0.09] and Cue

Type [F (1, 87) = 80.12, MSE = 0.02, η2 = 0.48], as well as a signifcant inter-

action between these two factors [F (2, 87) = 3.52, MSE = 0.02, η2 = 0.08] was

revealed. None of the other effects and interations reached significance4. Post-hoc

tests (Scheffé) determined that subjects in group AC-AC-AC had a significant 7%

lower recognition performance than subjects in A-AC-C. All other differences be-

tween the groups were not significant. Abstract cues were less likely to be correctly

identified than concrete cues [p(HA) = 0.79 vs. p(HC) = 0.99]. Further analysis of

the significant interaction between Group and Cue Type determined that the differ-

ence between abstract and concrete cues was more pronounced in group AC-AC-AC

than in the other two groups (see left graph of A, Fig. 6.6 on the following page).

A corresponding analysis of the time required to make a correct response (re-

3(1) Group: F < 1; (2) Sex: F (1, 87) = 1.49, p = 0.23; (3) Place Hypothesis × Sex: F < 1;
(4) Place Hypothesis × Group: myFp2,871.530.22.

4(1) Sex: F (1, 87) = 1.34, p = 0.25; (2) Place Hypothesis: F (1, 87) = 2.62, p = 0.11; (3) Group
× Place Hypothesis: F (2, 87) = 1.151, p = 0.32; for all other interactions: F < 1.
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action time, RT; see right graph of A, Fig. 6.6 on the page before) revealed that

subjects on average took signifcantly more time to identify abstract than concrete

objects [RTA = 7099 ms vs. RTC = 5909 ms, F (1, 87) = 12.08, MSE = 4964199.31,

η2 = 0.12]. The repeated-measures ANOVA also detected a significant interac-

tion between Group and Place Hypothesis [F (2.87) = 3.68, MSE = 6993076.73,

η2 = 0.08]. Similar to the results that were obtained for recognition performance,

this interaction reflected differences in group AC-AC-AC, in which subjects who be-

lieved in a constant target location were slower than subjects who believed otherwise

(RT = 7221 ms vs. RT = 5803 ms) to produce a correct response.

Despite the significant difference in recognition probabilities for abstract and

concrete cues, one-sample t-tests that compared hit probability against chance (0.5)

found that performance for both abstract and concrete cues was significantly differ-

ent from chance in all groups (see Table A.17 on page 233).

Perceptual error probability for abstract and concrete cues was analyzed with a

3 × 2 × 2 × 2 (Group × Cue Type × Sex × Place Hypothesis) repeated-measures

ANOVA, with Cue Type as the repeated factor. The main effect of Cue Type was

not significant (F < 1), indicating that the perceptual error produced for abstract

and concrete cues was of comparable low magnitude (on average 13%). The analy-

sis revealed a significant effect of Place Hypothesis [F (1, 87) = 5.38, MSE = 0.05,

η2 = 0.06]. Subjects who believed in a constant target location were almost half

as likely as subjects who believed otherwise to make a perceptual mistake (9% vs

17%, see left graph of B in Fig. 6.6 on the page before). A significant interaction

between Cue Type and Sex was detected [F (1, 87) = 4.54, MSE = 0.04, η2 = 0.05].

Further analysis of this interaction showed that while males produced comparable

errors for abstract and concrete cues, female subjects were more likely to perceptu-

ally misidentify abstract than concrete objects. Additionally, males outperformed

females in abstract cue recognition (see right graph of B in Fig. 6.6 on the preceding

page).

Due to the small number of perceptual errors, it was not possible to analyze

reaction time for abstract and concrete cues. In order to gain some insight into the
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recognition behavior involved in perceptual errors and perceptual-conceptual hits,

reaction time for both types of correct responses was analyzed instead. Only data

from fifty-two subjects was available due to the lack of perceptual errors produced

by the excluded individuals. A 3 × 2 × 2 × 2 (Group × Response Type × Sex ×
Place Hypothesis) repeated-measures ANOVA was conducted on RT. The analysis

detected a main effect of Response Type [F (1, 47) = 24.61, MSE = 8824233.03,

η2 = 0.34], such that subjects took about 30% more time for perceptual errors

than for perceptual-conceptual hits (RT = 9050 ms vs. RT = 6131 ms, see C in

Fig. 6.6 on page 164). The other terms were not significant5.

6.3 Discussion

The results demonstrate that the updating of a spatial representation is conditional

on the type of cue added to an environment. Added concrete cues will be in-

corporated into a representation of space, such that they can successfully support

subsequent spatial behavior on their own. This is not the case for added abstract

cues.

In this experiment, subjects were first trained to find the target location for

twenty trials. During this phase, either abstract or concrete cues were displayed.

Then concrete or abstract cues were added to the environment for twelve more

training trials, such that during these trials both abstract and concrete cues were

present. Finally, subjects’ knowledge of the target location was tested with only the

later added cues available. Subjects who were tested with only abstract cues were

severly impaired in their ability to identify the target’s location. Unlike subjects

who were tested on concrete cues, they were neither able to search the target in the

correct area, nor to correctly recall the target’s position when explicitly instructed

to do so.

5(1) Group: F (2, 47) = 2.82, p = 0.07; (2) both Sex and Place Hypothesis: F < 1; (3) Group
× Sex: F (2, 47) = 2.34, p = 0.11; (4) Group × Place Hypothesis: F (2, 47) = 3.12, p = 0.06; (5)
Sex × Place Hypothesis: F (1, 47) = 2.62, p = 0.11; (6) Reaction Type × Group: F (2, 47) = 1.87,
p = 0.17; (7) all other interactions: F < 1.
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6.3.1 Principal Findings

All groups reduced the time to find the target during Acquisition. Although group

C-AC-A, in which subjects were initially trained with distal cues depicting concrete

objects was the only group to reach asymptotic performance by the end of the

second acquisition block, at the end of training there were no group differences in

the time required to reach the target. The lack of group differences in the magnitude

of performance improvement (∆L) further supports the conclusion that by the end

of training all groups had acquired comparable competences in quickly finding the

hidden target.

The rather peculiar dramatic improvement of task performance observed for

group C-AC-A at the beginning of Acquisition cannot be exploited to argue that

some general advantage can be gained from presenting only a rather small number

of concrete distal cues in an environment at the beginning of training. If this was

the case, then similar acquisition curves should have been obtained in Exp. II, in

which subjects in two groups were trained with only four concrete cues during the

first phase of Acquisition. The fact that none of these groups exhibited such rapid

acquisition of the target location rather suggests that performance of group C-AC-A

in this experiment represents an unsystematic effect.

Behavior during the first Probe trial, in which the target was, unbeknownst to

the subjects, removed from the environment and only the later introduced cues

were available clearly demonstrates that added concrete, but not abstract distal

cues became part of the subjects’ spatial knowledge. Only subjects in group C-AC-

A did not demonstrate a preference for the target quadrant and instead searched

this area as intensely as would have been predicted by chance. The severity of this

impairment is illustrated by the fact that subjects in group C-AC-A spent about

the same time in all quadrants during this Probe trial (see Fig. A.5 on page 232).

The second Probe trial provides further support for the conclusion that added

abstract distal cues, unlike added concrete ones, were not integrated into the internal

spatial representation of the environment. Subjects were informed before this Probe
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trial that the target, just as in the previous trial, would not be present. They were

explicitly instructed to recall the target’s location as precisely as possible. Despite

these explanations and instructions, subjects in group C-AC-A placed the target

within the correct quadrant as frequently as in any other quadrant (see Fig. 6.4 on

page 159). Performance of subjects in the other groups differed dramatically – nearly

all subjects recalled the target in close proximity to its actual location. The error

produced by group C-AC-A in recalling the target’s position was more than double

the size of the errors made by A-AC-C and AC-AC-AC, respectively.

As in the previous experiment, subjects in all groups made rather small errors

with regards to the target’s distance to the arena wall. The significant group dif-

ference in this measure between group A-AC-C and C-AC-A that was detected by

post-hoc comparisons should be cautiously interpreted in light of the absence of

a corresponding significant main effect. Nevertheless, compared to group A-AC-

C, group C-AC-A overestimated the target’s distance to the wall by about 300%,

although the overall size of the error was still rather small.

When performance during this Probe trial was analyzed independent of the dis-

tal cues, such that the recalled target location was evaluated only relative to the

quadrant in which it was recalled regardless of whether the quadrant was the correct

one, no group differences were observed. Thus, although subjects in group C-AC-A

were not able to correctly recall the target in relation to the abstract distal cues,

they were nevertheless able to use purely geometric information for navigation just

as subjects in the other groups. It should be noted that this geometric error was the

size of the error obtained when distal cues were taken into account (i.e., error mea-

sured by ∆T ). Thus, it appears that the distal cues were not used to calculate the

position within the quadrant, but rather employed to disambiguate which quadrant

was the correct one. In other words, distal cues supplied the general orientation,

while room geometry allowed for navigational accuracy.

The poor performance of group C-AC-A during the two Probe trials cannot ade-

quately be explained by a failure to perceptually process the abstract objects. If that

was the case, then recognition performance for abstract objects should be at chance



169

level. However, such a result was not obtained, and instead a rather high level of

accuracy (over 80% in both groups C-AC-A and A-AC-C) was observed for abstract

cue recognition (it should be noted that the abstract distal cues were presented in

the 4AFC alongside highly similar other abstract objects). Nevertheless, the con-

crete objects were more likely to be identified than the abstract ones. This result

is accompanied by higher response times for the correct identification of abstract

compared to concrete distal cues. This is in itself not surprising and indicates either

a higher level of uncertainty or the engagement of more time-consuming processing

of perceptual details. Although concrete cues were more accurately and readily rec-

ognized, the magnitude of perceptual errors made was the same for both cue types.

The reaction times obtained for perceptual errors and perceptual-concpetual hits

do not, as in the previous experiment, reflect an accuracy-speed trade-off. Thus,

subjects took more time to produce a perceptual error than a correct identification.

As in the case of abstract cues, this finding may indicate that perceptual errors

are the result of uncertainty, such that subjects needed to engage more elaborate

processing that may have entailed more detailed comparisons of surface features in

order to distinguish the original cue from the conceptually and perceptually similar

lure.

To conclude, the results from the object recognition test indicate that abstract

cues were identified accurately. The possible explanation for the performance deficit

of group C-AC-A during the Probe trials in terms of insufficient processing of ab-

stract cues is thus rather implausible. Why, then, did subjects in this group not

incorporate the abstract cues into a spatial representation of the environment, al-

though they were able to recognize them among similar lures? A possible answer

to the question may be provided by the performance of subjects in the pilot study

to this experiment. In this experiment (see Section A.4 on page 221) subjects were

assigned to either group A-AC-A or C-AC-C. The acquisition phase of both groups

was identical to groups A-AC-C and C-AC-A, respectively. Probe trial performance

in the pilot study indicated that subjects that were trained and tested on abstract

cues had good knowledge about the target’s location in the environment. Spatial



170

performance based on the abstract cues therefore is principally possible. Two po-

tential explanations for the poor Probe trial performance of group C-AC-A can be

inferred from this result.

First, subjects in group C-AC-A were exposed to the abstract cues for twelve

acquisition trials. In contrast, group A-AC-A was trained with these cues for thirty-

two trials. The difference in probe trial performance might thus simply reflect

the fact that subjects need more time to incorporate abstract cues into a spatial

representation of the environment. This makes sense since there is no preexisting

categorical knowledge that allows identifcation of the abstract cues as part of a

semantic category. Subjects are thus prevented from assigning symbolic (i.e., lin-

guistic) labels to the abstract objects, which would permit faster acquisition as well

as providing efficient symbolic input into the system that generates a comprehensive

spatial representation of the environment.

The second possible interpretation of the results is based on the features of the

locale and taxon system as defined in cognitive map theory. Important for the

current context are the proposed learning mechanisms of the two systems. The

locale system is assumed to feature quick acquisition processes, while the taxon

system is thought to employ incremental learning mechanisms in form of associative

(stimulus-response) learning. If one assumes that abstract cues by virtue of the

time required to successfully encode them bias the system to recruit taxon learning,

simply because fast locale learning is not possible, then the blocking effect observed

for group C-AC-A reflects the inability of the locale system to generate spatial

representations using not-yet symbolic stimuli.

The two proposed explanations for the finding that group A-AC-A but not group

C-AC-A knows where the target is located are, on a closer look, not mutually ex-

clusive. They both converge on the notion that environmental parameters mediate

which system is activated to solve a given spatial problem. It should be noted that

cognitive map theory, as originally formulated, did not consider such evaluative pro-

cesses. Rather, the theory assumed that in the absence of distal cues, the organism

will recruit the taxon system to acquire new spatial information. If cognitive map
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theory is not expanded such that the recruitment of locale or taxon processes is

understood as dependent on a yet-to-determined set of environmental features, then

the theory has difficulty explaining why the cognitive map was not automatically

updated when abstract cues were added to an environment, given that automatic

updating was observed when concrete cues were introduced, and that both abstract

and concrete cues were explored to an extent that allowed later recognition.

6.3.2 Impact of Place Hypothesis

The results of this experiment again demonstrate how well subjects’ place hypotheses

predicted their spatial behavior and the spatial knowledge acquired during Acqui-

sition. For all spatial performance indices, subjects who believed that the target

stayed in the same location during acquisition outperformed subjects who believed

otherwise.

During Acquisition, only subjects who believed that the target’s location could

be predicted continously improved their performance. Performance during both

Probe trials mirrors this effect. Subjects who suspected that the target’s location

could not be predicted from trial to trial also failed to predominantly search the

target’s quadrant during the first Probe trial. This result is, of course, quite trivial,

because from the perspective of the subjects, the first Probe trial is almost indis-

criminable from the preceding Acquisition trials. Especially subjects who thought

that the target kept changing its location had already been experiencing substantial

difficulties to reliably relocate it from trial to trial. Consequently, they were unlikely

to extensively search one specific locale to find the target, and thus had the tendency

to quickly change their search strategy to look for it somewhere else. Thus, the first

Probe trial might not very well assess these subjects’ actual knowledge of the tar-

get’s location, but rather measure the preferred spatial strategy. Only the second

Probe trial, in which subjects were informed about the removal of the target and

explicitly asked to recall its assumed location provides an accurate measure of the

individual’s spatial knowledge. Performance in this trial indicated that, except for

group C-AC-A, subjects who believed in a constant target location outperformed
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subjects who believed otherwise. Thus, place hypothesis correctly predicted the

accuracy of spatial knowledge.

A similar pattern emerged for the relation of place hypothesis and recognition

performance. First, subjects who believed in a constant target location were not

able to better recognize the distal cues than subjects who suspected that the target

location changed during Acquisition. However, the former subjects made fewer per-

ceptual errors than the latter, i.e., they less often falsely recognized the perceptually

different version of the conceptually correct object as the original distal cue. Thus,

subjects who believed in a constant target location appeared to have more accu-

rately encoded the actual perceptual features of the distal cues that were displayed

in the environment, and this was the case for both abstract and concrete cues. Place

hypothesis did not predict the speed at which correct object identifications were pro-

duced in groups A-AC-A and C-AC-C. However, subjects in group AC-AC-AC who

believed that the target remained in the same location needed more time for correct

responses than subjects who believed otherwise. The only difference bwetween this

and the other two groups was that its subjects were constantly exposed to eight

cues during Acquisition and the Probe trials. That might have somehow affected

speed but not accuracy of recognition if subjects also believed in a constant target

location. Although the performance difference in group AC-AC-AC was quite sub-

stantial, only speculative explanations for this effect can be offered. Analysis of the

true nature of this effect will therefore be left to future research.

As in the previous experiment, the lack of spatial knowledge was not paired

with a lack of item knowledge. Although subjects who suspected that the target

changed its location during Acquisition failed to notice that target and distal cues

maintained the same spatial relations during all of Acquisition, subjects were still

able to correctly identify the distal cues that were present in the environment. Thus,

knowledge of the objects that are encountered in a locale can be dissociated from

the knowledge of their spatial relations. However, whether this is an adequate

interpretation of the results cannot be definitely determined because subjects’ actual

spatial knowledge about the allocentric relations between the distal cues was not
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directly measured.

6.3.3 Sex Differences

The sex differences found in this experiment replicate the prinicipal sex effects re-

vealed in the previous experiments. Again, males were faster than females to locate

the target during Acquisition, and the increased speed did not reflect that males

improved their performance more so than females. Indeed, at the end of Acquisi-

tion both sexes had similarily decreased their initial time to find the target. When,

however, place hypothesis was also considered, males who believed in a constant tar-

get location slighly outperformed females who assumed the same. This difference,

which was first found in the current experiment, was absent for the alternative place

hypothesis.

Despite this small difference in the magnitude of learning, both sexes demon-

strated significant learning by the end of Acquisition. Performance during the first

Probe trial indicated that males and females had equally well acquired the target’s

location, and, more importantly, it also showed that they both were equally affected

by group membership, such that both sexes were impaired in group C-AC-A, but

not in the other two groups.

These interpretations are, however, somewhat restricted by the results from the

second Probe trial. Here, females produced an error in recalling the target’s location

twice as large as males in group A-AC-A, but not the other two groups. The

obvious interpretation of this effect is based on the assumption that females, for

some yet undetermined reason, are better at using abstract than concrete cues.

Results from the recognition test, however, do not support this explanation. When

the male performance advantage of group A-AC-A is, however, considered in light

of male performance in the other two groups, a different interpretation emerges.

It appears that males in group A-AC-A do exceptionally well – they are better

than their counterparts in group C-AC-A, but not than the male subjects in group

AC-AC-AC. No such between-group differences were observed for female subjects,

who performed at the same level in all groups. The male performance advantage
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thus is better characterized as a specific male performance deficit, that emerges

when concrete cues are presented alongside abstract ones. Why, however, males do

better under these conditions is unclear. It seems that females contributed more

to the inability of group A-AC-C to correctly recall the target location than males.

Unfortunately, performance in the pilot study’s group A-AC-A cannot be used to

shed some light on this peculiar finding because the small number of subjects did

not permit analysis of sex differences. Results from Exp. II may provide some

insight. In this experiment, subjects were exclusively exposed to concrete cues, and

in some groups, males outperformed females in the second Probe trial. Thus, males

may benefit more from concrete cues than females, in order to represent the target’s

exact spatial loaction in relation to (concrete) distal cues. In the literature females

are often characterized as landmark-based navigators, more so than males. The

finding that cue type might moderate male behavior in this respect indicates the

need for future research.

Despite the possible reasons behind the sex difference found in the second Probe

trial, the interpretations brought forward here have a rather speculative character,

because subjects’ place hypotheses were not considered in the corresponding analy-

ses. The possibility that between and within groups male and female subjects were

differentially affected by their belief about the stability of the target’s location can-

not be ruled out. Strong interpretations of the sex differences for this performance

index are therefore not indicated, and have to await future emprical support.

6.3.4 Conclusions

The aim of this experiment was to test a specific explanation of the blocking ef-

fect reported by Hamilton & Sutherland (1999), according to which blocking was

observed because abstract, and not concrete, distal cues were added to the environ-

ment. Indeed, this interpretation is supported by the experimental results.

It appears that abstract cues, for which no preexisting semantic category is

available, will not gain control over spatial behavior when added to an environment

that contains concrete cues; this effect, however, is not observed in the opposite
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case – concrete cues introduced into an environment of abstract distal cues will

readily be incorporated into a representation thereof, such that these cues alone can

successfully support spatial behavior.

This finding poses a challenge to cognitive map theory. It seems that environ-

mental features can moderate which spatial system is recruited for spatial behavior.

It is reasonable to assume that creation of a cognitive map is computationally more

complex than instances of cue-response learning, as it encodes the spatial relation

among an array of distal cues and a place, or places. Therefore, one can speculate

that in situations where the available distal cues cannot be easily (symbolically)

encoded, a comprehensive map of the environment will not be created, although the

stimuli might have been explored. Instead, if the spatial task permits it, a different

system will be recruited, and comparably less complex spatial representations will

be generated.

According to this account, spatial behavior is the organism’s answer to a specific

adaptive problem. Naturally, an organism will try to apply the most efficient and

promising solution to any given (spatial) problem, and it will use available environ-

mental information to decide which strategy is most likely to result in successful

behavior that maximises its ulitmate goals – survival, reproduction, and safety.

One of these environmental features that might be considered in these decisions

has been identified in the current experiment. In the next experiment, another

possible factor that might influence spatial strategy recruitment will be explored –

namely, knowledge about the laws, regularities, and construction principles of the

problem space. In other words, the influence of available world knowledge on spatial

strategy recruitment will be investigated.



176

Chapter 7

Experiment IV

Instructions attenuate blocking in spatial learning.

According to cognitive map theory, spatial behavior can reflect the use of taxon or

locale strategies. While the latter involve creation of a cognitive map, the former

engage computationally simpler processes that result in less comprehensive repre-

sentations of the environment in which spatial behavior takes place. Cognitive map

theory makes clear predictions about which phenomena can be observed when either

the locale or taxon system controls behavior, and the blocking effect was employed

in the previous studies as an indicator thereof.

One important implication of cognitive map theory is that subjects have a choice,

as effective solutions for many spatial problems can be provided by either the taxon

or the locale system. For example, in the computer-adaptation of the Morris-Water

maze that was used in the studies reported here, the target could be located effi-

ciently and reliably by simply selecting one landmark in close proximity to the goal

and heading towards it. Thus, subjects were only required to learn about one ap-

propriate distal cue and the target’s distance to the arena wall in order to relocate

the target from trial to trial. Creation of a computationally complex representation

(i.e., a cognitive map) was not necessary for successful performance. However, the

ability to recognize this possible solution required knowledge about the structure of

the spatial problem at hand.

Thus, subject’s knowledge about the metastructure of the problem space may in-

fluence spatial behavior. Although such terminology, at least from the perspective

of an experimental psychologist, evokes fearful anticipation of a set of untestable

generic statements, the basic idea is quite straightforward. In the experiments

reported here, subjects were exposed to a situation which they have never expe-

rienced before. These individuals had no specific knowledge of what was expected
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from them, nor of the significance of certain objects in the spatial environment and

their mutual relations. In other words, they did not know the construction princi-

ples of the paradigm, such that it was more or less impossible to anticipate what

behavior would be most efficient for solving the task. Furthermore, their knowledge

about the task’s goal itself was rather vague. Essentially, their situation was very

similar to that of animal subjects, which, as Tolman put it, have to discover the

task instructions in the course of the experiment in order to produce the “correct”

behavior, that is, the behavior of interest to the experimenter (Tolman, 1948, , p.

198-199).

The naivety of the human subject in these experiments was intentional. In order

to increase similarity between animal and human studies, subjects were provided

with minimal information regarding the nature of the task. Subjects did not know,

for example, that their starting position changed between trials. They were not

informed that the target would remain in the same locale and that the distal cues

would predict the target’s location. Subjects were only told that their task was to

repeatedly find the target.

This experimental approach might, however, deprive subjects of essential knowl-

edge necessary for optimal task performance. Among the factors that moderate the

decision of which spatial strategy to engage may be knowledge that allows estima-

tion of the likely outcome of behavior. This knowledge can be provided by specific

task instructions. As a consequence of this information, certain spatial strategies

might be preferred to others. The blocking effect that was revealed in the study by

Hamilton & Sutherland (1999) could therefore be due to the instructions that were

provided (or the lack thereof), which caused taxon strategies to be preferentially re-

cruited; however, knowledge of the task might have engaged locale strategies, such

that the blocking effect would not have occurred.

This hypothesis was tested in the following experiment. Based on the features

of the locale system as defined in cognitive map theory, task instructions were de-

veloped that pointed out the usefulness of distal cues for task performance and

encouraged exploration of the environment. These instructions were thought to



178

promote recruitment of the locale system. The spatial task was a replication of the

protocol developed by Hamilton & Sutherland (1999) in which the blocking effect

was originally demonstrated. It was predicted that blocking would not occur un-

der these conditions. The predominantly active locale learning mechanisms would

ensure that cues added to the computer-simulated maze would be automatically

integrated into a spatial representation of the environment. As a consequence, per-

formance was predicted to be unimpaired if only these added cues were available

during a later test – blocking was expected to be absent.

As in the previous studies, it was further predicted that males would find the

target faster than females, but that, despite this difference, the improvement of

initial performance would be the same for both sexes. No sex differences were

expected for any other measure. Furthermore, subjects were expected to be able to

equally well discriminate the distal cues that were displayed during the spatial task

from novel objects.

7.1 Methods

7.1.1 Participants

Forty-Four undergraduate Psychology students were recuited from the Subject Pool

at the Psychology Department of The University of Arizona and received course

credit for participation. Subjects were randomly assigned to one of the two groups.

Subjects were between 18 and 22 years old (M = 19.3, SD = 1.1), and twenty-

four (55%) were female (see Table A.18 on page 234 for a detailed demographic

breakdown).

7.1.2 Computer-generated Morris-Water-Maze (CG Arena)

A computer-adaptation of the Morris-Water Maze was displayed by the CG Arena

software on a desktop personal computer (see Section 3.3 on page 77). As in Exp.

I, the dimensions, colors, textures, and movement parameters of the maze were

set to replicate the environment used by Hamilton & Sutherland (1999). Their
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Figure 7.1: The relative arrangement of the distal cues and the target from a birds-
eye view. The dimensions and the positions of the distal cues (cue sets A and B)
are not to scale, and the colors only appoximate the ones that were displayed. The
textures and patterns of the four walls, the arena wall, and the arena floor are not
shown. The pink lines show the demarcations of the quadrants and were never
displayed to the subjects. The intersections of these lines with the arena wall mark
the four possible starting positions (North, East, South, and West). The pink square
in the Northeast quadrant represents the target. See Section C.1.2 on page 248 for
the actual dimensions that were used as the parameters of the CG Arena software.



180

environment will be referred to as the “original”, while the version thereof used in

this experiment will be called the “replication”.

As in the original, the target was located in the center of the Northeast quadrant

of the circular arena. The distal cues used in the original were also used in the

replication, and they were displayed at the same coordinates as described in the

original (see Fig. 7.1 on the page before). The starting positions in the replication

were identical to the starting positions of the original (these starting positions were

also used in all the previous experiments).

The replication differed from the original in respect to movement control, such

that in the replication subjects were able to move backwards. This was prevented in

the original to maximize task similarity with the animal studies. Rodents typically

do not swim backwards in the Morris-Water Maze. Additionally, in the replication

sounds did not accompany movement through the maze. In the original, sounds

were played that resembled the noise that would be produced when humans waded

through real water, in order to increase the realism of the simulation, such that

it would induce a motivational state similar to the one a rat experiences when

swimming in the cold water of a water tank. It is highly implausible that a simple

sound would generate a comparable motivational state. It was therefore decided not

to replicate this aspect of the environment for sake of parsimony.

7.1.3 Design

The Blocking design used in the original was applied. Two groups were used to test

whether the acquisition of novel distal cues was blocked by preceding training with

different distal cues (see Table 7.1 on the following page).

In the Blocking group, subjects were first exposed to the four cues of cue-set

A during the initial twenty Acquisition trials. The four cues of set B were then

added for the remaining twelve training trials. In the subsequent two Probe trials,

subjects’ spatial knowledge was tested. During these trials, only the later added

cue-set B was displayed.

Unlike the Blocking group, subjects in the Control group did not participate in
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Table 7.1: Experimental Design.

Acquisition Probe
Group Phase I (20 Trials) Phase II (12 Trials) SPP LAP

Blocking A A + B B B
Control ∅ A + B B B

the initial twenty Acquisition trials during which only cue-set A was available. Ac-

quisition for the Control group consisted only of the twelve trials during which both

cue-sets (A and B) were displayed. Thus, Acquisition for this group was identical

to the last twelve Acquisition trials of the Blocking group. Like the Blocking group,

subjects in the Control group were exposed only to cue-set B during the Probe trials.

7.1.4 Procedure

Subjects first participated in the spatial task. Then, a Yes/No object recognition

test was administered, in which subjects were asked to recognize the distal cues that

were displayed during Acquisition (see Section 3.3.2 on page 93 for a description of

the task). Finally, subjects were presented with two online questionnaires about

spatial strategy use and drug prescription history.

Unlike in the previous experiments and the original study, the instructions for

Acquisition provided comprehensive information about the nature of the spatial

task. The results from Exps. I, II, and III demonstrated that superior task perfor-

mance was always observed for subjects who believed that the target did not change

its location during Acquistion. The instructions for this experiment therefore specif-

ically provided information to this effect. Subjects were explicitly informed that (a)

the target would always remain in the same location, (b) the distal cues would be

helpful in finding the target, and (c) attending to the distal cues would therefore

be beneficial (a copy of the instructions can be found in Fig. B.5 on page 242). All

other task instructions were identical to those used in the previous experiments.
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7.2 Results

The Type-I error rate was set at α = 0.05 for all statistical analyses.

Although subjects were informed that the target’s location would remain the

same during Acquisition, some subjects (seven) still came to the conclusion that

this was not the case. These individuals were removed from the data set because

they apparently did not understand the task instructions.

7.2.1 Acquisition

Blocking and Control group were expected to achieve comparable performance im-

provements during Acquisition. Results from the previous studies gave rise to the

prediction that males would find the target faster than females, but that a similar

difference in the magnitude of performance improvement would be absent.

The changes in the time required to find the target were analyzed with a 2×2×3

(Group × Sex × Trial Block) repeated measures ANOVA on latency, with Trial

Block as the repeated factor. Only the first three blocks were considered for each

group (the Control group was only trained for three blocks). Significant Group

differences were not detected [F (1, 33) = 1.72, p = 0.20]. The analysis revealed

the expected significant main effect of Sex [F (1, 33) = 16.41, MSE = 182.56, η2 =

0.20] and Trial Block [F (2, 66) = 34.23, MSE = 52.80, η2 = 0.51]. None of the

interactions was significant1.

Post-hoc tests (Scheffé) determined that the Blocking group did not further im-

prove performance after the first three blocks of trials, when asymptote was reached.

The performance improvement that was achieved by the third Trial Block in

terms of ∆L was analzyed with a 2× 2 (Group × Sex) ANOVA. Both Blocking and

Control group indiscriminably achieved the same level of performance enhancement

after three Trial Blocks (F < 1). In contrast to the prediction, a significant main

effect of Sex was revealed [F (1, 33) = 4.58, MSE = 440.02, η2 = 0.12]. Males

1(1) Group × Sex: F < 1; (2) Trial Block × Group: F (2, 66) = 2.30, p = 0.11; (3) Trial Block
× Sex: F (2, 66) = 1.10, p = 0.34; (4) Trial Block × Group × Sex: F (2, 66) = 1.00, p = 0.36.
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Figure 7.2: Acquisition performance. (A) Reduction of latency during Acquisition.
Note that the three trial blocks of the Control group were identical to the last three
blocks of the Blocking group, with respect to the distal cues that were displayed, (see
Table 7.1 on page 181). Analysis of Blocking group performance with post-hoc tests
(Scheffé) detected significant between trial differences for the first three Acquisition
blocks only – asymptote was then reached. (B) Magnitude of learning (∆L) for
both sexes, split by group. (C) Acquisition curves for male and female subjects of
the Blocking (left side) and Control group. Error bars: ±1 Standard Error.
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outperformed females by about 15%.

Finally, in multiple one-tailed t-tests ∆L was compared against the predeter-

mined meaningful performance improvement of 20%. The analysis was split up by

Group and Sex. Significant performance improvements during the first three blocks

of Acquisition were determined for both groups and for both sexes (see Table A.19 on

page 235).

7.2.2 Probe Trials

The Probe trials assessed the spatial knowledge subjects had acquired during Ac-

quisition. It was predicted that the Blocking group would perform at the level of the

Control group in both Probe trials, demonstrating the absence of a blocking effect.

7.2.2.1 Search-Persistence Probe

Whether subjects spent most of the time during the first Probe trial searching the

target in the correct quadrant was analyzed with a 2 × 2 ANOVA on relTQT
. The

analysis detected a main effect of Group [F (1, 33) = 5.75, MSE = 376.58, η2 =

0.15]. While the main effect of Sex was not significant [F (1, 33) = 376.58, p = 0.22],

the interaction between Sex and Group was [F (1, 33) = 4.2, MSE = 376.58, η2 =

0.11]. The interaction was further analyzed. It appeared that the group difference

was driven by the male subjects in the Blocking group, who searched the target

quadrant significantly less than the female subjects of that group [F (1, 33) = 5.5,

MSE = 376.58]. Such a difference was absent in the Control group (F < 1).

Multiple t-tests that compared relTQT
against Zero determined in what groups

the female and male subjects searched the target quadrant more extensively than

would have been predicted by chance. Similar to the above results, only performance

of the male subjects of the Blocking group was at chance level (see Table A.20 on

page 235).
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Figure 7.3: Performance during the Search Persistence Probe trial. Graph on the
left shows relative time in the target quadrant for both groups, split by sex. t-tests
determined that except for the male subjects in the Blocking group, all subjects
searched the target quadrant significantly longer than would have been predicted
by chance (see Table A.20 on page 235). On the right side the time subjects spent
in each quadrant during this trial is shown, separately for both groups and both
sexes. A 2 × 2 × 4 (Group × Sex × Quadrant) repeated-measures ANOVA on the
time in quadrant, with Quadrant as the repeated factor, revealed a significant main
effect of the repeated factor [F (3, 99) = 34.37, MSE = 23.87, η2 = 0.51]. The
interactions of (a) Quadrant and Group [F (3, 99) = 3.67, MSE = 23.87, η2 = 0.10],
and (b) Quadrant, Group, and Sex [F (3, 99) = 4.42, MSE = 23.87, η2 = 0.12] were
significant. The other terms did not reach the level of significance. Error bars: ±1
Standard Error.

.
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7.2.2.2 Location-Accuracy Probe

Performance in the second Probe Trial measured the precision of the spatial knowl-

edge that was acquired. The performance indices (∆T , ∆D, and ∆T ′) were analyzed

separately.

The recalled target positions are displayed in Figure 7.4 on the next page. It

appeared that there was indeed a sex difference in the error produced recalling the

target’s position, albeit a smaller one than observed in the first Probe trial. In both

groups, females were closer to the target’s actual position than males. However,

both males and females exhibited a clear preference for the target’s quadrant and

rarely recalled the target’s position outside this area. Thus, the results from the

second Probe trial are in contrast to performance during the first one.

The accuracy of these observations was assessed by the following statistical anal-

yses.

First, the frequency with which the target’s location was recalled within the

correct (Northeast) quadrant was compared to the frequency with which it was

recalled in any other quadrant for each group (see Graph in the bottom-left corner

of Fig. 7.4 on the following page). A Chi-square test on the 2×2 (Group×Quadrant)

contingency table did not detect group differences (χ2 = 1.90, p = 0.17). Thus, most

subjects in both groups equally often recalled the target in the correct quadrant.

The distance between the target’s recalled and actual position (∆T ) was analyzed

with a 2×2 (Group × Sex) ANOVA. A significant main effect of group was revealed

[F (1, 33) = 5.06, MSE = 2927.09, η2 = 0.13]. The effect of Sex, as well as the

interaction of the two factors was not significant (for both, F < 1). Similar to the

results for relTQT
, the larger error of the Blocking group appeared to be caused

primarily by the male subjects, whose distance to the target was about 25% larger

than the distance produced by the female subjects in that group. It should be noted

that despite the significant group difference, performance in both groups was good,

such that Blocking and Control group achieved short overall distances to the target.

The corresponding analyses for ∆D did not reveal any significant effects (for all
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factors and the interactions, F < 1). Thus, subjects in the Blocking and Control

group did not differ in their knowledge about the target’s distance to the arena wall

(∆D). The average error was rather small (about 25 pixels).

Analysis of ∆T ′ by a 2 × 2 (Group × Sex) ANOVA did also not reveal any

significant effects (for all terms, F < 1). Thus, when the distance between the

recalled and actual target location was considered as if the target was indeed located

within the quadrant in which subjects recalled its position, the group difference

observed for ∆T was no longer evident.

7.2.3 Yes/No Recognition Test

Subjects in both groups were predicted to recognize the distal cues from the arena

at the same level of accuracy. No sex differences were expected.

First, the probability to correctly recognize an object as a distal cue that was

presented in the spatial task [p(H)] and the probability to falsely recognize a novel

object as such [p(FA)] were analyzed by a 2 × 2 × 2 (Group × Sex × Response)

repeated-measures ANOVA, with Response as the repeated factor (see left graph

in Fig. 7.5 on page 190). Main effects of Sex [F (1, 33) = 2.07, p = 0.16] and

Group (F < 1) were not detected, and the interaction of these factors was also not

significant (F < 1). The analysis revealed a significant main effect of the repeated

factor Response [F (1, 33) = 270.70, MSE = 0.12, η2 = 0.89], indicating that

subjects were much more likely to produce Hits than False Alarms. A trend was

observed for the interaction of Response and Sex [F (1, 33) = 3.66, p = 0.06]. It

appeared that males were as likely as females to falsely recognize a new object as

an encountered distal cue, but that female subjects were about 10% more likely to

produce a Hit.

The time required for Hits and False Alarms was not analyzed due to the small

number of False Alarms that were produced. In order to provide some insight into

the time required to make a response (RT), the reaction time that accompanied

correct and wrong responses was analyzed. When subjects produced a Hit or when

they identified a novel object as being novel (Correct Rejection), the response was
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classified as “correct”, otherwise as “wrong”. The average time for correct and wrong

responses was then calculated for each subject. A 2×2×2 (Group× Sex× Response)

repeated measures ANOVA on RT was conducted, with Response serving as the

repeated factor. A signifcant main effect of Reponse was revealed [F (1, 33) = 12.01,

MSE = 411525.60, η2 = 0.27], according to which subjects required more time for

wrong (RT = 2800 ms) than correct (RT = 2298 ms) responses. None of the other

effects was significant (Group: F (1, 33) = 1.97, p = 0.17; all other terms: F < 1).

The ability to correctly identify the initially available and later added distal cues

was analyzed by a 2× 2× 2 (Group × Sex × Cue Set) repeated-measured ANOVA

on hit probability, with Cue Set serving as the repeated factor. Hit probabilty was

calculcated for cue-set A and B separately for each subject (p(H)A/B =
#HA/B

#OldA/B
).

The main effect of Group was not significant (F (1, 33) = 1.13, p = 0.30). The

analysis revealed that females outperformed males [p(HF) = 0.60 > p(HM) = 0.49,

F (1, 33) = 4.42, MSE = 0.04, η2 = 0.12]. The hit-probability was overall higher for

cue-set B than A [p(HB) = 0.62 > p(HA) = 0.48, F (1, 33) = 10.24, MSE = 0.04,

η2 = 0.24]. The interactions were not significant2.

Whether the probability to correctly recognize cues from the two sets was signif-

icantly above chance was analyzed with multiple one-tailed t-tests that compared

p(H) against 0.5. The analysis was split by Cue Set and Sex. It was revealed that

cues from set B were recognized above chance level by both females and males. This

was only the case for cue set A for female subjects (see Table A.21 on page 235).

Analysis of the reaction time required to make a correct response for the two

cue-sets did not reveal any significant results3.

Finally, the discrimination index Pr and response bias index Br were separately

analyzed. First, a 2×2 (Group × Sex) ANOVA was calculated for Pr (see graph on

the right in Fig. 7.5 on the next page). The main effect of Group was nonsignificant

2(1) Group × Sex: F < 1; (2) Cue Set × Group: F (1, 33) = 1.59, p = 0.22; (3) Cue Set ×
Sex: F (1, 33) = 2.72, p = 0.11; (4) Cue Set × Group × Sex: F < 1.

3Note: Data from two subjects was not available for this analysis because they did not produce
a single hit. (1) Sex: F (1, 31) = 1.02, p = 0.32; (2) Cue Set × Group: F (1, 31) = 2.48, p = 0.13;
(3) Cue Set × Group × Sex: F (1, 31) = 2.90, p = 0.10; for the other terms: F < 1.
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Figure 7.5: Yes/No Object Recognition Test. On the left side, relative frequency of
Hits and False Alarms is shown, separately for females and males. In the graph on
the right, the discrimination index Pr is plotted. Error bars: ±1 Standard Error.

[F (1, 33) = 2.36, p = 0.14]. The analysis detected a trend for the main effect Sex

[F (1, 33) = 3.66, p = 0.06], and the interaction between Group and Sex was not

significant (F < 1). As indicated in the obtained probabilities for Hits and False

Alarms reported above, females were (numerically) better at discriminating novel

objects from distal cues than males. Despite this difference, multiple t-tests, which

compared Pr against Zero, revealed that performance was above chance for both

sexes in both groups (see Table A.22 on page 236).

The corresponding analysis of Br did not detect significant effects (for all, F < 1).

Overall, a rather conservative response bias was obtained (Br = 0.19). Multiple t-

tests confirmed this impression. In both groups, female and male subjects exhibited

a bias significantly below 0.5 (see Table A.23 on page 236).

7.3 Discussion

The blocking effect that was obtained by others in this spatial environment (Hamil-

ton & Sutherland, 1999) was not replicated. The novel task instructions that empha-

sized the utility of exploration lead to a pattern of results that can be characterized

as attenuated blocking. It appeared that, unlike in the original study, the later added

distal cues were incorporated into the spatial representation of the environment, but

that this knowledge was not expressed under all test conditions. In addition, when
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the blocking effect occurred, it was only observed for male subjects.

7.3.1 Principal Findings

Blocking and Control group learned equally well to locate the target during training,

and both groups indistinguishably reduced the time required to do so. It is important

to note that the Control group, which had only three Acquisition blocks, achieved

the same level of performance during this comparably shorter training than the

Blocking group after more than twice as many trials. Asymptote in this task was

hence reached after three blocks of four trials. The claim that both groups acquired

the ability to locate the target equally well during training is further supported by

the lack of group differences that were observed for ∆L, the measure of performance

improvement from the first to the last block of Acquisition, for which both groups

obtained high scores. At the end of training, both groups had thus successfully

acquired the target location.

As expected, males were faster than females in locating the target. This was the

case in both groups. For the first time in this series of experiments, the male perfor-

mance advantage for the time in which the target was found was also accompanied

by a larger overall training effect (∆L). Males improved their performance between

the first and last training block slightly more than females. Nevertheless, at the end

of training both sexes substantially improved their initial performance.

Both groups were thus equally proficient in task performance when their spatial

knowledge was tested during the first probe trial, in which the target was removed

and only the later introduced additional cues were displayed. Subjects were not

informed that it would be impossible to find the target. The results clearly show

that the female subjects in the Blocking group were not affected by removal of

the initially presented distal cues and predominantly searched the target quadrant,

using the later added distal cues for orientation. Their male counterparts, however,

did not express a clear preference for any quadrant, and consequently spent as much

time in the correct one as they would have by chance. It thus appeared that the

male subjects did not integrate the additional cues into their spatial representation
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of the environment.

However, behavior during the second probe trial does not support this conclu-

sion. For this probe trial, in which subjects were required to recall the target’s

location, no blocking effect was observed. Independent of group membership, the

vast majority of subjects recalled the target in the correct quadrant, and the dis-

tance between the recalled and actual target position was comparably small (in fact,

it was as small as the average error produced in Exp. I, in which subjects navigated

the same environment, but received different – less informative – instructions; see

Fig. 4.5 on page 110). The sex effect found in the first trial was not replicated. Nu-

merically, females were still better than males, but these differences were statistically

meaningless. It should be noted in this context that, although a significant group

difference was observed for the error with which the target’s location was recalled,

the absolute error was rather small. Thus, in both groups most subjects recalled the

target position within the correct quadrant (again females outperformed males in

the Blocking group, but the difference was not statistically meaningful). The signif-

icant group difference for ∆T is therefore adequately interpreted as higher precision

in the Control group’s knowledge of the target’s location, although both groups

knew the general area where the target was positioned (see Fig. 7.4 on page 187 for

illustration).

These results support the interpretation that subjects in both groups had compa-

rable knowledge of the target location. This knowledge, however, was not applied,

or expressed, under all conditions. What were the reasons for this performance

deficit?

The recognition data indicate that the additional distal cues were not ignored.

Neither sex nor group differences were observed for the ability to discriminate old

from new objects, although females were (numerically) better than males. More

importantly, the later added cues (set B), which were the only ones available during

the probe trials, were recognized above chance level by males and females alike (see

Table A.21 on page 235). Interestingly, although subjects in the Blocking group

were exposed to cue-set A for thirty-two trials, overall recognition performance was
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rather low, especially on the background of the task instructions that explicitly

mentioned the utility of the distal cues. It cannot be ruled out that the relatively

poor recognition performance was due to a context effect because the cues were

encountered in the spatial task and recognition was tested outside this context. It

could also be possible that removal of these cues during the probe trials affected

recognition. Future studies would be useful to this effect, as they might inform us

about the validity of the recognition score obtained with this testing procedure.

The persistence of the female subjects in searching the target quadrant during

the first probe trial could indicate that males had more confidence in their acquired

skill to reliably relocate the target. Thus, after they were not able to find the target

during briefly searching its location in the correct quadrant, males concluded that

the target was not present and decided to search for it somewhere else. In the

Blocking group both male and female subjects incorporated the later added distal

cues into their spatial representation of the environment, but their evaluation of the

outcome of behavior was different. According to this account, males appear more

flexible than females, and adapt faster to certain environmental modifications. The

acquisition curve of the male subjects in the Blocking group provides some support

for this interpretation of probe trial performance. Compared to female subjects, the

males reached asymptote within the first trial block. Females, however, continually

improved their performance – at least numerically – until the last trial block. At

the end of eight Acquisition blocks, from which they performed seven (i.e., 28 trials)

at asymptote, males were accustomed to reliably and quickly finding the target at a

specific location. In contrast, males in the Control group, who searched the target

predominantly in the correct quadrant during the first probe trial, were only trained

for three trial blocks, and did not reach asymptote within the first two blocks. Based

on the argument developed here, these male subjects were not trained sufficiently to

gain confidence in the acquired spatial knowledge that would allow them to conclude

from their inability to find the target in the first probe trial that it had been moved

somewhere else. Therefore, they searched the target quadrant more persistently

than their male counterparts in the Blocking group.
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This account implies that male subjects, by the time they reached the first probe

trial, were ignoring the task instructions that were presented to them before the first

Acquistion trial, in which it was explicitly stated that the target would always be in

the same place. Female behavior during the first probe trial was, on the other hand,

in compliance with these instructions. At the end of the first probe trial, all subjects

were debriefed that the target had been absent and that this would also be the case

in the next trial. This reminder of the original instructions sufficed to produce

the requested behavior in males. To conclude, according to this intepretation, the

divergent probe trial results for male subjects in the Blocking group were rather

due to non-compliant behavior instead of discrepancies in spatial knowledge and

idiosyncracies of male spatial strategy choice.

The results from the second probe trial further suggest that the test of spatial

knowledge traditionally used in the Morris-Water Maze, in which subjects’ per-

sistence to search the correct quadrant is observed, does not, at least in humans,

measure actual spatial knowledge as much as it measures spatial performance. It

is quite discomforting that without the data from the second probe trial, a gen-

uine sex difference in spatial abilities or behavior would have been diagnosed in

this experiment. Even more problematic is the finding that instructions apparently

can differentially affect the sexes. In light of these findings, the collection of var-

ious convergent additional measures is indicated for this (and other) spatial (and

non-spatial) paradigms, in which complex behavior is assessed.

7.3.2 Conclusions

Cognitive map theory predicts that learning in the locale system is different from

learning in the taxon system. When the locale system is in control of spatial behav-

ior, identified changes in the environment will automatically be integrated into its

representation. As a consequence, a blocking effect will not occur.

The results call into question assumptions regarding the automaticity of spatial

behavior. Cognitive map theory assumes that the locale system will be engaged

first, should there be distal cues in the environment the animal can perceive and
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explore. It could be argued that the objects used in this experiment’s adaptation of

the Morris-Water Maze for some reason were not suitable as distal cues, such that

the locale system was not automatically activated in the first place. The previous

studies appear to support this view, as locale learning was observed for concrete,

but not abstract distal cues. However, there seems to be some degree of control,

because specific instructions can override the default strategy. This is demonstrated

by the failure to replicate the blocking effect that was reported by others for this

spatial task, when information regarding useful strategies was included in the task

instructions.

The results of this study identify knowledge about the nature of the spatial

problem as a factor that can modulate which spatial system is likely to be recruited

to master the task. In studies on human spatial behavior, this factor needs to

be controlled in order to obtain results that truly characterize the features and

properties of the spatial mechanisms of interest that produced the observed behavior.

In animal studies, knowledge about a paradigm’s metastructure obviously cannot

be provided in the form of explicit task instructions. Whether animals can be

extensively trained, such that they have extensive experience with the task and

their behavioral options before the actual experiment is implemented, remains an

empirical question for future research.
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Chapter 8

General Discussion

Cognitive map theory assumes that learning in the locale system is rapid, uncon-

ditional, and motivated by curiosity. Equipped with such a mechanism, cognitive

maps can be kept synchronized to the explored environment. Locale learning is

unlike associative learning, which is incremental, conditional on the achieved error-

reduction, and motivated by reward or punishment. Cognitive map theory proposes

that such principles govern acquisition of spatial knowledge in the taxon system.

In contrast to these predictions, an associative learning phenomenon – blocking –

was reported in human spatial learning (Hamilton & Sutherland, 1999). Although a

spatial task was used that is generally believed to promote application of allocentric,

locale strategies (a computerized version of the Morris-Water Maze was employed,

Morris, 1981), no evidence was provided to establish that indeed locale and not

taxon learning was recruited during task performance. Therefore, the obtained

blocking effect could control of behavior by the taxon system. In this case, blocking

is predicted by cognitive map theory.

The results from two experiments strongly support this interpretation. First,

a blocking effect was absent in a paradigm in which the locale system controls

behavior (pilot experiment, see Chapter 2 on page 51). As predicted by cognitive

map theory, associative learning mechanisms apparently are not used by the locale

system to acquire spatial knowledge. Second, a cognitive map was not created in the

computer-generated Morris-Water Maze that Hamilton & Sutherland (1999) used to

demonstrate blocking in human spatial learning (Exp. I, see Chapter 4 on page 98).

This indicates that the taxon system was controlling spatial behavior in their task,

which explains in accordance to cognitive map theory why a blocking effect was

obtained.

At first glance, the computer-generated environment used by Hamilton & Suther-
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land seems to pose a comparable spatial problem as the environment used in our

experiment, where blocking was absent. In both cases, a computer-variant of the

Morris task was developed, and there were no obvious discrepancies between the

two implementations. Why was the taxon system recruited in one version of the

Morris task, and the locale system in another?

Before this question is further explored, our failure to find an associative learning

phenomenon in this task should be further qualified. First and foremost, this result

indicates that there is flexibility in spatial learning, so that monolithic learning

theories are rather inadequate approaches to understand this behavior. Second, the

finding suggests that certain, possibly subtle environmental changes can cause a shift

from one cognitive strategy to another in order to solve the same problem. Such

shifts have been reported in (spatial) behavior by others (e.g., Eichenbaum, Stewart,

& Morris, 1990; Iaria et al., 2003; Packard & McGaugh, 1996) and ultimately support

the notion of multiple memory systems that exert variable control over behavior in

response to specific environmental parameters (e.g., Sherry & Schacter, 1987; White

& McDonald, 2002). A system in this sense is defined in terms of its representations

and operations, and this, essentially, is what cognitive map theory is about.

In this context, we asked the question about the factors that modulate which

spatial system drives behavior in a well-defined spatial problem. This question has

rarely been addressed in the relevant experiments on spatial learning mechanisms

(see discussion of this literature in Section 1.3.2 on page 39), which is in itself not

surprising because many of these experiments were conducted to defend a funda-

mental belief, namely, that associative learning prevails. These studies were not

designed to engage in the exploration of the phenomenon of spatial behavior (in-

terestingly, an influential figure in the initial development of these types of studies

recently endorsed the latter approach Mackintosh, 2002). Thus, this form of debate

illustrates the course of scientific discourse as analyzed by Kuhn (1962)

The experiments that we conducted to answer the question about factors involved

in the recruitment of spatial strategies isolated two parameters – the subject’s degree

of existing conceptual knowledge about distal cues (Exp. II and III) and the subject’s
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degree of knowledge about task affordances (Exp. IV). The locale system was found

to control behavior when distal cues represented concrete, every-day objects, or when

subjects were aware that distal cues predicted the target’s location. In addition to

these principal findings, variables were identified that moderate the speed of place

learning and the ability to learn a place at all: Males always located the target faster

than females and subjects who believed that the target’s location was unstable never

acquired its position, which is, in a sense, trivial.

8.1 Factors that moderate spatial strategy recruitment and implications for asso-

ciative learning theory

The pertinent experiments in this dissertation employed the blocking effect as an

indicator of whether locale or taxon processes were recruited during task perfor-

mance. If the locale system was in control of behavior, then blocking should not

occur. However, if the taxon system was recruited, blocking is expected. Thus, the

experiments are of interest for two theoretical frameworks: In addition to informing

about the factors that moderate which of the two systems proposed in cognitive map

theory is engaged in spatial behavior, they also provide insight into the phenomenon

of blocking itself, and are therefore relevant to associative learning theories.

When the distal cues that were added to a familiar environment showed concrete

objects, subjects updated their cognitive map and readily incorporated these novel

cues into their internal representation of space, such that they were able to locate

the target later, when spatial navigation had to rely exclusively on these added

distal cues. In contrast, spatial performance was severely impaired when abstract

objects were used as novel distal cues. Under this condition, a cognitive map of

the environment was not updated, and blocking was observed. Locale strategies

therefore appear to be preferentially recruited when the distal cues in the environ-

ment are permissive of rapid acquisition, when they, for example, represent objects

for which semantic knowledge is available. It appears that locale spatial strategies

preferentially operate on conceptually processed stimuli. This interpretation would
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predict that subjects who are able, encouraged, or required to conceptually process

distal cues will recruit locale spatial learning, while subjects that are more likely to

process these cues perceptually will recruit taxon strategies.

It is important to note that subjects did not ignore abstract distal cues (see

recognition performance in Fig. 6.6 on page 164). Instead, these cues were simply not

incorporated into a cognitive map of the environment. Although there are no data

available that tell us about the extent to which these abstract cues were explored,

the above-chance recognition performance indicates that the cues were attended

to. Therefore, the lack of map updating appears to delineate a boundary condition

of locale learning. Cognitive map theory assumes that a distal cue will always be

incorporated into a map when it was noticed and explored. If one assumes that the

cues were not explored and therefore not part of the cognitive map, then the object-

recognition results can only be explained with the assumption that exploration of a

noticed cue is conditional on prior evaluation of some qualities of the cue, and one

of these qualities appears to be its concreteness. If one assumes instead that the

abstract cues were explored, then the fact that they were not part of a cognitive map

of the environment indicates that exploration either incorporates or is followed by

an evaluation of the explored cues’ fitness for locale processing, and that, depending

on this evaluation, they become part of a cognitive map or not. A third possibility it

that exploration of distal cues is more concerned with the exploration of the spatial

relations among them than their identity. This option will be discussed in detail at

the end of this section.

Put strongly, exploration might be part of the decision-making process that

selects the appropriate spatial strategy to solve a given spatial problem. If, as

proposed by O’Keefe & Nadel, the construction of cognitive maps requires rapid

acquisition, then cues that afford more processing for acquisition than others (e.g.,

cues for which there is yet no conceptual, or symbolic representation) will either not

be used, or, in case they are the only cues available in the environment, the system

will shift to taxon spatial strategies, which generally require less spatial knowledge

and which involve slower, incremental learning. In contrast to the initial formulation
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of cognitive map theory, locale learning is, according to this interpretation, not the

default, preferred strategy. As most adaptive behavior, spatial learning is thought

to adhere to utilitarianism, not idealism.

Associative learning theories are incapable of explaining the result that blocking

is also a function of the concreteness of cues. Attentional theories (e.g., Mackintosh,

1975) are ruled out by the fact that subjects were able to correctly identify the cues

that were blocked. There was no competition for attentional resources among the

cues – if so, subjects should not be able to identify the cues to which they presum-

ably did not pay attention. The Rescorla-Wagner model also fails us. This theory

predicts that if performance is asymptotic, then additional cues will not be acquired

because the available associative potential of the unconditioned stimulus (in this

case, the US is the target location, or the appetitive consequences of reaching it) is

expended. However, in all experiments blocking was absent although performance

(as measured by latency to find the target) was asymptotic when the environment

was changed (see Figs. 5.2 on page 128, 6.2 on page 154, and 7.2 on page 183);

therefore, blocking should have prevailed, according to the Rescorla-Wagner model.

But this is not what we found. It is somewhat unclear whether configural associa-

tion theory can explain the blocking effect for abstract but not concrete distal cues

because Rudy & Sutherland (1995) do not specify how learning is organized in their

framework. Despite this vagueness, proponents of this idea state that associative

learning principles describe acquisition of both elemental and configural associations

(e.g., Hamilton & Sutherland, 1999; Hamilton et al., 2002; Sutherland et al., 1987;

Rudy & Sutherland, 1995). As has been demonstrated, two prominent associative

theories cannot explain that blocking is moderated by conceptual qualities of the

compound stimulus. Therefore, at least until the next revision of configural associ-

ation theory, this account of (spatial) learning also falls short of an explanation for

our results.

If spatial behavior is understood as an attempt to solve an adaptive problem,

then knowledge about the task affordances would be expected to influence the deci-

sion of which spatial strategy to apply. This is exactly what was found in Exp. IV.
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When subjects were informed that the target remained in the same location and that

the distal cues therefore would predict its position, the blocking effect did not repli-

cate in the environment in which it was demonstrated by Hamilton & Sutherland

(1999). This result cannot be explained by the Rescorla-Wagner model of associa-

tive learning because, as in the other experiments, learning was at asymptote when

additional distal cues were introduced. However, attentional associative learning

accounts might offer an alternative explanation to cognitive map theory for this

finding. If one assumes that the instruction to explore the environment moderated

the amount of attention distal cues received, then the limited attentional resources

might have been strategically allocated during learning, such that sufficient atten-

tion was available to associate the later added distal cues with the target location.

How this “attentional reserve” was intentionally managed, however, remains to be

explained.

In sum, our findings identify factors that influence whether taxon or locale strate-

gies are recruited in spatial learning. This conclusion, however, deserves further

qualification, as the experiments do not indicate whether all novel distal cues were

incorporated into a cognitive map. It is possible, for example, that only the spatial

relations between the target and the additional cues in close proximity to it were

acquired in the experiments that failed to demonstrate blocking. Thus, if subjects

were required to find the target location given only the more distant additional cues,

performance might be impaired. Such a finding could be interpreted in several ways.

First, it could indicate that cognitive maps do not necessarily represent all distal

cues that were noticed. This notion is similar to Tolman’s dichotomy of “narrow”

vs. “wide” maps:

“[. . . ] it is also important to discover in how far these maps are

relatively narrow and strip-like or relatively broad and comprehensive.

[. . . ] In a strip-map the given position of the animal is connected by

only a relatively simple and single path to the position of the goal. In

a comprehensive-map a wider arc of the environment is represented, so

that, if the starting position of the animal be changed or variations in the
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specific routes be introduced, this wider map will allow the animal still

to behave relatively correctly and choose the appropriate new route.”

(Tolman, 1948, p. 193)

Essentially, this explanation would introduce a constraint on locale learning, such

that acquisition in this system is also governed by cues’ spatial proximity to the

target location. However, such an assumption would invalidate the very concept of a

cognitive map, which represents distal cues regardless of their current spatial utility,

provided they were explored. An alternative explanation that is more congruent

with the fundamentals of cognitive map theory is based on a slight modification

of the concept of exploration. If the ability to recognize distal cues is dissociated

from their probability to become part of a cognitive map, at least two alternative

conclusions about exploratory behavior can be derived. First, as discussed earlier,

exploration might include evaluative processes, that decide whether a distal cue is

useful for locale processing. Second, exploration may entail more than the encoding

of an episodic memory representation that indicates which objects were encountered

in a specific context. Exploration thus may be characterized is a behavior that is

engaged to encode the spatial relations between landmarks. From this perspective,

the existence of a memory representation for a landmark does not indicate whether

it is part of a spatial representation of the environment in which it was encountered.

Ultimately, these are empirical questions, and possible studies to investigate them

will be outlined in the Conclusion.

8.2 Variables that moderate spatial performance

Two variables emerged that accurately predicted different determinants of spatial

performance in all experiments: Sex and Place Hypothesis.

In all experiments (i.e., Exps. I-IV), males were faster than females in locating the

target during acquisition. This finding replicates earlier results, in which the same

male performance advantage was discovered in a computer-generated Morris-Water

maze (Astur et al., 1998). However, we found that this performance advantage for
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male subjects did not reflect qualitative differences because by the end of acquisition,

the extent to which males and females had improved the time required to find the

target (indexed by ∆L) was indistinguishable in all but one experiment (Exp. IV,

in which males outperformed females). The conclusion that sex differences were

generally of a quantitative and not qualitative nature is further supported by the

lack of such disparities for knowledge about the target location (but see Astur et al.,

1998, who found the opposite). Here males and females equally often either searched

the target in the correct quadrant or failed to do so (Search Persistence Probe), and

they produced comparable errors when asked to recall the target’s location (Location

Accuracy Probe).

There was one notable exception to this general rule. In Exp. IV, in which

the influence of knowledge on spatial strategy recruitment was studied, females in

the Blocking group searched the target predominantly in the correct area during the

Search Persistence Probe trial, while male preference for the correct quadrant was at

chance level, essentially establishing a blocking effect for this population. However,

when subjects were aware that they would not be able to find the target during

the subsequent Location Accuracy Probe, both sexes recalled the target in close

proximity to its actual location. Two possible explanations for this dissociation of

male performance in tasks that assess knowledge of the target location are plausible.

First, males simply may not follow task instructions as compliantly as females, or

they may not pay as much attention to these instructions as females. This is a

plausible explanation because subjects were informed at the beginning of Exp. IV

that the target would remain in the same location.

The second explanation focusses on differences in strategic behavior. The im-

portant result is that there were no notable sex differences in this experiment for the

knowledge of the target location – this is the implication of the good performance of

both male and female subjects during the second probe trial. Therefore, performance

differences during the first probe trial are unlikely to indicate spatial knowledge dif-

ferences. Rather, they demonstrate differences in spatial strategy choice or in the

interpretation of behavioral outcome. Male subjects, who had reached asymptote
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during acquisition almost immediately, were accustomed to reliably locate the target

by the time the probe trial was administered. This was probably not the case for the

females, who much later reached asymptote. When the target suddenly could not

be found at its location during the first probe trials, males, who were overtrained

by that time, quickly started to look for the target somewhere else, such that they

spent about the same time in each quadrant searching it. As a result performance

was observed that resembled blocking, but did not actually establish it. However,

when explicitly informed that the target would be absent, males were about as good

as females in recalling its location. It should be noted that this interpretation re-

quires that overtraining can induce a state of “confidence”, on which the evaluation

of the inability to find the target is based. Unfortunately, this interpretation cannot

be verified with the available data. It is, for example, impossible to analyze male

performance during the first half of the Search Persistence Probe trial, which could

indicate whether males initially tried to find the target in the correct quadrant.

Sex differences in spatial abilities regularly resurface and vanish from the experi-

mental literature, and are therefore regarded as rather unreliable (Caplan, MacPher-

son, & Tobin, 1985). The most robust difference between males and females has been

documented for mental rotation tasks (see Astur, Tropp, Sava, Constable, & Markus,

2004), but even here divergent findings have been reported (Caplan et al., 1985).

In spatial navigation females have been shown to preferentially recruit landmarks

for orientation, while males are thought to additionally employ cardinal coordinates

and geometry (e.g., Sandstrom, Kaufman, & Huettel, 1998). But this does not im-

ply that females are incapable of using geometry. Rather, for unknown reasons,

males and females (in our culture) are more likely to apply one spatial strategy

than another, and this appears to be moderated by the spatial task affordances

(Astur et al., 2004). Despite these uncertainties associated with the interpretation

and appraisal of human sex differences in navigation, we have documented a robust

performance difference in a computer-version of the Morris-Water maze: males are

faster, but not better, than females Astur et al. (cf. 1998, who also found this male

advantage, but did not further analyze the overall performance improvement for



205

males and females).

Beliefs about the constancy of the target location moderated spatial learning.

Subjects who assumed that the target remained in the same location outperformed

subjects who held the opposite belief in all spatial performance indices. This result

is trivial in that it is futile to attempt to associate an unstable target position with

static landmarks – this will not improve spatial performance. It is nevertheless re-

markable that subjects who suspected that the target’s location was unpredictable

were able to correctly identify the distal cues that were surrounding it, but failed to

notice that these cues remained in constant spatial relations to each other. There-

fore, this finding lends further support to the argument of cognitive map theory that

exploration in the locale system appears to be a behavior that is aimed at analyzing

the spatial relations among objects, and not their specific features. If subjects come

at some point for yet unknown reasons to the conclusion that the target location

is unstable, then they might not engage spatial exploration to solve the task. In-

terestingly, this assumed lack of spatial exploration impaired all forms of spatial

learning, even taxon strategies. Taxon strategies would have allowed subjects in

some control groups to solve the task (see, for example, control group performance

in Fig. 5.3 on page 131, and performance of the two groups in the pilot study for

Exp. III A.4 on page 226). If exploration is understood as the gathering of mainly

spatial information, then exploration, in light of these results, might also be part of

the taxon system, and should not be taken as a predictor of locale learning alone.

This alternative view of the role of exploratory behavior, which posits that it is

prevalent in many forms of spatial learning, might save cognitive map theory from

the challenge posed by the study of Biegler & Morris (1999), who found that an

explored landmark was not incorporated into a cognitive map of the environment.

Place Hypothesis emerged as a powerful and efficient analytic variable that ex-

plained a substantial amount of variance in all spatial performance measures. De-

mographically, when subjects were not informed beforehand that the target location

remained constant, almost always half of them came to believe that the target lo-

cation was unpredictable in our environments. Interestingly but not surprisingly,
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subjects did not engage in systematic testing of their Place Hypothesis, and fell prey

to confirmation bias.

8.3 Novel methodological contributions

Traditionally, performance in the Morris-Water maze is quantified in terms of the

reduction of latency during acquisition and the time spent in the quadrants of the

circular tank during the standard probe trial, during which the target is removed

from the maze (e.g., Astur et al., 1998; Hamilton & Sutherland, 1999; Jacobs et al.,

1997; Morris, 1981). The former is used to measure learning, while the latter is

interpreted as a measure of spatial knowledge.

These indices of spatial behavior have several disadvantages. First, latency does

not directly indicate whether learning occurred. Therefore, changes in heading error

and path length during acquisition are often also analyzed. Latency as well as these

additional measures, however, do not permit direct quantification of the amount of

learning during acquisition. As a consequence, it is hard to judge whether some

subjects or groups were faster, or learned more than others (for a detailed dis-

cussion see Chapter 3 on page 70). In an attempt to ameliorate this situation, a

learning index was developed that compares a subject’s performance reached by

the end of training to the average performance of this individual’s “peer group”

at the beginning of training (∆L). The “peer group” may be defined by sex and

experimental condition. This index can then be compared against a predetermined

minimal performance improvement to identify groups or individuals that meet a

learning criterion. Furthermore, it allows comparison of acquisition performance

between experiments. ∆L was instrumental in discovering that the superior perfor-

mance of males during acquisition generally does not indicate that females improved

their performance to a lesser extent than males. On the contrary, sex differences

for ∆L were absent. On the basis of these results, it appears useful to characterize

acquisition performance using both latency and ∆L.

Second, it is not entirely clear what the standard probe trials measures. The time
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subjects spent searching the absent target in the correct area could either indicate

spatial knowledge or spatial performance. Thus, it is uncertain whether behav-

ior during the probe trial indexes place knowledge, spatial strategy, or potentially

pathological forms of perseverance. In order to decide between these alternatives,

an additional probe trial was devised. The Location Accuracy Probe trial attempts

to exclusively measure spatial knowledge by informing subjects about the absence

of the target and instructing them to recall the target location as precisely as pos-

sible. Subjects indicate the memorized target position by navigating to its assumed

location in the computer-generated maze. Thus, subjects are not required to have

developed a topographical representation of the spatial environment that would en-

able them to indicate the target’s position on a map-like schematic representation

from a birds-eye perspective, which constitutes another possible method to measure

place knowledge. However, performance in this task might depend on computa-

tions and representations that are different from a cognitive map, and it is therefore

unclear what precisely is measured.

The Location Accuracy Probe was found to be a very valuable assessment tool

for spatial knowledge. This was clearly demonstrated in Exp. IV, in which the

traditional probe trial indicated a sex difference in spatial knowledge, which could

not be detected by the Location Accuracy Probe. This result provides support

for the interpretation that the former method measures performance more so than

knowledge, to which the latter is sensitive exclusively.

Three indices were developed to analyze performance in the Location Accuracy

Probe. The distance between the actual and the recalled location of the target

(∆T ) quantifies the absolute error in place knowledge, while ∆D and ∆T ′ isolate

two purely geometric components of such knowledge. ∆D quantifies the error in

recalling the target’s distance to the arena wall. The main finding associated with

this index is that subjects rarely underestimate the correct value for this parameter.

More insight was gained from ∆T ′, which measures the error in recalling the target’s

position within the quadrant in which the subject believes it to be located. Thus,

∆T ′ measures spatial knowledge exclusively in relation to geometric knowledge,
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independent of the distal cues which, in this environment, provide information about

the target’s position within the quadrant. Here it was found that differences in ∆T

are not reflected in ∆T ′, which suggests that even when subjects failed to relate

the target’s location to the distal cues, they related its position to the geometric

information provided by the environment. The dissociation between ∆T and ∆T ′

might also indicate two components of spatial knowledge stored in a cognitive map.

While the distal cues signify a more general area in which a place can be found,

geometric information signifies its actual location within this locale.

Although it is impossible to effectively implement an assessment method in the

form of the Location Accuracy Probe in animal studies, it appears sufficiently valu-

able for research in human populations as to encourage others to consider this pro-

cedure.

8.4 Conclusion and outlook

The central findings of the series of experiments reported in this dissertation are

as follows: First, associative learning effects that were found in experiments to test

cognitive map theory do not imply that locale learning was in control of behavior.

Cognitive map theory predicts that spatial behavior can reflect the operation of the

locale or taxon system. Unless it is independently demonstrated that the taxon and

not the locale system was recruited to produce spatial behavior, the implications of

associative learning effects for cognitive map theory cannot be interpreted. The pos-

sibility that taxon learning controlled behavior in a task that is by default regarded

as promoting locale behavior was demonstrated for an experimental paradigm in

which associative learning was found. Therefore, the conclusion that cognitive map

theory was challenged by the demonstration of an associative learning phenomenon

in this paradigm was premature. Second, two factors were detected that moderate

whether locale or taxon strategies are recruited to solve a spatial problem in hu-

mans: (a) Abstract distal cues can lead to the activation of the taxon system, while

the locale system is recruited in the presence of concrete distal cues. (b) Knowledge
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that the distal cues predict the target location leads to the recruitment of locale

instead of taxon strategies.

From these results it can be concluded that it is initially rather unclear which

spatial strategies an organism engages to solve some spatial task. As we have pointed

out elsewhere (Nadel & Hardt, 2004), in most spatial tasks the organism has a

choice: it can either use taxon or locale strategies, and it might even switch from one

strategy to another in the course of the experiment (Bohbot et al., 2004). Different

phenomena will be observed depending on that decision. In the field of spatial

behavior research this possibility has been generally ignored, and consequently our

knowledge about what factors may influence an organism’s decision to recruit one

spatial strategy instead of another is very limited.

Further, the results challenge associative learning theories. Neither the Rescorla-

Wagner model, attentional theories, nor configural association theory can account

for why the concreteness of cues and knowledge about the relation between the target

location and distal cues moderates whether a well-established associative learning

phenomenon (blocking) can be observed. The obvious conclusion is that some forms

of spatial learning do not follow the principles proposed in these accounts. There

are, apparently, more learning mechanisms in a brain than are dreamt of in these

theories. Thus, the multiple-system approach to spatial learning put forward by

cognitive map theory portrays behavior more accurately than associative theories.

Although our results were obtained in a computer-generated spatial environment

that does not qualify as truly “virtual” due to the lack of immersion generated by this

simulation, the argument that our findings do not relate to actual spatial behavior

in the real world is misplaced. Recent studies indicate that the neural substrate of

the processes engaged in real and computer-generated environments is similar, and

that the brain regions involved in certain forms of navigation correspond between

rat, primate, and human (e.g., Astur et al., 2004; Bohbot et al., 2004; Burgess

& O’Keefe, 2003; Ekstrom et al., 2003; Feigenbaum & Morris, 2004; Feigenbaum

& Rolls, 1991; Iaria et al., 2003; Janzen & van Turennout, 2004; Maguire et al.,

1998a,b; Parslow, Morris, Fleminger, Rahman, Abrahams, & Recce, 2005; Thomas
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et al., 2001; Voermans et al., 2004).

Our understanding of the organization of spatial behavior is still limited. There

are some exciting new developments in addressing this issue. These comprise com-

puter simulations, recordings from cells in the human brain, imaging studies, and

comparative approaches. Some potentially interesting questions that could be pur-

sued using a combination of these methodologies shall be briefly outlined.

It would be worthwhile to further explore the factors that influence which strat-

egy will dominate spatial performance. For example, what is the relation between

overtraining and locale learning? When subjects have been trained extensively to

find a spatial location in a stable environment, will a switch from locale to taxon

strategies occur? Thus, when a spatial behavior becomes a habit, will this reflect

that the taxon system dominates behavior?

Another factor to which spatial learning in the framework of O’Keefe & Nadel

should be sensitive is the spatial classification of landmarks. Locale learning in-

corporates distal cues into a cognitive map, but proximal cues are the domain of

taxon learning. First, one needs to reveal what determines whether a cue is distal

or proximal. Several possible criteria have been outlined by others. For example, it

has been proposed that all cues a rat can get into direct contact with are proximal.

An alternative clue an organism may use to recognize distal from proximal cues

could be provided by motion parallax: those cues that barely move across the visual

field in relation to the animal’s movement are sufficiently “distal” to be useful as

stable landmarks in a cognitive map. Using one of these criteria, human subjects

(and possibly animals) could be exposed to an environment in which both distal

and proximal cues predict a target location. If the former are processed by the lo-

cale system, then associative learning phenomena should not be observed for theses

cues. Such phenomena, however, would be expected for the latter. Thus, this type

of study would allow us to further understand the cognitive processes involved in

locale and taxon learning, and would directly test a prediction of cognitive map

theory.

These studies and the ones that were presented in this dissertation lend them-



211

selves to neuroimaging. We have isolated factors that allow us to predict whether

associative learning phenomena occur in spatial learning. Do these behavioral ef-

fects predict which brain areas are recruited during task performance? Cognitive

map theory would expect that the absence of blocking in spatial learning would

go along with activity in the hippocampus, while a blocking effect should correlate

with a decrease of activation in this brain region. Based on the work of others (e.g.,

Bohbot et al., 2004; White & McDonald, 2002) one would expect that a blocking ef-

fect is correlated with increased activity in the caudate nucleus. Such studies would

allow identification of neural networks that are engaged in certain forms of spatial

behavior, and provide insight into the neural substrate of the effects of certain en-

vironmental factors that moderate whether taxon or locale strategies are recruited

during spatial behavior.

Investigation of exploratory behavior appears worthwhile in light of our results

that cues for which accurate recognition memory can be demonstrated might not

become part of a cognitive map of the environment. In humans, exploration can

be expected to be a function of the visual domain. Therefore, experiments that

use eye-tracking technology during spatial task performance are likely to provide

insight into the behavior that is correlated with a cue becoming part of a cognitive

map. It can be speculated that this outcome of exploration would entail an analysis

of the spatial relations among distal cues and perhaps the target location. Such

“spatial” exploration might have a unique signature insofar as saccades between

distal cues are more often observed than saccades within a distal cue. Eye-tracking

could also be employed to control exploratory behavior. For example, information

about the current gaze direction could be used to detect what part of the display

subjects are attending to. This information could, for example, be used to ensure

that subjects attend to certain environmental features, thereby studying the relation

between visual attention and spatial learning.

Lastly, although our results indicate that locale, and not taxon learning was

recruited under some conditions, it remains unclear which distal cues were incorpo-

rated in the cognitive map of the environment. In Tolman’s words, were the maps
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rather narrow (comprising only some distal cues that were especially useful for nav-

igation) or wide (comprising most or all of the cues)? This question can be easily

answered by combining a blocking design with a cue-elimination study. After the

end of compound training, place knowledge is first assessed in the presence of all of

the later added distal cues. Then, spatial knowledge is tested with half of these cues

removed from the environment. If this latter manipulation impairs performance,

than a comprehensive map of the environment was not created, provided that the

absence of blocking is observed in the former test.

Cognitive map theory can be regarded as an argument against totemism in psy-

chology, which has dominated the field in various manifestations almost immediately

after it was established at the beginning of the 20th century. Our results provide

some support for this theoretical position, as they cannot be explained by mono-

lithic theories of spatial learning, which proved to be approaches too simplistic for

this complex behavior.
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Appendix A

Supplementary Experimental Results

A.1 Rationale

No Blocking in a Spatial Environment in which a Cognitive Map is Created

Table A.1: Demographic data for the Rationale Experiment. The table shows,
separately for group and gender, the number of subjects (N ), the percentage of
female and male subjects (N%), age-range (Minage , Maxage), mean (Mage), and
standard deviation (SDage). Please see text for group descriptions.

Group Condition Gender N N% Minage Maxage Mage SDage

Blocking Adjacent Walls F 7 43.8 18 22 20.4 1.4
M 9 56.2 19 22 20.6 0.9

Subtotal 16 100.0 18 22 20.5 1.0
Opposite Walls F 8 53.3 19 21 20.0 0.8

M 7 46.7 19 21 19.7 0.6
Subtotal 15 100.0 18 21 19.9 0.5

Subtotal 31 49.2 18 22 20.2 1.0

Control Adjacent Walls F 7 43.8 19 22 20.7 1.0
M 9 56.2 19 24 20.6 1.8

Subtotal 16 100.0 19 24 20.6 1.7
Opposite Walls F 10 62.5 19 24 20.6 1.7

M 6 37.5 19 23 20.5 1.4
Subtotal 16 100.0 19 24 20.6 2.2

Subtotal 32 51.8 19 24 20.6 1.5

Total F 32 51.8 18 24 20.4 1.2
Total M 31 49.2 19 24 20.4 1.4
Overall 63 100.0 18 24 20.4 1.3
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A.2 Experiment I

Successful navigation of a virtual Morris Water Maze does not imply that a

cognitive map was created.

Table A.2: Demographic data for Experiment I. The table shows, separately for
group and gender, the number of subjects (N ), the percentage of female and male
subjects (N%), age-range (Minage , Maxage), mean (Mage), and standard deviation
(SDage). Please see text for group descriptions.

Group Gender N N% Minage Maxage Mage SDage

Close Corners F 13 56.5 20 45 25.3 8.3
M 10 43.5 19 29 21.5 2.8

Subtotal 23 100.0 19 45 23.7 6.7

Close Walls F 16 66.7 18 28 20.0 2.4
M 8 33.3 19 19 19.0 0.0

Subtotal 24 100.0 18 28 19.7 2.0

Distant Corners F 10 45.5 18 37 20.9 5.8
M 12 54.5 18 23 19.4 1.3

Subtotal 22 100.0 18 37 20.1 4.0

Distant Walls F 10 43.5 18 23 19.7 1.8
M 13 56.5 18 21 19.1 1.0

Subtotal 23 100.0 18 23 19.3 1.4

Control F 14 60.9 18 21 19.2 0.8
M 9 39.1 18 20 19.2 0.7

Subtotal 23 100.0 18 21 19.2 0.7

Total F 63 54.8 18 45 21.0 5.1
M 52 45.2 18 29 19.6 1.7

Overall 115 100.0 18 45 20.4 4.0
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Table A.3: Results of multiple t-tests that compared ∆L against 20% to determine
the groups in which significant learning occured. Analysis was split up by Group
and Place Hypothesis.

Factor-Combination
M∆L t p

Place Hypothesis Group

Place
Constant

Close Corners 61.65 12.14 < 0.05*
Close Walls 51.74 7.54 < 0.05*

Distant Corners 55.18 8.67 < 0.05*
Distant Walls 56.07 7.92 < 0.05*

Control 51.93 6.43 < 0.05*

Place
Changing

Close Corners 46.25 5.14 < 0.05*
Close Walls 20.04 1.45 0.09

Distant Corners 48.43 2.66 < 0.05*
Distant Walls 26.06 1.65 0.09

Control 37.59 2.63 < 0.05*

Table A.4: Results of t-tests that compared relTQT
against Zero to determine the

combinations of the factors Group and Place Hypothesis in which subjects’ time
in the target quadrant during the Search-Persistence Probe Trial was significantly
above what would have been expected by chance.

Factor-Combination
MrelTQT

t p
Place Hypothesis Group

Constant
Location

Close Corners -1.65 -0.84 0.79
Close Walls 10.43 2.34 < 0.05*

Distant Corners 14.18 2.89 < 0.05*
Distant Walls 22.58 3.97 < 0.05*

Control 21.70 4.13 < 0.05*

Changing
Location

Close Corners -6.44 -2.78 0.99
Close Walls -2.48 -0.41 0.66

Distant Corners 3.86 0.67 0.27
Distant Walls 0.31 0.21 0.42

Control 8.35 1.25 0.13
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Figure A.1: The time subjects in each group spent in the quadrants of the CG Arena
during the Search Persistence Probe trial. The graph on the top shows performance
of subjects who believed that the target stayed in the same location during Acquisi-
tion, while the lower graph shows performance of subjects who believed otherwise.
A 4× 5× 2× 2 (Quadrant × Group × Sex × Place Hypothesis) on the time spent
in the quadrant revealed a significant main effect of Quadrant [F (3, 285) = 19.32,
MSE = 19.23, η2 = 0.20], and significant interactions of Quadrant and Group
[F (12, 285) = 2.97, MSE = 19.23, η2 = 0.13] and Quadrant and Place Hypothesis
[F (3, 285) = 10.56, MSE = 19.23, η2 = 0.11] were revealed. The other effects were
not significant (for all, F < 1). Error bars: ±1 Standard Error.
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Table A.5: Performance in Yes/No Recognition Test. Multiple one-tailed t-tests
that compare discrimination index Pr against Zero to determine in which group
recognition was above chance.

Group MPr t p

Close Corners 0.28 5.14 < 0.05*
Close Walls 0.32 7.10 < 0.05*

Distant Corners 0.28 5.99 < 0.05*
Distant Walls 0.30 5.61 < 0.05*

Control 0.29 6.03 < 0.05*

Table A.6: Performance in Yes/No Recognition Test. Multiple one-tailed t-tests
that compare response bias index Br against 0.5 to determine in which group bias
was signifcantly below neutral, i.e. conservative.

Group MBr t p

Close Corners 0.19 -13.49 < 0.05*
Close Walls 0.22 -8.50 < 0.05*

Distant Corners 0.20 -12.29 < 0.05*
Distant Walls 0.24 -8.35 < 0.05*

Control 0.19 -11.62 < 0.05*
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A.3 Experiment II

When only Concrete Objects Are Used as Distal Cues, a Blocking Effect Can-

not be Obtained

Table A.7: Demographic data for Experiment II. The table shows, separately for
group and gender, the number of subjects (N ), the percentage of female and male
subjects (N%), age-range (Minage , Maxage), mean (Mage), and standard deviation
(SDage). Please see text for group descriptions.

Group Gender N N% Minage Maxage Mage SDage

A-AB-B F 23 79.3 18 20 18.4 0.6
M 6 20.7 18 19 18.2 0.4

Subtotal 29 100.0 18 20 18.3 0.6
B-AB-A F 22 75.9 18 20 18.6 0.7

M 7 24.1 18 19 18.7 0.5
Subtotal 29 100.0 18 20 18.7 0.6
AB-AB-B F 17 60.7 18 31 19.2 3.1

M 11 39.3 19 22 19.0 1.2
Subtotal 28 100.0 18 31 19.1 2.5
AB-AB-A F 21 75.0 18 21 18.6 0.8

M 7 25.0 18 24 20.0 2.4
Subtotal 28 100.0 18 21 18.9 1.4

Total F 83 72.8 18 31 18.7 1.5
M 31 27.2 18 24 19.0 1.4

Overall 122 100.0 18 61 20.7 5.3
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Table A.8: Extend of learning at the end of Acquisition in terms of ∆L. Values
significantly higher than 20% were defined as learning. One-tailed t-tests were
performed.

Factor-Combination
M∆L t p

Place Hypothesis Group

Place
Constant

A-AB-B 45.55 3.59 0.002*
AB-AB-B 47.26 2.93 0.006*
B-AB-A 37.00 1.97 0.036*

AB-AB-A 50.39 5.19 < 0.001*

Place
Changing

A-AB-B 29.00 0.70 0.250
AB-AB-B 30.83 0.96 0.176
B-AB-A 27.36 0.83 0.211

AB-AB-A 42.26 2.68 0.009*
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Figure A.2: The time subjects spent in the quadrants of the CG Arena during the
Search Persistence Probe trial. A 4× 4× 2× 2 (Quadrant × Group × Sex × Place
Hypothesis) on the time spent in the quadrant revealed a significant main effect of
Quadrant [F (3, 294) = 22.42, MSE = 37.60, η2 = 0.19], and significant interactions
of Quadrant and Place Hypothesis [F (3, 294) = 16.61, MSE = 37.60, η2 = 0.15]
were revealed. The other effects were not significant (for all, F < 1). Error bars:
±1 Standard Error.
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Table A.9: Results of t-tests that compared relTQT
against Zero to determine the

combinations of the factors Group and Place Hypothesis in which subjects’ time in
the target quadrant during the Search-Persistence Probe Trial was different from
chance.

Factor-Combination
MrelTQT

t p
Place Hypothesis Group

Place
Constant

A-AB-B 13.96 2.51 < 0.05*
B-AB-A 21.87 3.79 < 0.05*

AB-AB-A 14.58 2.81 < 0.05*
AB-AB-B 24.38 4.68 < 0.05*

Place
Changing

A-AB-B 7.63 2.34 < 0.05*
B-AB-A 1.63 0.56 0.29

AB-AB-A -2.45 -1.84 0.96
AB-AB-B 1.30 -0.50 0.69

Table A.10: Recognition performance in 4AFC for the four groups. The hits com-
prise Percetpual-Conceptual Hits and Perceptual Errors (i.e., chosing the perceptu-
ally different correct concept). Chance performance at 50%.

Factor-Combination
M∆L t p

Place Hypothesis Group

Place
Constant

A-AB-B 45.55 3.59 0.002*
AB-AB-B 47.26 2.93 0.006*
B-AB-A 37.00 1.97 0.036*

AB-AB-A 50.39 5.19 < 0.001*

Place
Changing

A-AB-B 29.00 0.70 0.250
AB-AB-B 30.83 0.96 0.176
B-AB-A 27.36 0.83 0.211

AB-AB-A 42.26 2.68 0.009*
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A.4 Pilot Study for Exp. III

The abstract cues used in Exp. III allow successful spatial behavior

In Experiment III, Chinese pictographs were used as abstract cues to test whether

type of cue (abstract vs. concrete) modulates whether the taxon or locale system

is dominating spatial behavior. The results of Exp. III can only be interpreted in

this way given an independent demonstration that the abstract cues employed do

not impair spatial behavior per se.

In the following pilot study, this question was addressed. In the paradigm used

in Exp. III, subjects were trained to find a target location with one cue-set (abstract

or concrete) present in the environment. Then another cue-set was added. Unlike

Exp. II and III, subjects’ spatial knowledge was then tested with only the initially

present cues.

It was expected that subjects would be able to acquire the target location using

abstract or concrete distal cues.

A.4.1 Methods

A.4.1.1 Participants

Thirty-seven University of Arizona undergraduate psychology students were re-

cruited for this experiment, and randomly assigned to one of the two groups. Sub-

jects received course credit for participation. Subjects were between 18 and 43 years

of age (Mage=20.0, SDage=4.0), and 15 of them were female (41%).

A.4.1.2 Computer-generated Morris-Water Maze

The CG-arena software displayed the spatial environment used for Exp. III (see

Section 6.1.2 on page 150).
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Table A.11: Experimental Design.

Acquisition Probe
Group Phase I (20 Trials) Phase II (12 Trials) SPP LAP

A-AC-A A
A+C

A A
C-AC-C C C C

A.4.1.3 Design

Two groups were used in this experiment (see Table A.11. Subjects in group A-

AC-A were trained for twenty trials to find the target in the North-East quadrant.

During this time, only abstract cues were displayed that showed the Chinese pic-

tographs used in Exp. III. Then concrete cues (the line drawings from Exp. III)

were introduced as additional distal cues for the remaining twelve acquisition trials.

Finally, the target was removed, and subjects spatial knowledge was assessed in two

Probe trials. During the probe trials, the later added distal cues were removed from

the maze, such that only abstract cues were available in this group.

Group C-AC-C, was first trained with the concrete distal cues, to which then the

abstract ones were added. During the subsequent Probe trials, only the concrete

cues were displayed.

A.4.1.4 Procedure

With the exception of the object recognition test, the procedure in this experiment

was identical to the one implemented in Exp. III. The usual object recognition test

was not administered because this study only was concerned with subjects’ principal

ability to find the target with abstract cues.

Thus, subjects first participated in the spatial task, which consisted of 32 ac-

quisition and two probe trials. Then the spatial-strategy and drug-prescription

questionnaires were administered.



223

A.4.2 Results

The Type-I error rate was set at α = 0.05 for all statistical analyses.

Sex differences were not considered in the following analyses because the only

hypotheses of interest were if subjects generally would be able to acquire sufficient

spatial knowledge that makes use of the abstract distal cues.

A total of nineteen subjects (51%) believed at the end of Acquisition that the

target’s location kept changing. In group A-AC-A, eleven of the twenty subjects

suspected varying target locations. Of the seventeen subjects in group C-AC-C,

nine held this belief.

A.4.2.1 Acquisition

Changes in the time required to find the target during Acquisition (latency) were

analyzed with a 2 × 2 × 8 (Group × Place Hypothesis × Trial Block) repeated-

measures ANOVA, with Trial Block serving as the repeated factor. A significant

main effect of Place Hypothesis [F (1, 33) = 10.74, MSE = 633.13, η2 = 0.25]

and Trial Block [F (7, 231) = 7.15, MSE = 98.07, η2 = 0.18] was revealed. The

interaction of Trial Block and Group was also significant [F (7, 231) = 3.34, MSE =

98.07, η2 = 0.09]. The interaction was driven by a lack of performance difference

between subjects who believed in a constant and those who believed in ac hanging

target location for the first, third, and fourth Trial Block. In sum, the results

demonstrate that subjects overall reduced their time to find the target in both

groups, when they believed in a constant target location (see graphs on the left in

Fig. A.3 on the next page).

The performance improvement in terms of ∆L was analyzed with a 2×2 (Group

× Place Hypothesis) ANOVA. The analysis did not detect any group differences

(F < 1). The main effect of Place Hypothesis was significant [F (1, 33) = 16.84,

p = 71.740.34], but the interaction between the two factors was not (F < 1). Thus,

subjects in both groups showed the same performance improvement at the end of

training. Subjects who believed in a constant target location outperformed subjects
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Figure A.3: Acquisition performance. Reduction of latency to find the target over
the eight acqusition blocks and extend of learning by the end of Acquisition in terms
of ∆L is is shown separately for the two groups and place hypotheses. Error bars:
±1 Standard Error.
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Table A.12: Extend of learning at the end of Acquisition in terms of ∆L. Values
significantly higher than 20% were defined as learning. One-tailed t-tests were
performed.

Factor-Combination
M∆L t p

Place Hypothesis Group

Place
Constant

A-AC-A 90.69 60.87 < 0.001*
C-AC-C 90.26 38.68 < 0.001*

Place
Changing

A-AC-A 80.11 25.32 < 0.001*
C-AC-C 77.83 11.51 < 0.001*

who believed otherwise in both groups for about the same amount ((see graphs on

the right in Fig. A.3 on the preceding page).

Whether subjects significantly improved their performance was tested by com-

paring ∆L against the predetermined meaningful performance difference of 20% (see

Table A.12). In all groups, independent of the Place Hypothesis, subjects signifi-

cantly improved the speed with which they found the target by the end of training.

A.4.2.2 Search-Persistence Probe

In the first Probe trial, the persistence with which subjects searched the target in

each quadrant was measured (see Fig. A.4 on the following page). Performance

was analyzed with a 2 × 2 (Group × Place Hypothesis) ANOVA on relTQT
, which

indicated to what extend subjects searched the correct quadrant in relation to the

other three. No significant main effect of Group (F < 1) was revealed. Subjects

in both groups thus spent an equal amount of time in the correct quadrant. The

main effect of Place Hypothesis [F (1, 33) = 65.96, p = 198.930.67] explained a

substantial amount of variance. The interaction of Group and Place Hypothesis

was not significant (F < 1). Thus, subjects who suspected that the target changed

its location between Acquisition searched the correct quadrant significantly less than

subjects who assumed the opposite.

A one-sample analysis (see Table A.13 on page 227) revealed that subjects who
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Figure A.4: Relative time spent in the target quadrant during the Search Persistence
Probe trial. Group performance is shown separately for subjects who believed in a
constant target location and for those who assumed the opposite. Error bars: ±1
Standard Error.

.

believed in a constant target location spent more time in the correct quadrant than

would have been predicted by chance in both groups. Those who thought that the

target’s location varied during Acquisition, however, searched the target quadrant

at chance level.

A.4.2.3 Location-Accuracy Probe

During the second Probe trial, subjects tried to recall the target’s location as pre-

cisely as possible. Three performance indices were obtained (∆T , ∆D, ∆T ′) and

separately analyzed. Data from one subjects was not available because it was not

possible to determine where this individual recalled the target’s location.

Exploratory visual analysis of the distribution of recalled target locations across

the quadrants revealed that both groups had acquired comparable knowledge about

the target’s position (see Fig. A.5 on page 228). In both groups, subjects who

suspected that the target location changed during Acquisition did not prefer any

quadrant. Similarily, subjects who came to the opposite conclusion regarding the

target’s location clustered in close proximity to its actual location, and the two

groups performed equally well in this respect. In fact, only one of these subjects
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Table A.13: Results of t-tests that compared relTQT
against Zero to determine the

combinations of the factors Group and Place Hypothesis in which subjects’ time in
the target quadrant during the Search-Persistence Probe Trial was different from
chance.

Factor-Combination
MrelTQT

t p
Place Hypothesis Group

Place
Constant

A-AC-A 34.94 5.95 < 0.05*
C-AC-C 32.61 5.50 < 0.05*

Place
Changing

A-AC-A -6.51 -2.13 0.06
C-AC-C -1.76 -0.58 0.58

failed to recall the target in the correct quadrant, which demonstrates that subjects

acquired superior spatial knowledge during Acquisition in both group A-AC-A and

C-AC-C. These qualitative findings were confirmed by statistical analyses.

The distance between the recalled and the actual target location (∆T ) was en-

tered into a 2×2 (Group × Place Hypothesis) ANOVA. Place Hypothesis was found

to be the only significant term [F (1, 32) = 15.82, p = 6191.930.33; all other effects:

F < 1]. Thus, subjects in both groups made the same error in recalling the target

location. However, subjects who believed that the target’s location was constant

made a smaller error than those who believed otherwise.

Analysis of the error in reproducing the target’s actual distance from the arena

wall (∆D) with the same model did not reveal any significant effects (for all, F < 1).

Indpendent of their Place Hypothesis, subjects in both groups thus produced the

same (small) error (on average, 23 Pixels).

Finally, the ability to recall the target location within a quadrant (∆T ′) was

analyzed. This measure assesses spatial knowledge independent of the correct ori-

entation by not taking the distal cues into account. Here, no group differences

were found (F < 1), but subjects who believed in a constant target location made

a smaller error than subjects who help the opposite assumption [F (1, 32) = 5.94,

p = 1096.100.16].
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Figure A.5: Location Accuracy Probe. Recalled target locations for each subject
(upper row), and group averages (middle row), separately for subjects who believed
in changing (left) and constant (right) target locations. Bottom charts show inter-
action of Group and Place Hypothesis spearately for ∆T , ∆D, and ∆T ′. Error bars:
±1 Standard Error.
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A.4.3 Discussion

The results of this experiment clearly indicate that subjects were able to learn the

target location in relation to abstract distal cues.

Subjects were first trained for twenty Acquisition trials on either abstract or

concrete cues. Then, either abstract or concrete cues were added for the last twelve

trials of Acquisition, such that all subjects were trained with both types of cues

simultaneously during these final trials. Then, subjects’s knowledge of the target

location was tested with only the initially presented cues available. Thus, subjects

were trained and tested with the same cues.

In both groups subjects significantly reduced the time they needed to find the

target during Acquisition. Importantly, when the target was removed and only

the initially presented distal cues were available, both groups spent most of their

time searching the target in the correct area, and the groups did not differ in their

preference for the correct quadrant. The same results were obtained when subjects

were asked to recall the actual target location. In both groups subjects performed

equally well and made a rather small error. To summarize, all performance in-

dices support the conclusion that in both groups subjects acquired knowledge of the

target’s location during Acquisition of indiscriminable high quality.

As in the previous experiments, Place Hypothesis explained a substantial amount

of variance in most of the dependent variables. Again, the effectiveness of this

measure to predict spatial performance has been demonstrated.

To conclude, the abstract distal cues to be employed in Exp. III have been

shown to allow for successful spatial behavior. Subjects did not differ in the extend

of learning and knowledge of the target’s location when they were initially trained

and later tested with either abstract or conrete distal cues.
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A.5 Experiment III

Blocking is observed only for added abstract but not for added concrete distal

cues

Table A.14: Demographic data for Experiment III. The table shows, separately for
group and gender, the number of subjects (N ), the percentage of female and male
subjects (N%), age-range (Minage , Maxage), mean (Mage), and standard deviation
(SDage). Please see text for group descriptions.

Group Gender N N% Minage Maxage Mage SDage

A-AC-C F 16 48.5 18 22 19.2 1.2
M 17 51.5 18 25 19.6 1.8

Subtotal 33 100.0 18 25 19.4 1.6
C-AC-A F 18 52.9 18 23 19.0 1.4

M 16 47.1 18 22 19.4 1.2
Subtotal 34 100.0 18 23 19.2 1.3
AC-AC-AC F 22 64.7 18 46 20.0 5.8

M 12 35.3 18 22 19.0 1.1
Subtotal 34 100.0 18 46 19.7 4.7

Total F 56 55.5 18 46 19.5 3.8
M 45 44.5 18 25 19.4 1.4

Overall 101 100.0 18 46 19.4 3.0
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Table A.15: Results of multiple t-tests that compared ∆L against 20% to determine
the groups in which significant learning occured. Analysis was split up by Group
and Place Hypothesis.

Factor-Combination
M∆L t p

Place Hypothesis Sex Group

Place
Constant

Female
C-AC-A 56.48 6.71 < 0.05*
A-AC-C 56.91 3.35 < 0.05*

AC-AC-AC 58.76 8.40 < 0.05*

Male
C-AC-A 74.98 8.92 < 0.05*
A-AC-C 65.38 9.26 < 0.05*

AC-AC-AC 75.30 11.76 < 0.05*

Place
Constant

Female
C-AC-A 33.39 2.82 < 0.05*
A-AC-C 45.10 3.66 < 0.05*

AC-AC-AC 39.23 3.38 < 0.05*

Male
C-AC-A 40.92 1.08 0.16
A-AC-C 32.20 1.13 0.15

AC-AC-AC 31.08 2.04 0.05*

Table A.16: Results of t-tests that compared relTQT
against Zero to determine the

combinations of the factors “group” and “place hypothesis” in which subjects’ time
in the target quadrant during the Search-Persistence Probe Trial was different from
chance.

Factor-Combination
MrelTQT

t p
Place Hypothesis Group

Place
Constant

C-AC-A 5.73 1.09 0.30
A-AC-C 29.19 6.08 < 0.05*

AC-AC-AC 34.11 7.52 < 0.05*

Place
Changing

C-AC-A -3.36 -1.53 0.14
A-AC-C -0.87 -0.40 0.69

AC-AC-AC -6.16 -2.89 < 0.05*
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Figure A.6: The time subjects in each group spent in the arena quadrants during
the Search Persistence Probe trial. Left graph shows data of subjects who believed
in a constant target location, while the graph on the right shows performance of
subjects who believed the opposite. Error bars: ±1 Standard Error.
Time in quadrant was analyzed with a 4 × 3 × 2 × 2 (Quadrant × Group × Sex
× Place Hypothesis) repeated measures ANOVA, with Quadrant serving as the
repeated factor. The analysis did not detect significant main effects of Group,
Sex, or Place Hypothesis (all effects, F < 1), and no significant interaction be-
tween these terms (for all, F < 1). A main effect of Quadrant [F (3, 354) = 61.72,
MSE = 32.56, η2 = 0.34] and a significant interaction between Qudrant and Group
[F (12, 354) = 3.31, MSE = 32.56, η2 = 0.10] were observerd. The interactions
of Quadrant and Place Hyothesis [F (3, 354) = 86.95, MSE = 32.56, η2 = 0.42],
and of Quadrant, Place Hypothesis, and Group [F (12, 354) = 3.66, MSE = 32.56,
η2 = 0.11] were also significant. None of the other terms reached the level of sig-
nificance. Taken together, these results indicate that subjects who believed in a
constant target location outperformed subjects who believed otherwise, as the for-
mer spent significantly more time in the target quadrant than the latter. This was
the case for subjects in all groups, except for those in C-AC-A, who spent an equal
amount in each quadrant, independent of place hypothesis. To conclude, subjects
in group C-AC-A who believed in a constant target location performed at the level
of subjects in this group who suspected that the target location was unpredictable
– they did not know where to search for the target.
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Table A.17: Results of t-tests that compared recognition probability against
p(Hit) = 0.5 to determine in which groups recognition of abstract and concrete
cues was significantly above chance level. Responses were scored as Hit when sub-
ject either chose the perceptually novel but conceptually old or perceptually and
conceptually old object.

Factor-Combination
Mp(Hit) t p

Cue Type Group

Abstract
C-AC-A 0.83 -1467.57 < 0.05*
A-AC-C 0.83 -1383.67 < 0.05**

AC-AC-AC 0.71 -1235.23 < 0.05**

Concrete
C-AC-A 0.98 -3858.56 < 0.05**
A-AC-C 1.00 NA NA**

AC-AC-AC 0.98 -2930.79 < 0.05**
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A.6 Experiment IV

Instructive instructions can attenuate the blocking effect in spatial learning

Table A.18: Demographic data for Experiment IV. The table shows, separately for
group and gender, the number of subjects (N ), the percentage of female and male
subjects (N%), age-range (Minage , Maxage), mean (Mage), and standard deviation
(SDage). Please see text for group descriptions.

Group Gender N N% Minage Maxage Mage SDage

Blocking F 12 54.6 18 20 19.0 0.6
M 10 45.4 19 22 20.0 1.3

Subtotal 22 100.0 18 22 19.4 1.1
Control F 12 54.6 18 22 19.5 1.3

M 10 45.4 18 20 19.0 0.9
Subtotal 22 100.0 18 22 19.3 1.1

Total F 24 54.6 18 22 19.1 1.0
M 20 45.5 18 22 19.5 1.2

Overall 44 100.0 18 22 19.3 1.1
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Table A.19: Results of multiple t-tests that compared ∆L against 20% to determine
the groups in which significant learning occured. Analysis was split up by Group
and Sex.

Factor-Combination
M∆L t p

Group Sex

Blocking
Female 55.32 6.6 < 0.05*
Male 58.10 6.3 < 0.05*

Control
Female 42.19 2.2 < 0.05*
Male 69.21 18.9 < 0.05*

Table A.20: Results of t-tests that compared relTQT
against Zero to determine the

combinations of the factors Group and Sex in which subjects’ time in the target
quadrant during the Search-Persistence Probe Trial was significantly different from
chance.

Factor-Combination
MrelTQT

t p
Group Sex

Blocking
Female 24.12 4.32 < 0.05*
Male 3.04 0.53 0.62

Control
Female 26.58 3.09 < 0.05*
Male 31.48 11.07 < 0.05*

Table A.21: Results of one-tailed t-tests that compared Hit probability for the two
cue sets A and B against 0.5 to determine the combinations of the factors Cue Set
and Sex in which subjects’ Hit probability was significantly above chance.

Factor-Combination
MrelTQT

t p
Cue Set Sex

Set A
Female 0.58 1.78 < 0.04*
Male 0.42 -1.56 0.93

Set B
Female 0.64 4.03 < 0.05*
Male 0.62 2.46 < 0.05*
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Table A.22: Performance in Yes/No Recognition Test. Multiple one-tailed t-tests
that compare discrimination index Pr against Zero to determine in which group
recognition was above chance.

Group Sex MPr t p

Blocking
Female 0.53 14.21 < 0.05*
Male 0.40 6.09 < 0.05*

Control
Female 0.42 7.42 < 0.05*
Male 0.35 7.85 < 0.05*

Table A.23: Performance in Yes/No Recognition Test. Multiple one-tailed t-tests
that compare response bias index Br against 0.5 to determine in which group bias
was signifcantly below (conservative) or above (liberal) neutral.

Group Sex MBr t p

Blocking
Female 0.20 -8.82 < 0.05*
Male 0.19 -6.89 < 0.05*

Control
Female 0.16 -8.17 < 0.05*
Male 0.21 -7.67 < 0.05*
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Appendix B

Instructions
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B.1 CG-Arena

B.1.1 Rationale

INSTRUCTIONS FOR THE C-G ARENA

In this experiment, your task is to find a target on the floor of a computer-generated room. You 
will be transported into two different computer-generated rooms, a waiting room and an 
experimental room.

You will start in the waiting room. It has brightly colored walls, a white ceiling, a purple arena 
wall, and a gray floor. In this room, all you need to do is practice moving around using the 
keyboard.

Moving and looking:

	 To go forward, press the up-arrow.

	 To go backward, press the down-arrow.

	 To turn to the right, press the right-arrow.

	 To turn to the left, press the left-arrow.
Remember: Pressing the left- or right-arrow will turn you in the corresponding direction, 
but will not move you sideways.

When you have mastered moving and looking, press the space bar and you will be transported to 
the experimental room.

The experimental room will have windows and a door on its walls, and its walls will be textured. 
In the experimental room, your task is to search for, find, and stand on a large blue target. The 
target will be invisible until you find it. You will know you are on the target when you hear a 
clicking sound and see a large pink square appear on the floor of the room. The target is always 
in the same place, so you should take a good look around the room when you find it.

On each trial, you will not be able to move off the target once you move onto it. On each trial, 
press the space bar to go back to the waiting room when you are ready.  On each trial, you will 
have limited time to find the target. If you go over this time, you will be automatically 
transported back to the waiting room.

Do you have any questions?

Figure B.1: Instructions of Experiment Described in the Rationale. These instruc-
tions were presented before the first acquisition trial.
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Dear Participant!
You might have realized that you could not find the target in the last trial.  Although you 
probably searched in the right area, you had no chance to find it because it was not there 
– we removed it!  We simply wanted to know how convinced you were that the target 
was in this certain area.  We apologize that we cheated on you!

You now have only one trial left.  Again, there will be no target in this trial.  Your task is 
to move to the exact spot where you think the target was located during all the trials 
before we removed it.  When you think you are in the exact spot, press the space bar.

Remember: It is important that you move to the exact spot.

Do you have any questions?

Figure B.2: Instructions presented immediately before the second Probe Trial.
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B.1.2 Experiment I, II, III, and IV

INSTRUCTIONS

In this experiment, your task is to find a target on the floor of a computer-generated room.  
But first you will learn how to move around.  You will learn this in the practice room.

And this is how you move: to get forward, press the “up” key, to go backward, press the “down” 
key.  The “left” and “right” key will turn you to the left or the right around your axis but you will 
not move into that direction;  in order to move, you have to press “up” or “down”.

Do you understand how you move?

So you will practice moving in the practice room.  When you think you know how to move 
around, press the space bar and the real experiment will start.

You will find yourself in a completely different room, the experimental room.  In the 
experimental room, you need to do this:

Your task is to find a large pink square, the “target”.  The target will be invisible until you step 
on it - then the target will become visible.  You will know that you stepped on the target when 
you hear a clicking sound and you will also see the target appear on the floor - it is a pink 
square.  You will also be trapped, so that you cannot move off the target once you are on it.

So is the task clear?

You will do this - search for and find the target - for several trials, until the computer displays a 
bright red “STOP!” sign.  And in each trial, you only have limited time to find the target.

IT IS IMPORTANT THAT YOU FIND THE TARGET AS QUICKLY AS YOU CAN IN EACH 
TRIAL!

Any questions?

Figure B.3: Instructions of Experiment I, II, and III. These instructions were pre-
sented before the first acquisition trial.
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You might have realized that you could not find the target in the last trial – you had 
no chance to find it because we removed it from the arena.

We apologize that we cheated!  Really, we are sorry.

You now have only one trial left.  Again, there will be no target in this trial.

Your task is to move to the exact spot at which you think the target might be 
located. 

Please take as much time as you want to navigate to the place you think the 
target might be.  When you think you are at exactly the right spot, press the space 
bar and inform the experimenter.

Figure B.4: Instructions presented immediately before the second probe trial (Lo-
cation Accuracy Probe, or LAP) in all experiments (I to IV)
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INSTRUCTIONS

In this experiment, your task is to find a target on the floor of a computer-generated room.  
But first you will learn how to move around.  You will learn this in the practice room.

And this is how you move: to get forward, press the “up” key, to go backward, press the “down” 
key.  The “left” and “right” key will turn you to the left or the right around your axis but you will 
not move into that direction;  in order to move, you have to press “up” or “down”.

Do you understand how you move?

So you will practice moving in the practice room.  When you think you know how to move 
around, press the space bar and the real experiment will start.

In the real experiment, you will find yourself in a completely different room, the experimental 
room.  In the experimental room, you need to do this:

Your task is to find a large pink square, the “target”.  The target will be invisible until you 
step on it - then the target will become visible.  You will know that you stepped on the 
target when you hear a clicking sound and you will also see the target appear on the floor - 
it is a pink square.  You will also be trapped, so that you cannot move off the target once 
you are on it.

The target will always be in the same location.  The pictures on the wall of the room will help 
you to find the target.  So have a good look around you each time  you find the target - that 
will help you to quickly find the target again in the next trial.

You will do this - search for and find the target - for several trials, until the computer displays a 
bright red “STOP!” sign.  And in each trial, you only have limited time to find the target.

REMEMBER: 
1. THE TARGET WILL ALWAYS BE IN THE SAME LOCATION.  
2. THE PICTURES ON THE WALL WILL HELP YOU TO FIND THE TARGET.  
3. THEREFORE HAVE A GOOD LOOK AROUND YOU EACH TIME YOU FIND THE 
TARGET!

If you have any questions, please ask the experimenter now.

Figure B.5: Instructions of Experiment IV. These instructions were presented before
the first acquisition trial.
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B.2 Object Recognition

B.2.1 Yes/No Recognition Test

Figure B.6: Instructions of Experiment I and IV. On-screen instructions presented
to subjects immediately before Yes/No Recognition Task.
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B.2.2 Four-Alternative Forced-Choice Test

Figure B.7: Instructions of Experiment II and III. On-screen instructions presented
to subjects immediately before 4AFC Recognition Task.



245

Appendix C

Software Settings, Task Procedures, and Stimuli
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C.1 CG-Arena

C.1.1 Rationale

Figure C.1: Settings of the CG-Arena software for each trial in the experiment
reported in the Rationale.
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Figure C.2: Settings of the CG-Arena software for the target in the experiment
reported in the Rationale.
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C.1.2 Experiments I and IV

Figure C.3: Settings of the CG-Arena software for each trial in Experiment I and
IV.
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Figure C.4: Settings of the CG-Arena software for the target in Experiment I and
IV.
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Figure C.5: Settings of the CG-Arena software for the first distal cue on the North
wall in Experiment I and IV.



251

Figure C.6: Settings of the CG-Arena software for the second distal cue on the
North wall in Experiment I and IV.
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Figure C.7: Settings of the CG-Arena software for the first distal cue on the East
wall in Experiment I and IV.
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Figure C.8: Settings of the CG-Arena software for the second distal cue on the East
wall in Experiment I and IV.
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Figure C.9: Settings of the CG-Arena software for the first distal cue on the South
wall in Experiment I and IV.
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Figure C.10: Settings of the CG-Arena software for the second distal cue on the
South wall in Experiment I and IV.
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Figure C.11: Settings of the CG-Arena software for the first distal cue on the West
wall in Experiment I and IV.
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Figure C.12: Settings of the CG-Arena software for the second distal cue on the
West wall in Experiment I and IV.
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C.1.3 Exp II and III

Figure C.13: Settings of the CG-Arena software for each trial in Experiment II and
III.
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Figure C.14: Settings of the CG-Arena software for the target in Experiment II and
III.
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Figure C.15: Settings of the CG-Arena software for the first distal cue on the North
wall in Experiment II and III.
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Figure C.16: Settings of the CG-Arena software for the second distal cue on the
North wall in Experiment II and III.
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Figure C.17: Settings of the CG-Arena software for the first distal cue on the East
wall in Experiment II and III.
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Figure C.18: Settings of the CG-Arena software for the second distal cue on the
East wall in Experiment II and III.
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Figure C.19: Settings of the CG-Arena software for the first distal cue on the South
wall in Experiment II and III.
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Figure C.20: Settings of the CG-Arena software for the second distal cue on the
South wall in Experiment II and III.
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Figure C.21: Settings of the CG-Arena software for the first distal cue on the West
wall in Experiment II and III.
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Figure C.22: Settings of the CG-Arena software for the second distal cue on the
West wall in Experiment II and III.
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C.2 Object-Recognition Task

C.2.1 Yes/No Recognition

Figure C.23: Yes/No recognition task, in which subjects participated in Experiments
I and IV.
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C.2.1.1 Yes/No Recognition Stimuli

Old New

Figure C.24: Stimuli presented during Yes/No recognition task, in which subjects
participated in Experiments I and IV.
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C.2.2 Four-Alternative Forced-Choice Task

Figure C.25: Four-Alternative Forced-Choice recognition task, in which subjects
participated in Experiments II and III.
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C.2.2.1 Stimuli Exp. II

Old Old-Modified New New-Modified

Figure C.26: Stimuli presented during Four-Alternative Forced-Choice recognition
task, in which subjects participated in Experiments II.
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C.2.2.2 Stimuli Exp. III

Old Old-Modified New New-Modified

Figure C.27: Stimuli presented during Four-Alternative Forced-Choice recognition
task, in which subjects participated in Experiments III.
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C.3 Questionnaires

C.3.1 Spatial Strategies

Figure C.28: Spatial Strategy Questionnaire presented to subjects in Experiments
I to IV.
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C.3.2 Drug Prescription History

Figure C.29: Drug Prescription Questionnaire presented to subjects in Experiments
I to IV.
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