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FIELD SURVEY BOÖTES FIELD . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Reductions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4 Source Catalogs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4.1 Catalog Generation . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.2 Photometric Accuracy . . . . . . . . . . . . . . . . . . . . . . 41
2.4.3 Astrometric Precision . . . . . . . . . . . . . . . . . . . . . . 41
2.4.4 Survey Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.5 Data Products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.1 Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.6 Catalog availability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Chapter 3 THE DISCOVERY OF THREE NEW z > 5 QUASARS IN THE AGN
AND GALAXY EVOLUTION SURVEY . . . . . . . . . . . . . . . . . . . . . 52
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Multi-wavelength Photometry . . . . . . . . . . . . . . . . . . . . . 55

3.2.1 NOAO Deep Wide-Field Survey . . . . . . . . . . . . . . . . 55
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ABSTRACT

Using new wide-area galaxy redshift surveys, we explore the evolution of

the most massive galaxies and the most luminous quasars in the universe over

much of cosmic history. Quasars and massive red galaxies both are extremes;

the most luminous high redshift quasars likely play a key role in shaping their

nearby environment and the universe as a whole. The most massive galaxies

represent the end points of galaxy evolution and contain a fossil record of the

galaxy evolution process.

Using the AGES redshift survey completed with the MMT and the Hectospec

multi-object spectrograph as well as new z-band observations of the NOAO Deep

Wide-Field Survey Bootes field, we report the discovery of three new quasars at

z > 5. We explore new mid-infrared selection in light of these three new quasars

and place constraints on the slope of the high-redshift quasar luminosity func-

tion.

At lower redshift (0.1 < z < 0.4) we measure the scatter in red galaxy colors

around the optical red-sequence using imaging and spectroscopy from the Sloan

Digital Sky Survey. With our sample of nearly 20,000 massive early-type galax-

ies (L ∼> 2.2L∗), we find that the scatter around the color-magnitude relation is

quite small in colors studied. Each of three model star formation histories can re-

produce the scatter we measure, none of the models produce color distributions

matching those observed.

We measure the evolution of the LRG luminosity function in the redshift range

0.1 < z < 0.9. We find that the LRG population has evolved little beyond the

passive fading of its stellar populations since z ∼ 0.9. The most massive (L >

3L∗)red galaxies have grown by less than 50% (at 99% confidence) since z = 0.9
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in stark contrast to the factor of 2 to 4 growth observed in the L∗ red galaxy

population over the same epoch.

Finally, we introduce the PRIsm MUlti-object Survey (PRIMUS), a new red-

shift survey aimed at collecting ∼ 300, 000 galaxy spectra over 10 deg2 to z ∼ 1.

We summarize the current status of PRIMUS observations and data reductions

and present several survey statistics. PRIMUS is the largest existing redshift sur-

vey at intermediate redshift and holds the largest sample of redshifts for Spitzer

and X-ray detected objects.
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CHAPTER 1

INTRODUCTION

Man has constantly strived to understand his place in the Universe. The driving

questions of how the universe began, its composition, and its global history are

central to current cosmology experiments. Cosmology strives to answer these

questions and put our current position in the Universe in the context of the initial

conditions seeded in the moments after the Big Bang. Galaxy evolution experi-

ments, on the other hand, probe the 13 billion years between the Big Bang and the

present epoch in order to understand the physical processes that convert the gas

in the early universe into the stars and galaxies we observe today. This disserta-

tion centers on several projects focused on understanding the evolution galaxies

and quasars over much of cosmic history.

1.1 Historical Background

Before the early twentieth century, it was widely thought that all of the stars, gas,

dust, and large nebulae observed on photographic images resided in the Milky

Way. By the 1920’s this issue culminated in the Shapley-Curtis debate which

posed the question of whether or not the large diffuse nebulae were distant galax-

ies like our own or closer nebulae within the Milky Way itself. This question was

answered definitively in 1925 when Edwin Hubble, using the 60-inch and 100-

inch reflectors at Mount Wilson Observatory, measured the photometric variabil-

ity of Cepheids in M33 and M31. Using the known relationship between Cepheid

period and luminosity (Leavitt, 1908), Hubble concluded that these galaxies must

be located at quite large distances and are not part of the Milky Way (Hubble,

1925). With this discovery, the size of known universe increased dramatically; in-
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stead of a single island of stars, the Universe was found to be populated by vast

number of island galaxies similar to out own.

By measuring the apparent velocities of nearby galaxies, Hubble found that

galaxies in all directions from the Milky Way appear to be receding with a velocity

was was directly proportional to their distances (Hubble, 1929). The constant of

proportionality, H0, bears his name today and is currently thought to have a value

of 70 km s−1 Mpc−1 (Komatsu et al., 2008). Hubble’s critical observation was the

first indication that the Universe is expanding; following this idea backward, it

was hypothesized that the Universe began in a very dense and hot state and

has since expanded and cooled over cosmic history. The discovery of the cosmic

microwave background (CMB; Penzias & Wilson, 1965), the remnant radiation

from the hot, dense, universe at high redshift, provided further observational

confirmation of this theory. Theory predicts variations on the scale of one part

in 104 − 105 in the temperature of the CMB due to small density fluctuations in

the early universe (Harrison, 1970; Peebles & Yu, 1970; Zeldovich, 1972; Sunyaev,

1978; Hu & Dodelson, 2002, and references therein) which were observed directly

by the COBE mission (Smoot et al., 1992; Bennett et al., 1996) resulting in the

second Nobel Prize based on measurements of the CMB (the first being to Penzias

& Wilson). The WMAP mission (Bennett et al., 2003) has measured the power

spectrum of CMB anisotropies with exquisite resolution and has measured the

Universe to be composed of 4% normal baryonic matter, 74% dark energy, 22%

dark matter (Spergel et al., 2007; Komatsu et al., 2008).

With the knowledge the cosmological parameters from the CMB, we have a

firm hold on the composition of the the universe. Combined with Einstein’s the-

ory of General Relativity (Einstein, 1915, 1916), the evolution of the purely gravi-

tationally influenced dark matter can be calculated with high precision (Springel
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et al., 2005a, 2006, and references therein). As baryonic matter only contributes

4% of the total mass density to the universe, these simulations provide a guide of

the total gravitational evolution of the universe but lack the resolution and phys-

ical models to simulate the processes which initiate and regulate star formation

and other gastrophysical processes which control the growth of galaxies.

1.2 Galaxy Formation and Evolution

Classically, galaxy formation was thought to occur in one of two modes. Perhaps

galaxies are formed largely from one initial cloud of gas. In this monolithic col-

lapse model, originally posed by Eggen, Lynden-Bell, & Sandage (1962), galax-

ies are thought to form from the rapid collapse of a single gas cloud which, in

order to conserve angular momentum, slowly collapses into a disk; the oldest

stars present in the galaxy form while the cloud contracts leading to a gradient

in stellar metallicity in the halo. This model was originally posed to explain the

apparent correlation between metallicity and orbital parameters in a sample of

high-velocity stars. This model also predicts a very small dispersion in globular

cluster ages as they all form quite early during the initial collapse.

The monolithic collapse hypothesis was challenged by Searle & Zinn (1978)

based on the lack of an observed metallicity gradient and large age spread in

the ages of globular clusters. Instead of a single formation event, Searle & Zinn

(1978) advocated a scenario in which the halo was built up over several billion

years from the accretion of many independent low-mass galaxies. This hypothe-

sis has been backed up observationally by more precise measurements of stellar

ages and abundances in the halo and the discovery of several tidal streams and

structures in the halo likely remaining from past accretion events (Majewski et

al., 1994; Helmi et al., 1999; Duffau et al., 2006; Newberg et al., 2002; Belokurov
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et al., 2006, 2007; Dinescu et al., 2002; Majewski et al., 2003; Newberg et al., 2007,

and references therein).

The accretion scenario for galaxy growth is also supported by the growth of

dark matter halos in cold dark matter simulations. In these calculations, halos

are seen to grow hierarchically wherein haloes flow along filamentary structures

and merge into progressively larger systems (e.g Moore et al., 1999). In the cur-

rent model for galaxy formation, these dark matter haloes accrete gas from the

interstellar medium (e.g Katz & Gunn, 1991; Navarro & White, 1994; Steinmetz &

Mueller, 1994; Dekel & Birnboim, 2008) and forms a disk. Massive spiral galaxies

are destroyed through major mergers resulting in a spheroidal bulge or elliptical

galaxy (e.g Toomre, 1974; Kauffmann et al., 1996).

This scenario for galaxy growth does not completely mimic nature, however;

early models of galaxy formation in this context were unable to reproduce the full

range of galaxy populations. As noted by Thoul & Weinberg (1995), the amount

of cooling provided by models tuned to match the number of Milky Way-like

galaxies is insufficient to produce the paucity of blue, luminous, galaxies and

over produces massive, old, galaxies. This mismatch with observations has led to

the introduction of strong feedback processes such as from supernovae or nuclear

activity (e.g. Benson et al., 2003; Croton et al., 2006). The extent of this feedback

and the processes that couple energy from these phenomena to the large-scale gas

in galaxies and the processes that lead to the formation and growth of the most

massive galaxies is a topic of much current research and a central theme in this

dissertation.

Numerous lines of reasoning indicate that the conditions under which galax-

ies form stars has significantly changed over cosmic history. With the advent

of numerous large-area and deep pencil-beam surveys of the high-redshift uni-
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verse, numerous measurements of the global star formation rate density have

been made extending to z ∼ 6. Observations generally agree that the star for-

mation rate density of the universe has decreased significantly from z = 1 to

the present day with a nearly constant star formation rate density at higher red-

shifts (e.g., Wilson et al., 2002; Haarsma et al., 2000; Flores et al., 1999; Cowie

et al., 1999; Hogg et al., 1998; Hammer et al., 1997; Lilly et al., 1996; Madau et

al., 1996; Hopkins, 2004; Hopkins & Beacom, 2006). Similarly, the cosmic stellar

mass density has increased steadily over the past 12 Gyr (Pérez-González et al.,

2008; Brinchmann & Ellis, 2000; Dickinson et al., 2003; Glazebrook et al., 2004;

Drory et al., 2005; Fontana et al., 2006). The decline in star formation rate den-

sity appears to affect the most massive galaxies earliest with progressively less

massive galaxies dominating the star formation rate density of the universe at

lower redshifts (Cowie et al., 1996; Heavens et al., 2004; Juneau et al., 2005; Bauer

et al., 2005; Pérez-González et al., 2005; Bundy et al., 2006; Tresse et al., 2007).

This mass dependence, often referred to as ”downsizing”, may indicate a star

formation efficiency that is a strong function of stellar mass such that the most

massive galaxies are quite efficient at converting gas into stars whereas dwarf

galaxies only form stars inefficiently resulting in much more extended star for-

mation histories. While studying the gross averages in the galaxy populations

leads to insight about the global evolution of ensemble galaxy population, de-

tails about differential evolution in galaxies of different kinds are hidden. It is

still unclear, for example, how much the growth of galaxies since z ∼ 1 has been

fueled by new star formation or through the simply the assembly of stellar ma-

terial through mergers without new star formation. Two of the key goals of this

disseration is to understand the relative importance of these two processes in the

most massive galaxies since z ∼ 1 and thus over half of cosmic history. Under-
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standing how much new star formation has contributed to the growth of the most

massive galaxies is the focus of Chapter 4 and constraining the total stellar mass

growth of these galaxies is the focus of Chapter 5.

1.3 The Host Galaxy/Supermassive Black hole Connection

Early observations of quasars (or quasi-stellar objects) and the confirmation that

these objects reside at cosmological distances with extreme luminosities gave the

first indication that supermassive black holes may play an important role in cos-

mic history. The discovery of rapid variability in quasar brightnesses implies that

quasar luminosity must be fueled by accretion onto a massive compact object

(Salpeter, 1964; Lynden-Bell, 1969). Modern observations of the nearby universe

find that supermassive black holes with masses of 106−109M⊙ are quite common;

spectroscopic observations find that 50-70% of bulge dominated galaxies in the

nearby universe show evidence for an accreting supermassive black hole (Ho et

al., 1997). In order to infer the presence of an inactive black hole, however, only its

gravitation effects on the host can be used and thus high spatial resolution spec-

troscopy of the sphere of influence of the black hole is required. With the advent

of the Hubble Space Telescope, spectroscopic observations at the required spatial

resolution became possible and it was discovered that every bulge-dominated

galaxy in the local universe showed dynamical evidence for a supermassive black

hole at its core (see Kormendy, 2004, for a review).

The vast amount of energy injected by active galactic nuclei (AGNs) likely

plays a significant role in the formation and evolution of the galaxy itself. This

link is highlighted by the existence of a number of tight correlations between

black hole mass and both the luminosity (Kormendy & Richstone, 1995) and ve-

locity dispersion (Gebhardt et al., 2000; Ferrarese & Merritt, 2000; Tremaine et al.,
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2002) of the host galaxy bulge. The velocity dispersion of the stars in the bulge

is determined by the large scale potential in the bulge and are not in the sphere

of influence of the central black hole; the existence of these correlations indicates

that the black hole must ”know” about the halo in which it lives. These correla-

tions suggest that the growth of the black hole is strongly tied to the growth of

the galactic bulge itself.

In order to understand the coupling between the properties of the host galaxy

bulge and those of the central super massive black hole, several AGN feedback

models have been proposed. In these models, as the accretion onto the black

hole increases, the black hole grows and heats the gas around it. If the deposited

energy exceeds the binding energy of the surrounding gas, the gas is removed

as a fuel supply for the AGN as well as a reservoir of fuel for star formation in

the bulge of the galaxy. While several models have been proposed to use AGN

feedback models to explain the origin of the tight scaling relations between black

holes and their bulges (e.g., Silk & Rees, 1998; Wyithe & Loeb, 2002; Di Matteo et

al., 2005; Robertson et al., 2006; Hopkins et al., 2006a,b, 2007a,b), many of the de-

tails are still poorly understood. It is clear, however, that a detailed understand-

ing of both AGN and galaxy populations as a function of redshift is needed in

order to quantify the effects that the two populations have on each other through-

out cosmic history. In Chapters 2 and 3, we present a new survey to find examples

of quasars, the most powerful AGNs, to z = 6. These very luminous quasars at

high redshfit are likely the seeds

1.4 The Role of Redshift Surveys in Galaxy Evolution Studies

Understanding the global properties and evolution of galaxies is not unlike un-

dertaking a global anthropological study of the human race and how it has changed
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over human history. As with humans, galaxies come in a wide variety of ap-

pearances, live in a wide variety of environments, are shaped both by in-situ

processes and by interactions with their surroundings, and can change during

their history both due to the passage of time and through interactions with oth-

ers. Large imaging and spectroscopic surveys covering several square degrees

of sky have become the tool of choice for collecting large samples of objects, be

they stars, galaxies, or quasars, and have opened many new areas of astrophysics

previously unexplored. While there are many motivations for large redshift sur-

veys, in this dissertation, we capitalize on three key niches in which wide-areas

are required.

1.4.1 Statistics

Statistics form the basis for all modern studies of galaxy evolution. Consider

randomly selecting one individual human and studying them in exquisite de-

tail. While it may be possible to perfectly understand the characteristics of that

individual, the breadth of human culture, appearance, and ideals will be com-

pletely missed. Shortly after it was realized that galaxies were located at large

distances from the Milky-Way it also became clear that galaxies come in a wide

variety of types (Hubble, 1936). From galaxies with majestic spiral arms to galaxy

resembling large spherical collections of red stars, galaxies span a variety of mor-

phological types and optical colors. Any attempt to understand the galaxy popu-

lation as a whole must consider these various types of galaxies and to understand

the physical connections between each.

Even beyond measuring the mean properties of galaxy populations, galaxy

evolution studies strive to measure the full distribution of galaxy properties and

theoretical work focuses on reproducing these observed distributions. The full

suite of galaxy properties are too numerous to list here, so consider, as an exam-
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ple, the distribution of optical luminosities and colors of nearby galaxies. Early

systematic investigations of the integrated galaxy colors found two types of galax-

ies: blue galaxies which span a broad range of luminosity and color and red

galaxies with lie on a tight relationship between their optical colors and lumi-

nosity such that more luminous galaxies are redder than their less massive coun-

terparts (the color-magnitude relation; de Vaucouleurs, 1961; Faber, 1973). This

observation alone hints at some of the processes at work in galaxy evolution;

the fact that more massive galaxies appear to be redder implies there must be a

mass-dependent process that governs the age, metallicity, or dust content of red

galaxies (Ferreras et al., 1999; Terlevich et al., 1999; Poggianti et al., 2001). The

observed bimodality in optical galaxy colors has been a topic of much recent re-

search both in understanding the origin of observed distribution (Strateva et al.,

2001; Ellis et al., 2005; Baldry et al., 2006; Ball et al., 2006; Croton et al., 2006; Kang

et al., 2005; Menci et al., 2005; Springel et al., 2005b; Menci et al., 2006; Bower et

al., 2006; Cattaneo et al., 2006; Dekel & Birnboim, 2006; Perez et al., 2006) and in

quantifying the existence of a color bimodality at high-redshift (Willmer et al.,

2006; Bell et al., 2004; De Lucia et al., 2007; Blakeslee et al., 2003; Holden et al.,

2004).

With the massive statistics of modern galaxy evolution studies, even more

pieces of the puzzle come together. Hogg et al. (2004) showed that other galaxy

properties are strongly correlated with its luminosity and color. For example,

more compact galaxies tend to be red galaxies whereas blue galaxies tend to

be more extended with disk-like surface brightness profiles. Similarly, galax-

ies which reside in dense regions with more neighbors tend to be red galaxies

whereas less-dense areas are populated by both red and blue galaxies. This is a

clear example of the necessity for massive statistics in modern empirical studies
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of galaxy evolution; with modest samples of galaxies, it became clear that there

was a large dispersion in galaxy properties, but only after many thousands of

galaxies were observed could the detailed distribution in the galaxy properties

be measured as well as the correlations between galaxy properties.

1.4.2 Cosmic Variance

Returning to the anthropology analogy, the location one conducts their research

will dramatically influence the inferred result. For example, consider a sample

of 100 people selected at random from New York City compared to 100 people

chosen from Casper, Wyoming. While these people all fall under the “American”

title, the average political, cultural, and economic positions of the two groups are

quite different. The local environment from which the sample was drawn has

a major impact on the outcomes of the study. The same holds true for galaxy

evolution studies.

Comparisons of cluster and field galaxies at low redshift have shown that

clusters of galaxies have a higher fraction of early-type, elliptical, galaxies com-

pared to the field (Dressler, 1980; Postman & Geller, 1984; Whitmore & Gilmore,

1991; Goto et al., 2003). Thus a survey of only cluster galaxies would result in a se-

vere under-accounting of spiral galaxies if extrapolated to the galaxy population

as a whole. To make the problem more complicated, the range of galaxy environ-

ments is a continuum ranging from very dense clusters to nearly-empty voids. In

this sense, no single area on the sky is representative of the galaxy population as

a whole; any truly global statement about galaxy populations must sample the

full range of galaxy environments in order to be unbiased to the environmental

dependence of galaxy properties.

If we consider the luminosity function discussed in Section A, it is quite clear

that sampling systematically over- or under-dense regions will result in system-
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atic biases to the inferred normalization of the luminosity function. The angu-

lar correlation function ω(θ), quantifies the excess probability of finding a sec-

ond galaxy an angle θ away from another compared to a random distribution of

galaxy positions. Given a galaxy population with angular correlation function

ω(θ), the expected variance in galaxy counts in a field is given by

〈

ni − 〈ni〉
ni

〉2

=
1

〈ni〉
+

1

Ω

∫ ∫

ω(θ) dΩ1dΩ2 (1.1)

where θ is the angular separation of two solid angle elements dΩ1 and dΩ2 (Groth

& Peebles, 1977; Efstathiou et al., 1991). This field-to-field variation in galaxy

number counts, also known as cosmic variance in the population, is the dominant

source of uncertainty in most modern studies of galaxy evolution.

A number of methods can help minimize the impact of large scale structure

in the galaxy population on measurements. Simply increasing the area surveyed

increases the range of environments sampled. This possibility has its limitations,

however. Large scale structure is highly correlated and thus increasing the size

of a single field can lead to a large survey still dominated by a large void or over-

density. The 2 deg2 COSMOS field, for example, contains a large over density of

galaxies at z ∼ 0.7 covering nearly 20% of the field (Guzzo et al., 2007; Scoville et

al., 2007). Alternatively, one can divide their survey into several small blocks of

sky which are widely separated in order to minimize the effects of a single large

scale filament or void being sampled in many subfields. This may be difficult

for very deep surveys, however, where the depth needed is reached by spending

many hours on one pointing. Observationally, care must be taken when ana-

lyzing data from very disjoint areas, as well, as observational completeness and

dust extinction likely vary from field to field and, if left uncorrected, will lead to

inaccurate statistics.
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1.4.3 Rare Objects

If one were interested in studying the culture and characteristics of the extremely

wealthy, a large sample of people would need to be interviewed to find a single

example of this very rare caste. In much the same way, the rarest objects in the

universe can only be found by probing large volumes.

Even with perfect selection algorithms, a class of objects with small densities

on the sky require that large areas be sampled in order to find even a handful of

objects let alone a statistically robust sample. Often, rare objects are not trivially

selected based on colors alone and thus not only is a large sample of object needed

to find few examples, but each candidate must be followed up in order to confirm

its classification. Consider the example of high-redshift (z > 6) quasars. Based

on wide-area imaging from the Sloan Digital Sky Survey (SDSS) and follow-up

spectroscopy, 19 high-redshift quasars have been discovered over 6600 deg2 (Fan

et al., 2001c, 2003, 2004, 2005). Simultaneously, these searches have increased

the number of known brown dwarfs due to the similarity between high-redshift

quasars and brown dwarf optical colors. With this density on the sky, at least

360 deg2 on sky must be imaged in order to find a single quasar of comparable

brightness; large area surveys are critical for finding these objects.

1.5 Historical Wide-Area Surveys

1.5.1 The Nearby Universe

Any study of galaxy populations and their evolution suffers from viewing our

three dimensional universe on a two dimensional projection. In order to deter-

mine the intrinsic properties of galaxies, one needs distances to every galaxy in

the sample; imaging alone is insufficient to allow high-precision measurements

of galaxy evolution. Measurements of each galaxy’s redshift, combined with our
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understanding of the cosmological world model, allows for these distance mea-

surements. The last quarter of the twentieth century paved the way for the rich

diversity in wide-field imaging and spectroscopic surveys present today.

The Harvard-Smithsonian Center for Astrophysics (CfA) Redshift Survey (Huchra

et al., 1983) was the first systematic attempt to catalog the distances to a large, ho-

mogeneous, sample of galaxies with the intent of studying the three dimensional

distribution of galaxies in the local universe. Work from this survey set the stan-

dard for future work including detailed measurements of the clustering of nearby

galaxies (Davis et al., 1982) and measurements of the local mean galaxy density

and luminosity function (Davis & Huchra, 1982).

Subsequent projects grew in scope, both by observing larger areas on the sky

but also by targeting to fainter magnitudes. The Las Campanas Redshift Sur-

vey (Shectman et al., 1996) measured nearly 25,000 redshift over 700 deg2 with

a median redshift of z = 0.1. The three dimensional structure in the galaxy dis-

tribution traced by this survey showed exquisite structure on all scales, clearly

highlighting all galaxy environments from clusters to large, nearly-empty, voids.

Data from this survey allowed for the detailed measurements of the galaxy lu-

minosity function and found that faint end of the galaxy luminosity function is

dominated by emission line galaxies (Lin et al., 1996). The large sample size of

LCRS allowed for further subdivision of the galaxy samples and allowed for de-

tailed quantification of the galaxy luminosity function as a function of spectral

type (Bromley et al., 1998) and to characterize, for the first time, the influence the

local galaxy density has on star formation rates over the full range of galaxy en-

vironments (Hashimoto et al., 1998). Capitalizing on the large sample of galaxies

to create a sample of rare ”E+A” (or post-starburst) galaxies (Dressler & Gunn,

1983), Zabludoff et al. (1996) studied the environments in which galaxies which
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have recently ended their star formation activity live. These post-starburst galax-

ies are likely the missing link between the actively star-forming blue spiral galax-

ies and the massive red spheroids and seem to be associated with recent galaxy

interactions.

The current standard bearer for low-redshift galaxy redshift surveys is the

Sloan Digital Sky Survey (SDSS; York et al., 2000; Stoughton et al., 2002b; Abaza-

jian et al., 2003, 2004a, 2005; Adelman-McCarthy et al., 2006a, 2007a,b). SDSS has

imaged a quarter of the sky, primarily in the Northern Galactic Cap, through five

bandpasses (ugriz; Fukugita et al., 1996) and obtained spectroscopy for nearly

one million galaxies. The statistical precision made possible with SDSS is unpar-

alleled by any other existing sky survey and has allowed more studies than can be

adequately summarized here. The clustering of galaxies has been measured with

unprecedented accuracy (Zehavi et al., 2005a) and significant deviations from a

power-law in the real-space correlation function have been quantified and inter-

preted in terms of populating haloes with galaxies using halo occupation distri-

bution modeling (HODs; Zehavi et al., 2004; Zheng et al., 2005). The luminosity

function of galaxies has been quantified in exquisite detail (Blanton et al., 2003)

and the local relationship between stellar mass and galaxy gas-phase metallic-

ity has been measured with superb statistics (Tremonti et al., 2004). SDSS has

allowed for statistically robust measurements of the properties of post-starburst

galaxies and comparisons between the ”E+A” galaxy luminosity function and the

mean galaxy luminosity function (Quintero et al., 2004) and provided the statis-

tics to derive empirical classification schemes for active galaxies (Kauffmann et

al., 2003). SDSS, with its wide area, revolutionized samples of rare objects such as

broad absorption line quasars (Trump et al., 2006), white dwarfs (Eisenstein et al.,

2006a,b), and supernovae (Sako et al., 2008). Quite simply, SDSS now provides
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the low-redshift anchor for a wide variety of future galaxy evolution surveys fo-

cused on observing more distant galaxies. No future low-redshift galaxy survey

will surpass SDSS in terms of cosmic variance as the area useful for galaxy evo-

lution work (areas away from the galactic contamination near the galactic plane)

can only increase by a factor of 2 through the addition of a replica of SDSS cover-

ing the southern sk.

1.5.2 Probing the Universe to z = 1

Large area surveys focused on understanding the universe to z = 1 are a recent

development in astrophysics. During the 1990s, several studies were completed

to characterize galaxies at intermediate redshifts, but all of these surveys suf-

fered from small sample sizes over small areas on the sky. The Canada-France

Redshift Survey (Lilly et al., 1995) surveyed 600 galaxies over 0.14 deg2, the Nor-

ris Redshift Survey (Small et al., 1997) obtained redshifts for ∼ 800 galaxies by

very sparsely sampling 20 deg2, Cohen et al. (1999) measured spectra for ∼ 1200

galaxies in two very small fields, and Carlberg et al. (1997) published a survey of

∼ 250 galaxies in an area of 27 arcmin2. While all pioneering at the time, each of

these surveys were strongly hindered by cosmic variance in the small fields and

small number statistics.

The COMBO-17 survey (Wolf et al., 2003a) attempted to fill the niche of an

intermediate redshift survey without the use of observationally expensive spec-

troscopic observations. Instead, they used a combination of 5 broad band filters

and 12 narrow and medium-band filters to measure the flux of ∼ 25, 000 galaxies

across the full optical spectrum. In essence, the photometry measures a low-

resolution spectral energy distribution (SED) for each galaxy in the field which

can be fitted using models for the stellar continua and emission lines observed

in nearby galaxies to recover an estimate of the redshift and stellar mass of each
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galaxy in the sample. While redshifts recovered with this method are less precise

due to the low-resolution spectral information, the 3 − 5% errors in redshift (in

σz/(1 + z)) are sufficient to derive rest-frame colors and luminosities and study

the gross evolution of galactic properties to z ∼ 1. On the other hand, the low-

resolution redshifts limit the scales which can be studied in detail. Clusters of

galaxies can be identified with photometric redshifts but the velocity structure

within the cluster, and thus the tracer of cluster mass, is completely overwhelmed

by redshift inaccuracy.

The Deep Extragalactic Evolutionary Probe (DEEP2) Galaxy Redshift Survey

marked the first spectroscopic survey at z = 1 with large, homogeneously se-

lected, samples of galaxies over modest areas on the sky (Davis et al., 2003).

Using the Deep Imaging Multi-object Spectrograph (DEIMOS) on Keck, built

specifically for this project, redshifts were obtained for ∼ 50, 000 galaxies color

selected to reside at z > 0.7 over 3.5 deg2. DEEP2 revolutionized the study of the

high-redshift universe as it, for the first time, allowed for detailed subdivision of

galaxy populations based on the local galaxy environment, spectral features, and

AGN activity without losing statistical fidelity.

Clustering analysis from DEEP2 show that redder galaxies are more clus-

tered than blue galaxies at z = 1 in much the same way that SDSS demon-

strated galaxies cluster locally (Coil et al., 2008; Zehavi et al., 2005a). Cooper

et al. (2008) explored the importance of galaxy environment on its star formation

rate and found, in general agreement with earlier low-redshift results, that galax-

ies in over-dense environments tend to show less star formation activity than

field galaxies. Based on galaxy luminosity functions from DEEP2 (Willmer et al.,

2006), Faber et al. (2007) found that the number density of all galaxies was ap-

proximately constant from z = 0 to z = 1. When they split the sample into blue
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and red galaxies, the number density of blue galaxies appears to remain constant

over the same epoch while the number of red galaxies appears to have grown

by factor of two. Detailed comparisons between samples of galaxies at z ∼ 0.1

from SDSS and z ∼ 1 from DEEP2 suggest that red sequence is likely built up

through gas-poor mergers of red galaxies (so-called ”dry” mergers) which result

in no new star formation (Blanton, 2006).

While a revolutionary survey at z = 1, DEEP2 covers only 3.5 deg2 on the sky.

Even at z = 1, this probes an order of magnitude less volume than SDSS at z = 0.1

and contains 20x fewer redshifts. Furthermore, in all but 0.5 deg2, DEEP2 targets

were prescreened based on their observed BRI colors to remove objects at z < 0.7

and increase the sample density of z = 1 galaxies. In order to best quantify the

evolution of all galaxies since z = 1, one needs a spectroscopic sample of galaxies

covering a larger area and without a color preselection in order to minimize the

effects of cosmic variance and to allowed for measurements of galaxy evolution

completely within a single sample. We will present the first in the next generation

of redshift surveys in Chapter 6 designed with these goals in mind.

1.6 Overview

The processes that convert gas into stars and those involved in shaping collec-

tions of stars, gas, and dust, and molding them into the nearby universe we live

in are still very uncertain. This is a vibrant area of modern inquiry with each new

insight into the physics involved in galaxy formation and evolution opening new

lines of research. In this dissertation, we focus on the formation and evolution

of the most massive galaxies in the z < 1 universe and try to place empirical

constraints on the processes and time scales involved in their creation.

In Chapters 2 and 3, we add to the wealth of multi-wavelength imaging avail-
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able in the 9 deg2 NOAO Deep Wide-Field Survey Boöotes Field and leverage this

photometry and a new wide-area spectroscopic survey to search for rare high-

redshift quasars. These quasars have extreme luminosities in the early universe

and likely seed the growth of the most massive galaxies we observe locally. Chap-

ters 4 and 5 are focused on constraining the amount of star formation and assem-

bly through mergers which occurs at z < 1 in the most massive galaxies. While

existing high-redshift galaxy surveys provide large samples of galaxies near L∗,

they are hindered by small number statistics at the brightest magnitudes; Chap-

ter 5 presents a new survey of high-redshift massive galaxies and measurements

of the massive galaxy luminosity function over half of cosmic history.

We describe a the first in a new generation of redshift surveys aimed at very

efficient spectroscopic of thousands of galaxies simultaneously at the expense of

redshift precision in Chapter 6 . This chapter focuses on the motivation behind

such a survey as well as a description of our targeting strategy, data processing,

and redshift determinations. Finally, we concluded in 7 and offer paths forward

in the next several years.
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CHAPTER 2

ZBOÖTES : Z-BAND PHOTOMETRY IN THE NOAO DEEP WIDE-FIELD SURVEY

BOÖTES FIELD

We present zBoötes , a new z-band photometric imaging campaign of 7.62 square

degrees in the NOAO Deep Wide-Field Survey (NDWFS) Boötes field. In this pa-

per, all of the images for this survey are released as well as the associated catalogs.

The final zBoötes catalogs are complete (at the 50% level) to 22.7 mag over 50% of

the field. With these depths, the zBoötes images should be sensitive to L∗ galaxies

to z ∼ 1 over much of the survey area. These data have several possible applica-

tions including searching for and characterizing high-redshift quasars and brown

dwarfs and providing added constraints to photometric redshift determinations

of galaxies and active galaxies to moderate redshift. The zBoötes imaging adds

photometric data at a new wavelength to the existing wealth of multi-wavelength

observations of the NDWFS Boötes field.

2.1 Introduction

In recent years, a number of multi-wavelength surveys have been completed in

order to understand the evolution of the multi-wavelength properties of galaxies

and active galactic nuclei (AGNs) throughout cosmic history. Deep observations

spanning from the ultraviolet to the radio are time consuming and obtaining

spectroscopic follow-up observations of cataloged galaxies and AGNs requires

many nights on the largest telescopes available. Thus, the area covered by many

of the deepest multi-wavelength surveys is fairly small. With the advent of new

wide-field optical and near-infrared imagers and multi-object spectrographs, as

well as superb new space facilities such as GALEX and Spitzer, the amount of the
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sky observed at all possible wavelengths is growing steadily.

One of the early deep, wide area, optical surveys, the NOAO Deep Wide-

Field Survey 1 (NDWFS; Jannuzi et al. in prep., Dey et al., in prep.) consists of two

∼ 9 square degree fields (the Boötes and Cetus fields) with excellent optical (BW ,

R, and I) and near-infrared (Ks) photometry. The NDWFS Boötes field has be-

come a popular target for many investigators and now has been observed across

the full electromagnetic spectrum. Deep GALEX pointings provide near and far-

ultraviolet photometry for the field; the NDWFS images consist of optical and

near-infrared coverage, and the FLAMINGOS Extragalactic Survey (FLAMEX;

Elston et al., 2005) observed the field to deep limits in J and Ks. Spitzer has im-

aged the Boötes field with both IRAC (Eisenhardt et al., 2004, Spitzer Shallow

Survey;) and MIPS. Radio observations include deep Westerbork observations

at 1.4 GHz (de Vries et al., 2002) and imaging by the Faint Images of the Radio

Sky at Twenty-Centimeters survey (FIRST; Becker et al., 1995). Chandra has ob-

served the Boötes field for 5 ksec (XBoötes; Murray et al., 2005; Kenter et al., 2005).

Optical spectroscopy for several highly complete samples of galaxies and AGN

has been completed with the Hectospec multi-object spectrograph on the MMT

as part of the AGN and Galaxy Evolution Survey (AGES; Kochanek in prep).

A small region in the Boötes field was observed as part of the LALA survey to

search for galaxies at very high redshifts (Rhoads et al., 2000). These data sets

have allowed searches for high-redshift quasars and low mass stars using mid-

infrared selection techniques (Stern et al., 2006), studies of the quasar luminosity

function (Brown et al., 2006, Chapter 3), the clustering of high-redshift galaxies

(Brown et al., 2005; Stanford et al., 2005; Rhoads et al., 2004; Brown et al., 2003),

Lyman alpha emitting galaxies (Wang et al., 2004; Dey et al., 2005; Dawson et al.,

1http://www.archive.noao.edu/ndwfs
http://www.noao.edu/noao/noaodeep
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2004; Rhoads et al., 2003), the broad band properties of AGNs (Brand et al., 2006,

2005; Stern et al., 2006, 2005), the X-ray properties of AGNs (Brand et al., 2006;

Kollmeier et al., 2005), the spectral properties of infrared sources (Weedman et

al., 2006; Desai et al., 2006; Khan et al., 2005; Higdon et al., 2005) and many other

topics.

In this paper, we present new z-band observations of 7.6 square degrees in the

NDWFS Boötes region. These catalogs reach several magnitudes deeper than the

public imaging released by the Sloan Digital Sky Survey (SDSS) and will provide

a useful intermediate photometric measurement between the I band data from

NDWFS and near-infrared photometry from FLAMEX. We release the catalogs

and reduced images for public use. Throughout this paper, all magnitudes are

AB magnitudes (Oke , 1974).

2.2 Observations

The zBoötes imaging survey was completed with the 90Prime wide-field imager

(Williams et al., 2004) at prime focus on the Bok 2.3m Telescope located on Kitt

Peak. This instrument consists of four 4096x4096 thinned CCDs, providing ex-

cellent quantum efficiency in the blue, read out using eight amplifiers. The chips

are arranged in a windowpane pattern with 10’ gaps between each of the CCDs.

Each CCD images a 30’x30’ field on the sky with 0.45” pixels. The south-east

CCD has a large electron trap, making 13% of the area on that chip unusable for

photometric measurements. These pixels are masked throughout the reduction

process and are excluded when images are stacked.

The data were obtained between 28 Feb 2005 and 31 Mar 2005. Sky conditions

varied from photometric to moderate levels of cirrus throughout the observa-

tions. The typical seeing during these observations was 1.6 arcsec. In total, we
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completed observations for eight 90Prime pointings within the NDWFS Boötes

region. At each location, we obtained several dithered 300s exposures (typically

12 exposures per field). The telescope was moved ∼ 1′ for each dither. The total

number of exposures for each field was determined by the conditions at the time

of the observations. All of the exposures for a single field were obtained on the

same night. As the gaps between CCDs on 90Prime are rather large, we did not

attempt to make our dither pattern large enough the fill the regions between each

CCD. This strategy avoids having non-uniform depth across a single field but re-

sults in gaps in our photometric coverage of the NDWFS survey field. Figure 2.1

shows the region covered in the zBoötes survey compared to the NDWFS Boötes

Survey area. Throughout the rest of this paper, each of the fields imaged by a

single 90Prime CCD is treated independently.

2.3 Reductions

All of the raw zBoötes images were processed using a combination of home-

grown IDL routines and various tasks available within the Image Reduction and

Analysis Facility (IRAF). Each image was bias and overscan corrected and known

bad columns are removed by interpolating neighboring columns. On each night

of clear skies, observations of the twilight sky were taken to generate a flat field

image that was divided into each object frame to correct for pixel-to-pixel varia-

tions in the CCD sensitivity.

While the thinned-chip nature of the CCDs on 90Prime allows for high effi-

ciency in the blue, it also results in strong fringing in the reddest bands where

the night sky spectrum is dominated by a forest of emission lines. On each night

of observation, between 12 and 42 individual dithered images were obtained for

this project in the z-band. To generate a master fringe frame, we first removed
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Figure 2.1 Map of the NDWFS survey area with the coverage of the
zBoötes catalog overlayed. The grey points illustrate the distribution of 25%
of the I < 21.5 galaxies in the NDWFS catalogs. Each of the subfields of the
zBoötes imaging is labeled with the field number. The zBoötes imaging covers
7.6 square degrees centered on the NDWFS Boötes Field, providing another set
of data to the current suite of multi-wavelength observations completed in this
region.
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any large scale gradient in the background of each input image. The strength of

the fringe pattern was then measured on each image and a multiplicative scale

factor was applied to correct for any differences from the mean. We generated a

master fringe frame by taking the median of all of the individual images taken on

a single night of observations. This fringe frame was scaled to match the average

strength of the fringes in each individual exposure and subtracted. This process

was iterated (typically twice) until the fringe pattern was no longer present in

each individual exposure. Figure 2.2 (a) and (b) shows a region of a single expo-

sure before any processing and after the fringe pattern was been removed.

The astrometry of each image was calibrated by locating stars with 17 < z <

19 from the Sloan Digital Sky Survey (SDSS) DR4 (Adelman-McCarthy et al.,

2006a). We fit the astrometric solution with a 5th order TNX world-coordinate

system (WCS) using the IRAF task CCMAP. The images were then de-projected

onto a rectilinear pixel system using the task MSCIMAGE in the MSCRED pack-

age in IRAF. Finally, aperture photometry of several stars in the magnitude range

17 < z < 19 was performed on each of the input frames in order to determine

offsets in the background level and photometric zeropoint between each of the

frames. Any variations in the mean background or transparency were corrected

before the individual images were stacked to create the final coadded frame for

each field. Pixels with values more than 3σ from the mean were clipped when

creating the final mosaic; this clipping rejected any cosmic rays present in the

individual frames. Figure 2.2 shows a portion of a final stacked image.

The photometric zeropoint for each stacked image was determined by com-

parison with photometry publicly available from the SDSS (Adelman-McCarthy

et al., 2006a). Aperture photometry for stars with 18 < z < 19 was compared

to SDSS PSF magnitudes. The mean magnitude offset between the two photo-
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Figure 2.2 Example of the reduction steps performed on the zBoötes imaging
data. Frame (a) shows a portion of a raw data frame taken with 90Prime. Frame
(b) illustrates the same frame after flat-fielding and fringe correction. The final
coadded frame, including all of the observations for this field, is shown in frame
(c). Each of the images is 800 pixels on a side corresponding to ∼ 6 arcminutes.
The total exposure time for this field was one hour.

metric measurements was adopted as the magnitude zeropoint of the field. In

general, the dispersion around this median was on the order of σz ∼ 0.03 mag,

comparable to the photometric scatter expected due to errors in the SDSS pho-

tometry (Ivezić et al., 2004). As the effective response of the z-band filter used in

our work (including the effects of mirror reflectance and sky absorption) is likely

different from that of the SDSS system, we examined the residuals between the

zBoötes photometry and the SDSS photometry as a function of the SDSS i − z

color of each object. The photometric residuals showed no correlation with the

object color, and thus no color term has been applied to the zBoötes photometry.

Several of the zBoötes fields overlapped significantly. These regions of sig-

nificant overlap were coadded, weighted by seeing and signal-to-noise in each

input frame, to create mosaiced images of the overlap regions. Before coadding

the individual images in the overlap regions, each of the input images were back-

ground subtracted and the measured counts per pixel were converted to a true

flux density per pixel measurement using the photometric zeropoint determined

from comparison with public SDSS photometry discussed above. Figure 2.3 illus-
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trates the area of the zBoötes field included in these coadded observations com-

pared to the object distribution in the NDWFS optical catalogs.

2.4 Source Catalogs

2.4.1 Catalog Generation

We constructed catalogs for each zBoötes field using Source Extractor (SExtrac-

tor) version 2.3 (Bertin & Arnouts, 1996). We detected objects using a 0.9” FWHM

Gaussian convolution kernel and enforced a 3σ detection threshold. Pixels were

weighted according to the number of input exposures that contributed to each

in order to prevent the detections of a large number of spurious sources around

the edges of each field which have fewer average observations and thus higher

background noise than the centers. For each object detected in the catalog, we

measured the flux in ∼ 100 apertures (with diameter 3”, 5”, and 7”) in a 6 ar-

cminute radius around the object. We used the interval containing 68.7% of the

measurements as a measurement of the photometric error for each object. The

simulated photometric errors we calculate from this method are about a factor of

2 larger than those measured by SExtractor.

Catalogs were also constructed for each of the stacked images created for the

overlapping zBoötes fields using the same process as used for individual sub-

fields. The final zBoötes catalog was constructed by checking each object for du-

plicate observations. For any object that was observed multiply, we define the

best observation to be the measurement with the smallest simulated photometric

errors. The final zBoötes catalogs consists of over 200,000 objects.

Objects in the final zBoötes catalogs were matched to detections in the ND-

WFS catalogs (DR3). For each NDWFS subfield, we checked for systematic offsets

in both right ascension and declination between the zBoötes astrometric system
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Figure 2.3 Map of the NDWFS survey area with the coverage of the coadded
zBoötes fields overlayed. As in Figure 2.1, the grey points show the distribution
of 25% of the I < 21.5 extended sources from the NDWFS catalogs. The number
marking each of the coadded subfields denotes the field number assigned to that
subfield. The coadded imaging covers 1.24 square degrees of the 7.62 square
degree zBoötes region.
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and the NDWFS reference frame. After removing any net offset between the ND-

WFS catalogs and our zBoötes catalogs (which are discussed in more detail in

§2.4.3), the two object lists were matched with a 1” match tolerance and the name

and coordinates of the closest match NDWFS detection were recorded in the final

zBoötes catalog.

2.4.2 Photometric Accuracy

The final residuals between zBoötes and SDSS photometric measurements for

well detected stars whose photometry is not affected by non-linearity in the 90Prime

CCDS are centered around zero with a 1σ dispersion of 0.035 mag. The average

quoted photometric error for the SDSS stars is 0.03 mag and thus the majority of

the final calibration error in the zBoötes catalog can be attributed to photometric

scatter in the SDSS photometry. The remainder of the scatter in the photometric

calibration is likely due to errors in the large-scale flatfield corrections to each

frame and imperfect subtraction of the strong fringing the 90Prime CCDs.

Since 1.25 square degrees were observed more than once in the zBoötes imag-

ing, we can quantitatively estimate the error in our photometric measurements,

both from calibration errors and reduction imperfections. The distribution of

fluxes for the ∼ 7200 stars with 17 < z < 20 observed two or more times within

zBoötes itself has zero mean and a 1σ dispersion of 0.03 mag, in good agreement

with the scatter in photometric calibration estimated above.

2.4.3 Astrometric Precision

As the zBoötes astrometry was calibrated to the SDSS reference system, the agree-

ment between SDSS and zBoötes astrometry is quite good. Figure 2.4 shows the

differences between SDSS, zBoötes , and NDWFS astrometry. The dispersion be-

tween the zBoötes and SDSS coordinates is ∼ 50 milliarcsec (mas) per coordinate
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while the agreement with NDWFS is poorer with a dispersion of nearly 130 mas

per coordinate. SDSS astrometry has a 45 mas dispersion per coordinate (Pier et

al., 2003), so the zBoötes astrometric error is dominated by astrometric errors in

the SDSS catalogs. Also, notice that the NDWFS and zBoötes astrometric have

systematic offsets in both directions, likely due to the different astrometric refer-

ence systems used by NDWFS and SDSS imaging. Robust comparisons between

NDWFS and zBoötes (or SDSS) thus require the removal of these offsets to prop-

erly match objects in each catalog. Table 2.1 lists the average shifts between the

astrometry of each zBoötes field and the NDWFS catalog.

2.4.4 Survey Depth

The depth of the zBoötes images varies between each field and as a function of

position in each field itself due to the variable number of exposures taken for

each field and variable conditions during the observations. In order to quantify

the depth of our catalogs near each detected object, we added fake point sources

with the same point spread function as measured from nearby unsaturated stars

in the zBoötes images. For each field, we perform ten simulations with each sim-

ulation consisting of 3000 fake stars added to the coadded frame of each field.

We then record the average 50% completeness in a 10 arcminute diameter region

around each object detected in our catalogs. Figure 2.5 illustrates the variations

in the survey depth within a single zBoötes field. As illustrated in the figure, the

variations in survey depth can be as large as 0.5 mags across the field.

Figure 2.6 shows the fraction of the zBoötes coverage area as a function of

the 50% completeness depth and as a function of the 3σ detection limits of the

catalogs. The final zBoötes catalog is 50% complete to 22.4 mag over 90% of

the survey area and 50% of the survey area is complete to 22.7 mag. Thus, the

zBoötes catalogs reach more than 2 mag fainter than SDSS over the entire survey
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Table 2.1. Astrometric Offsets Between zBoötes and NDWFS

Field Name ∆α ∆δ Field Name ∆α ∆δ

” ” ” ”

b1-1 -0.37 -0.31 b6-2 -0.25 -0.17

b1-2 -0.30 -0.37 b6-3 -0.31 -0.12

b1-3 -0.22 -0.18 b6-4 -0.24 -0.09

b1-4 -0.29 -0.15 b7-1 -0.22 -0.12

b2-1 -0.30 -0.05 b7-2 -0.26 -0.10

b2-2 -0.22 -0.04 b7-3 -0.28 -0.11

b2-3 -0.24 -0.08 b7-4 -0.30 -0.13

b2-4 -0.21 -0.09 b8-1 -0.35 -0.10

b3-1 -0.20 -0.13 b8-2 -0.37 -0.17

b3-2 -0.23 -0.10 b8-3 -0.26 -0.04

b3-3 -0.25 -0.15 b8-4 -0.33 -0.12

b3-4 -0.27 -0.13 mos-01 -0.17 -0.10

b4-1 -0.03 -0.05 mos-02 -0.25 -0.22

b4-2 -0.01 0.01 mos-03 -0.21 -0.10

b4-3 -0.11 -0.10 mos-04 -0.20 -0.17

b4-4 -0.11 -0.11 mos-05 -0.33 -0.11

b5-1 -0.17 0.02 mos-06 -0.21 0.07

b5-2 -0.30 -0.12 mos-07 -0.30 -0.12

b5-3 -0.20 0.08 mos-08 -0.32 -0.00

b5-4 -0.28 -0.18 mos-09 -0.13 0.04

b6-1 -0.32 -0.13 mos-10 -0.21 -0.07
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Figure 2.4 Histogram of astrometric offsets (in arcseconds) between sources re-
ported by zBoötes and SDSS (unfilled) and zBoötes and NDWFS (filled). Only
well-detected stars are used in this plot, so photon noise is not the dominant
source of uncertainty in the astrometry. In general, SDSS and zBoötes agree quite
well (50 mas rms). There are offsets between the zBoötes and NDWFS for each of
the subfields, resulting in a overall mean offset and larger dispersion seen in the
comparison between the zBoötes and NDWFS coordinates.
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region. The mosaiced images of the overlapping zBoötes fields reach fainter lim-

its than the single frames. Of the 1.24 square degrees covered in the overlapping

fields, 50% of the area is complete to 23.3 mag and 90% is complete to 23.1 mag.

Table 2.2 lists the average 50% completeness limit of each of the zBoötes subfields.

The zBoötes data are thus sensitive to L∗ galaxies to z ∼ 1 and should provide ex-

tra constraint on photometric redshifts measurements for galaxies at 0 < z < 1.

2.5 Data Products

2.5.1 Images

• Images and weight maps: [fieldname.fits, fieldname-weight.fits]

We release the final coadded images and the associated weight map for

each. The images are in ADU counts per pixel and the magnitude zeropoint

of the photometry of each image is stored in the MAGZERO header keyword.

The weight maps are normalized such that each pixel reflects the number

of exposures that contributed to the image. All of these images have world-

coordinate system information in the headers. Note that the orientation of

these images corresponds to the orientation of the 90Prime images on the

sky (north is to the right and east is upward) and not the standard image

orientation.

Regions of the sky that were observed in multiple zBoötes fields were coad-

ded as described in §2.3. The resulting images are flux calibrated and have

units of nano-maggies per pixel. A nanomaggie is a flux-density unit equal

to 10−9 of a magnitude zero source. Since we calibrated the zBoötes photometry

to SDSS, and SDSS is nearly an AB system, 1 nanomaggie corresponds to

3.631 µJy or 3.631 × 10−29 erg s−1 cm−2 Hz−1. As above, the weight maps

associated with each of the mosaic images reports the total number of 300s
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Table 2.2. Average Completeness Limits (50%) of zBoötes Fields

Field Name Depth Field Name Depth

mag mag

b1-1 22.35 b6-2 22.93

b1-2 22.50 b6-3 22.95

b1-3 22.54 b6-4 22.88

b1-4 22.52 b7-1 22.81

b2-1 22.59 b7-2 22.91

b2-2 22.68 b7-3 22.95

b2-3 22.79 b7-4 22.80

b2-4 22.72 b8-1 22.63

b3-1 22.56 b8-2 22.68

b3-2 22.69 b8-3 22.73

b3-3 22.67 b8-4 22.69

b3-4 22.63 mos-01 22.87

b4-1 22.58 mos-02 23.13

b4-2 22.50 mos-03 23.05

b4-3 22.76 mos-04 23.25

b4-4 22.63 mos-05 23.17

b5-1 22.39 mos-06 23.35

b5-2 22.48 mos-07 23.33

b5-3 22.46 mos-08 23.38

b5-4 22.41 mos-09 22.84

b6-1 22.85 mos-10 23.33

Note. — Depth is estimated by the 50% com-

pleteness limit of the catalogs.
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Figure 2.5 Map of the 50% completeness limit of the b4-1 field in pixel coordinates.
The depth of the catalogs are a strong function of position in the final mosaiced
image. This is primarily due to the decreased number of exposures that were
coadded near the edge of the mosaiced field. The completeness can vary as much
as 0.5 mag from the center of the field to the edge.
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Figure 2.6 Fraction of the zBoötes survey area as function of the 50% complete-
ness limit and 3σ detection limit of the zBoötes catalogs. The solid line shows the
fraction of the zBoötes 7.6 square degree area as a function of the 50% complete-
ness while the dot-dashed line shows the fraction of the survey area versus the
3σ detection limit in a 3 arcsecond aperture. The zBoötes catalog is complete to
22.4 mag over 90% of the survey area and 50% of the area is complete to 22.7 mag
or deeper. The knee in the distribution of 50% completeness limit near z = 23.0
is due the deeper limits present in the coadded zBoötes fields as discussed in the
text.
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exposures that contributed to each pixel.

• Photometric Catalogs: [fieldname-cat.fits] We also release binary FITS

files of the SExtractor catalog for each zBoötes field as well as overlapping

regions. In each file, we report the measured properties of each of the ob-

jects detected in the zBoötes imaging. A majority of the parameters listed in

the catalogs are standard SExtractor outputs, so we will not repeat the defi-

nitions. The aperture fluxes and magnitudes reported in the zBoötes catalogs

are measured at 12 diameters. The diameters run from 1” to 10” in steps of

1”; the final two apertures have diameters of 15” and 20”. The non-standard

parameters included in each of the catalogs are :

– NOBS – [integer] Mean number of observations (300s exposures) that

contribute to the pixels each object falls on. Objects with less than

NOBS ∼< 5 should be used with caution.

– ERR [1,3,5,7] – [float] Photometric error in a [1,3,5,7] arcsecond di-

ameter aperture determined from the dispersion in the local sky back-

ground within a 6 arcminute radius around each object.

– COMP50 – [float] The 50% completeness limit determined by inserting

∼30, 000 fake point sources into the images and measuring the fraction

recovered using the same analysis procedure as that used when con-

structing the catalogs. The local completeness is calculated within a 10

arcminute region around each object.

– DETECT 3SIG 3ARC – [float] The local 3σ detection limit determined

in a 3 arcsecond diameter aperture around each object based on mea-

surements of the local variation in the sky background.

– PHOTFLAG – [integer] For each object, this flag is set if any of the pixels
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contributing to the object detection were in the non-linear or saturated

regime on the 90Prime CCDs. Photometry for objects with this flag set

should be used with caution.

• Final Merged Catalog : [zbootes-cat.fits] The final catalog represents

the merged catalog for the zBoötes imaging. For objects included in multi-

ple individual catalogs, the observation with the smallest photometric er-

ror is declared the primary observation and included in the final catalog.

Objects in the final catalog were cross-matched to the NDWFS optical cata-

logs using a 1 arcsecond search radius. Before the cross-matching was per-

formed, the locally determined astrometric offsets between the zBoötes and

NDWFS astrometric systems (reported in Table 1) were removed. The fol-

lowing parameters are included in the final catalog which are not in the

individual catalogs:

– FIELDNAME – [string] Name of the zBoötes field in which the photo-

metric quantities for each object were measured.

– DUPLICATE – [integer] Flag which is set if a given object was detected

in multiple catalogs. If an object was detected in multiple frames, then

the observation with the lowest photometric error was declared to be

the best and included in the final merged catalog; each object is listed

in the final catalog only once.

– NDWFS NAME – [string] Name of the nearest NDWFS object to each

zBoötes detection. The catalogs were compared with a 1 arcsecond

search radius; if there were no NDWFS objects within the search ra-

dius of the zBoötes object, this entry is empty.

– NDWFS RA – [double] Right ascension of the nearest NDWFS object to
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the zBoötes detection in decimal degrees.

– NDWFS DEC – [double] Declination of the nearest NDWFS object to the

zBoötes detection in decimal degrees.

2.6 Catalog availability

The zBoötes catalogs described in this paper are available for download online.

2. Any use of these data should include references to this paper. If any of the

cross-identifications to the NDWFS catalogs are used, the appropriate citations

should be made to the papers describing those data.

2http://archive.noao.edu/nsa/zbootes.html
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CHAPTER 3

THE DISCOVERY OF THREE NEW z > 5 QUASARS IN THE AGN AND GALAXY

EVOLUTION SURVEY

We present the discovery of three z > 5 quasars in the AGN and Galaxy Evolution

Survey (AGES) spectroscopic observations of the NOAO Deep Wide-Field Sur-

vey (NDWFS) Boötes Field. These quasars were selected as part of a larger Spitzer

mid-infrared quasar sample with no selection based on optical colors. The high-

est redshift object, NDWFS J142516.3+325409, z = 5.85, is the lowest-luminosity

z > 5.8 quasar currently known. We compare mid-infrared techniques for iden-

tifying z > 5 quasars to more traditional optical techniques and show that mid-

infrared colors allow for selection of high-redshift quasars even at redshifts where

quasars lie near the optical stellar locus and at z > 7 where optical selection is

impossible. Using the superb multi-wavelength coverage available in the ND-

WFS Boötes field, we construct the spectral energy distributions (SEDs) of high-

redshift quasars from observed BW -band to 24µm (rest-frame 600 Å - 3.7µm ). We

show that the three high-redshift quasars have quite similar SEDs, and the rest-

frame composite SED of low-redshift quasars from the literature shows little evo-

lution compared to our high-redshift objects. We compare the number of z > 5

quasars we have discovered to the expected number from published quasar lumi-

nosity functions. While analyses of the quasar luminosity function are tenuous

based on only three objects, we find that a relatively steep luminosity function

with Ψ ∝ L−3.2 provides the best agreement with the number of high-redshift

quasars discovered in our survey.
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3.1 Introduction

Understanding the evolution of quasars through cosmic time allows us to study

the history of accretion of matter onto supermassive black holes in the nuclei of

galaxies. In addition, quasars at high redshift provide the lighthouses needed to

probe the conditions under which galaxies initially formed near the epoch of re-

ionization. Samples of quasars at high redshift, however, are still quite small and

most high-redshift quasar surveys are only sensitive to the most luminous exam-

ples of these objects. We know very little about the population of low-luminosity

quasars at these early times.

Surveys for low-redshift quasars have been quite successful and have led to

quasar samples suitable for detailed statistical studies of the evolution of the

quasar luminosity function to moderate redshifts (Schmidt & Green, 1983; Boyle

et al., 2000; Fan et al., 2001b,a; Wolf et al., 2003b; Croom et al., 2004; Richards et

al., 2005; Barger et al., 2005; Brown et al., 2006; Jiang et al., 2006; Richards et al.,

2006). Censuses of high-redshift objects have opened the Universe even back to

the era of reionization, but the number of such objects is still small. Deep spec-

troscopic follow-up of i-dropout objects in the Sloan Digital Sky Survey (SDSS)

(York et al., 2000) have found 19 quasars at z > 5.7 (Fan et al., 2001c, 2003, 2004,

2005). Zheng et al. (2000) and Chiu et al. (2005) found 7 quasars at z >∼ 5 based

on SDSS photometry which complement the 17 quasars at 5 < z < 5.4 found

in SDSS DR3 (Abazajian et al., 2005) spectroscopy selected as outliers from the

stellar locus (Schneider et al., 2005). SDSS imaging, however, is relatively shal-

low (zAB < 20.5 mag) and thus the quasars found using SDSS photometry probe

only the luminous tail of the quasar luminosity function. Furthermore, the use of

optical photometry for selecting high-redshift quasars is biased against heavily

reddened objects, as the observed optical flux from objects at z > 3 probes the
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rest-frame ultraviolet emission which is most heavily affected by dust and the

strong absorption from neutral hydrogen in the intergalactic medium.

The difficulty of conducting deep, wide-area multi-color surveys has meant

that only a handful of lower-luminosity sources have been reported. Stern et al.

(2000) found a faint quasar (MB = −22.7) at z = 5.50 in a small area imaged

approximately 4 magnitudes deeper than SDSS. A quasar at z = 5.189 (MB ∼

−23.2) was selected based on 1 Ms of X-ray imaging in the Chandra Deep Field

North (Barger et al., 2002). Djorgovski et al. (2003) imaged the field around the

quasar SDSS J0338+0021 at z = 5.02 and discovered a second quasar at z = 4.96,

a magnitude fainter than the SDSS detection limit (MB = −25.2). Mahabal et al.

(2005) imaged the field around the z = 6.42 quasar SDSS J1148+5251 and report

the discovery of a faint (MB = −24.3) z = 5.70 quasar.

Unfortunately, the number of successful searches for faint high-redshift quasars

is comparable to the number of surveys with negative results. Barger et al. (2003)

found no additional high-redshift quasars in the full 2 Ms imaging of the Chandra

Deep Field North that were not detected in 1 Ms of observation and Cristiani et

al. (2004) found no high-redshift objects based on deep X-ray imaging of the Hub-

ble Deep Field North and Chandra Deep Field South. Willott et al. (2005) imaged

3.8 deg2 of sky in i and z and Sharp et al. (2004) imaged 1.8 deg2 in V IZ reaching

3 and 2 magnitudes deeper than SDSS, respectively, but neither survey detected

any new low-luminosity, high-redshift quasars.

In this paper, we present photometry and spectroscopy of three new high-

redshift (z > 5) quasars using the multi-wavelength photometry available in the

NOAO Deep Wide-Field Survey (NDWFS; Jannuzi & Dey, 1999, Dey et al., in

prep.) Boötes field and spectroscopic observations from the AGN and Galaxy

Evolution Survey (AGES; Kochanek et al., in prep), which provides redshifts for
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several highly-complete samples of quasars to IAB = 22 mag, nearly 2 mag fainter

than SDSS selects high-redshift objects. With our three newly discovered z > 5

quasars, we compare the number density inferred from this survey to predictions

based on quasar luminosity functions in the literature.

This paper is organized as follows: in §3.2, we summarize all the multi-wavelength

photometry used in the paper and in §3.3 we discuss our spectroscopic observa-

tions. We compare the mid-infrared selection of quasars utilized in this work to

optical criteria used in the past in §3.4. Finally, we place our survey in context

with past studies of the quasar luminosity function and consider future high-

redshift quasar searches in §3.5. All optical photometry presented here are cor-

rected for foreground galactic reddening using the dust maps of Schlegel et al.

(1998). We use AB magnitudes for all bands (Oke , 1974), although the photomet-

ric catalogs from the NDWFS and FLAMINGOS Extragalactic Survey (FLAMEX;

Elston et al., 2005) present Vega magnitudes1. Flux measurements from Spitzer

are converted to AB magnitudes using mAB = 23.9−2.5 log(fν/1µJy). Also, when

quoting optical, near-infrared, and IRAC photometry, we use SExtractor (Bertin

& Arnouts, 1996) MAG AUTO magnitudes (which are comparable to Kron total

magnitudes; Kron, 1980) due to their small systematic errors and uncertainties

at faint fluxes. When calculating luminosities, we use a (Ωm, ΩΛ) = (0.3, 0.7) flat

cosmology and H0 = 70 km s−1 Mpc−1.

3.2 Multi-wavelength Photometry

3.2.1 NOAO Deep Wide-Field Survey

We utilize the deep optical (BW RI) and near-infrared (Ks) imaging of the 9.3 deg2

Boötes field provided by the third data release from the NOAO Deep Wide-Field

1BW,AB = BW,Vega, RAB = RVega + 0.20, IAB = IVega + 0.45, JAB = JVega + 0.91, and Ks,AB =

Ks,Vega + 1.85
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Survey (Jannuzi & Dey, 1999). A full description of the observing strategy and

data reduction will be presented elsewhere (Jannuzi et al., in prep; Dey et al., in

prep) and the data can be obtained publicly from the NOAO Science Archive2. The

NDWFS catalogs reach BW,AB ∼ 26.5, RAB ∼ 25.5, IAB ∼ 25.3, and Ks,AB ∼ 23.2 at

50% completeness.

3.2.2 zBoötes

We imaged 8.5 deg2 of the sky, covering 7.7 deg2 of the NDWFS Boötes field, be-

tween 29 January 2005 and 31 March 2005 in the z′-band with 90Prime (Williams

et al., 2004) on the Bok 2.3m telescope on Kitt Peak. The 90Prime imager offers

a 1 deg2 field of view when mounted at prime focus on the Bok telescope. Ex-

posure times range from 1–2.5 hours throughout the field with typical seeing of

1.′′8. Images were flatfielded using observations of the twilight sky. For each night

of observations, we stack all of the dithered z′-band images to produce a high

signal-to-noise ratio image of the fringing pattern in the detector. This master

fringe image is then scaled and subtracted from each object frame to remove the

strong fringing pattern.

We calibrate the astrometry and photometry of these z′-band images using

public imaging from the Sloan Digital Sky Survey DR4 (York et al., 2000; Adelman-

McCarthy et al., 2006a). Cross comparisons between zBoötes and SDSS show a

0.′′1 rms dispersion in the astrometry and a 5% scatter in the photometry for bright

stars (z < 19). This 5% scatter is likely a combination of photometric calibration

errors in SDSS (expected to be on the order to 2%; Ivezić et al., 2004) and imper-

fect fringe removal and flat fielding in the zBoötes imaging. Furthermore, we

find that objects observed in overlapping zBoötes fields have an rms scatter of

2http://www.archive.noao.edu/ndwfs
http://www.noao.edu/noao/noaodeep
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5% in the final photometry. The astrometry between the NDWFS and zBoötes

are slightly offset (∆α ≈ 0.′′4, ∆δ ≈ 0.′′1). When matching objects in each zBoötes

field to the NDWFS catalogs, we remove the local mean astrometric offsets in

both right ascension and declination from zBoötes positions, resulting in astrom-

etry that agrees to 0.′′2 rms. As the exposure times and observing conditions were

variable throughout the survey field, the limiting depth of the catalog depends

on location in the survey area. The typical 3σ depth is 22.5 mag for point sources

in a 5 arcsecond diameter aperture. Full details of the data reduction and a full

release of the z′-band imaging catalogs are be presented in Chapter 2.

3.2.3 FLAMEX

The FLAMINGOS Extragalactic Survey (FLAMEX) (Elston et al., 2005) provided

some of the J and Ks photometry used in this work. The Florida Multi-object

Imaging Near-IR Grism Observational Spectrometer (FLAMINGOS) on the Kitt

Peak 2.1m telescope was used to image 4.7 deg2 of the NDWFS Boötes field to a

limiting depth of Ks,AB ≈ 21.1 detecting approximately 150,000 sources (5σ). The

FLAMEX catalogs are publicly available3.

3.2.4 IRAC Shallow Survey

The IRAC Shallow Survey (Eisenhardt et al., 2004) observed 8.5 deg2 of the sky in

the NDWFS Boötes region at 3.6, 4.5, 5.8, and 8.0 µm with the IRAC instrument

(Fazio et al., 2004) on Spitzer. This survey found ≈ 270,000, 200,000, 27,000, and

26,000 sources brighter than 5σ limits of 12.3, 15.4, 76, and 76 µJy (corresponding

to limits of 21.2, 20.9, 19.2, and 19.2 AB mag) in each of the four IRAC bands

(Eisenhardt et al., 2004; Stern et al., 2005).

3http://flamingos.astro.ufl.edu/extragalactic/overview.html



58

3.2.5 MIPS Imaging

The NDWFS Boötes field was also observed at 24, 70, and 160 µm with the Multi-

band Imaging Photometer for Spitzer (Rieke et al., 2004) as part of the Spitzer IRS

team’s Guaranteed Time Observing programs (Houck et al., 2005); only the 24

µm photometry is considered here. The 24 µm imaging covers 8.22 deg2 of the

NDWFS Boötes field and reaches a 80% completeness limit of 0.3 mJy (Brown et

al., 2006).

3.3 Spectroscopic Observations

3.3.1 AGN and Galaxy Evolution Survey

The AGN and Galaxy Evolution Survey (AGES, Kochanek et al., in prep) has

obtained complete spectroscopic samples of galaxies and quasars using several

multi-wavelength selection techniques in the NDWFS Boötes field. Spectra of

≈ 20,000 objects were taken with Hectospec, a 300 fiber robotic spectrograph on

the MMT 6.5m telescope (Fabricant et al., 1998, 2005; Roll et al., 1998). Data re-

duction was completed using HSRED, a modified version of the SDSS spectro-

scopic pipeline. Dome flat spectra were used to correct for the high-frequency

flat-field variations and fringing in the CCD, and, when available, twilight sky

spectra provided a low-frequency flat-field correction for each fiber. Each Hec-

tospec configuration has approximately 30 fibers dedicated to measuring the sky

spectrum which is subtracted from each object spectrum. Simultaneous observa-

tions of F-type stars in each configuration are cross correlated against a grid of

Kurucz models (Kurucz, 1993) to derive a sensitivity function for each observa-

tion, thus linking the observed counts to absolute flux units. The final reduced

spectra cover the 3700Å to 9200Å spectral range at resolution R ≈ 1000.

AGES quasar target selection occurred in two stages. In the first phase of the
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project, AGES obtained redshifts of nearly all point sources with RAB < 21.7 mag

that were either X-ray sources with 4 or more counts in the the XBoötes survey

(Murray et al., 2005) or were MIPS 24µm sources brighter than 1mJy with non-

stellar 24µm to J-band colors. This led to a sample of roughly 900 spectroscopi-

cally identified AGNs as well as redshifts of nearly 9000 galaxies selected using

a variety of other techniques. By combining the AGES galaxy and AGN red-

shift samples, Stern et al. (2005) confirmed the ease with whichJiang2006 quasars

could be recognized using mid-infrared colors. In the second phase of AGES

spectroscopy, we extended the optical flux limit to IAB = 22 and added IRAC

color selection to our methods of identifying quasars. In detail, mid-infrared se-

lected objects considered here were required to have [3.6]−[4.5] > −0.1 and either

[3.6] < 20.8 or a detection at 5.8 or 8.0µm and be classified as point-sources in the

NDWFS imaging. In AGES, targets were classified as point sources if their SEx-

tractor CLASS STAR parameter was larger than 0.8 for at least one of the BW ,

R, or I-bands. The AGES mid-infrared selection cut used for point sources dis-

penses with the [5.8] − [8.0] color restriction given in Stern et al. (2005) which is

intended to minimize the contribution of z > 1 galaxies which are not common

to our optical flux limits. While we only consider the sample of point-sources se-

lected in the mid-infrared from AGES in this paper, it is worth noting that when

selecting AGN from extended source in AGES, the vertical selection cuts from

Stern et al. (2005) are imposed to reduce contamination of star-forming galaxies

on the AGN sample. The shift from an R-band to an I-band spectroscopic limit

led to a significant increase in the number of z > 4 quasars in the AGES database,

including three z > 5 objects. The second phase of AGES target selection also in-

cluded a 24µm -selected quasar sample. These objects were required to be point

sources, have f24µm > 0.3mJy, and have I-band 3.′′0 diameter aperture magni-
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tudes, I3,AB, such that I3,AB > 18.45 − 2.5log(f24µm/mJy). This I-band selection

criterion rejects normal stars from the sample but retains AGNs. Two of the three

z > 5 quasars selected based upon their IRAC colors were also selected based

upon their 24µm photometry.

3.3.2 Auxiliary Observations

In order to augment the AGES discovery spectra, spectroscopic observations of

two of the high-redshift objects discovered in this work were completed with the

Multi-Aperture Red Spectrograph (MARS) on the 4-m telescope on Kitt Peak and

the DEIMOS spectrograph (Faber et al., 2003) on the Keck-II telescope under poor

observing conditions. These data were reduced using standard techniques. Also,

to achieve higher quality data, two of the objects described in this paper were

observed multiple times within AGES itself. Coaddition of all of the available

spectra for each object was performed to improve the final signal-to-noise ratio

of the data.

3.4 Results

We have identified three new high-redshift (z > 5) quasars observed as part of the

IAB ≤ 22 AGES spectroscopic sample. Figures 3.1 and 3.2 show the I-band find-

ing chart and spectra for each of the three high-redshift objects. Tables 3.1 and 3.2

list the observed photometry and redshifts of the three new high-redshift quasars

and Table 3.3 shows the derived rest-frame B-band luminosity and the luminos-

ity of each object at 1450 Å. In calculating the rest-frame luminosities, we assume

a power-law SED of the form fν ∝ ναν where αν = −0.5. The spectra shown in

Figure 3.2 are the coadded spectra from all the observations of each object: ND-

WFS J142516.3+325409 was observed three times in AGES as well as with MARS

and DEIMOS, NDWFS J142937.9+330416 was observed once in AGES and with
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Figure 3.1 Finding charts for the three z > 5 quasars discovered in the AGES
survey. The images are drawn from the NDWFS I-band imaging of the Boötes
region and are each 2 arcminutes on a side. North is up and East is left. The
location of the quasar is marked by vertical lines in each panel.
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MARS, and NDWFS J142729.7+352209 was observed twice within AGES. Each

of the discovered objects show the clear signature of a broad asymmetric Lyα

emission line. As the signal-to-noise ratios of the final spectra are only modest,

redshifts for each object were determined based upon the break in the Lyα line

profile rather than on weak emission lines which are poorly detected. Quoted

redshifts thus have errors of order ∆z ∼ 0.02.

The quasars included in this paper were not selected with standard dropout

techniques which identify objects with very red optical colors indicative of a

strong spectral break. These techniques have been successful in identifying quasars

at redshifts above 5 (e.g. Fan et al., 2000, 2001c, 2003, 2004, 2005; Stern et al., 2000;

Djorgovski et al., 2003; Mahabal et al., 2005), but have several weaknesses. At

z >∼ 5.5, quasars cross the stellar locus in optical color-color space making optical

selection problematic. The inclusion of near-infrared photometry can break this

degeneracy to some extent, but obtaining this data can be time consuming.

The high-redshift quasars studied here were all selected on the basis of their

mid-infrared colors using a scheme similar to that presented in Stern et al. (2005).

In brief, quasars, with their roughly power-law spectra, have redder mid-infrared

colors than z < 1 galaxies. The IRAC color-color space for AGES objects shown

in Figure 3.3 illustrates the separation of the high-redshift objects discovered here

from stars and low-redshift galaxies. We also indicate the criteria used for AGN

selection given by Stern et al. (2005) (dashed line) and the AGES point-source

mid-infrared selection criterion (dot-dashed line). Extended sources are targeted

as AGN in AGES if they meet the full Stern et al. (2005) criteria. Low-redshift

(z < 0.5) objects, which are predominately extended galaxies, are shown with

x-marks while objects with z > 1 are marked with circles and are dominated by

unresolved AGN. At [5.8] − [8.0] >∼ 1, the locus of low-redshift galaxies clearly
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Table 3.1. Optical and Near-Infrared Photometry

Object Name Redshift BW R I z′ J Ks

NDWFS J142937.9+330416 5.39 > 27.1 22.84 ± 0.09 21.24 ± 0.05 21.02 ± 0.07 20.40 ± 0.12 20.81 ± 0.19

NDWFS J142729.7+352209 5.53 > 26.3 24.20 ± 0.21 21.85 ± 0.07 21.93 ± 0.11 · · · 20.41 ± 0.19

NDWFS J142516.3+325409 5.85 > 25.8 23.99 ± 0.11 21.57 ± 0.06 20.68 ± 0.06 · · · · · ·

Note. — All magnitudes are on the AB system
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Table 3.2. Spitzer Photometry

Object Name Redshift [3.6 µm] [4.5 µm] [5.8 µm] [8.0µm] [24 µm]

NDWFS J142937.9+330416 5.39 20.81 ± 0.08 20.24 ± 0.09 > 19.2 19.65 ± 0.13 17.31 ± 0.15

NDWFS J142729.7+352209 5.53 20.27 ± 0.06 19.84 ± 0.07 > 19.2 19.88 ± 0.14 17.53 ± 0.18

NDWFS J142516.3+325409 5.85 20.36 ± 0.06 19.91 ± 0.07 > 19.2 20.74 ± 0.18 > 17.7

Note. — All magnitudes are on the AB system

Table 3.3. Luminosities of Discovered Quasars

Object Name Redshift MB M1450

NDWFS J142937.9+330416 5.39 -26.00 -25.52

NDWFS J142729.7+352209 5.53 -25.15 -24.67

NDWFS J142516.3+325409 5.85 -26.52 -26.03
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Figure 3.2 Final stacked spectra for each of the high-redshift quasars discovered
by our work. These spectra represent the coadded spectra for the repeated obser-
vations with Hectospec as well as observations with MARS and DEIMOS. Two
prominent quasar emission lines, Lyα and NV, are marked with vertical dashed
lines and the measured redshift of each object is listed in the upper left corner of
each panel. All three of the quasars show the strong Lyα emission line truncated
by neutral hydrogen absorption blueward of the emission line center characteris-
tic of high-redshift quasars.
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crosses the AGES point-source mid-infrared selection criterion but remains out-

side the Stern et al. (2005) selection region, illustrating the need for the sepa-

rate point-source and extended-source selection criteria used by AGES. The three

high-redshift quasars studied here (diamonds with error-bars) are well-separated

from low-redshift galaxies throughout this color-color space.

One obvious question arises due to our mid-infrared selection of high-redshift

quasars: does the population of mid-infrared selected quasars differ from quasars

selected using more traditional optical techniques? The spectra in Figure 3.2,

though of only modest signal-to-noise ratio, show no obvious differences from

objects presented in the literature and would suggest no strong difference be-

tween high-redshift quasars selected based upon their optical or mid-infrared

colors. Figure 3.4 shows the I − z versus R− I color-color space for point sources

observed in AGES as well as the color track of high-redshift quasars predicted

using the Vanden Berk et al. (2001) SDSS quasar composite modified by the ad-

dition of absorption blueward of Lyα using the prescription of Songaila & Cowie

(2002). The three quasars discovered here reside in the region traditionally used

to select quasars with z > 4.5 (e.g. Richards et al., 2002) further indicating that

the quasars selected in this study are similar to those selected in the past. Both

NDWFS J142516.3+325409 and NDWFS J142937.9+330416 lie quite close to the

stellar locus in these colors, however, illustrating one of the main difficulties of

traditional optical color selection techniques.

Figure 3.5 shows the spectral energy distribution from the observed BW -band

to 24 µm (approximately rest-frame 600 Å - 3.7 µm ) for each of the high-redshift

quasars identified in this work. Again, all three of these objects were selected

based upon their mid-infrared colors; the two lowest-redshift quasars were also

selected based on their 24µm fluxes. For comparison, we have also plotted the
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Figure 3.3 The mid-infrared colors of objects detected in the AGES spectroscopic
survey. The symbol type and color denote the redshift of each object. The x-marks
show the 0.01 < z < 0.5 objects in AGES. This sample is primarily composed of
galaxies, although some low-redshift AGNs are also included. The empty circles
(red) show objects with z > 1.0 and are dominated by AGNs. The triangles (blue)
mark the location of stars in this color-color space. The filled diamonds (green)
show the location of the z > 5 quasars in this color-color space. The dashed line
shows the region used by Stern et al. (2005) to select AGNs. The vertical lines are
used to protect against the presence of z > 1 galaxies in the AGN sample, but as
galaxies at z > 1 are fainter than our optical flux limits, these cuts are not used in
the AGES mid-infrared point-source quasar selection shown by the dot-dashed
line. When selecting AGN from extended objects in AGES, the vertical lines are
used to reduce contamination from low-redshift star-form ing galaxies.
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average quasar SEDs from two studies in the literature; the top line shows the

Elvis, Risaliti, & Zamorani (2002) radio-quiet quasar composite while the lower

line shows the average SED of Spitzer-observed SDSS quasars from Richards et al.

(2006b). The broad photometric properties of the high-redshift quasars are quite

similar to each other as well as to the low-redshift composite spectra. The main

difference between the low- and high-redshift objects is the lack of absorption

due to neutral hydrogen at the highest frequencies in the composite spectra. The

highest redshift object, NDWFS J142516.3+325409, shows a strong break between

observed 4.5µm and 8.0µm , but this is likely due to poor signal-to-noise ratio in

the 8.0µm photometry as this object is near the flux limit of the 8.0µm imaging.

The rest-frame UV to optical color of NDWFS J142729.7+352209 is redder than

the other two quasars studied here as well as both of the comparison composites,

possibly indicating enhanced dust extinction in this object. Compared to a sam-

ple of 58 quasars at 3 < z < 3.5 from AGES, the rest-frame UV to optical color

of NDWFS J142729.7+352209 is not unique; it falls well within the distribution of

colors of lower-redshift objects.

Figure 3.6 shows the optical versus mid-infrared color-color space for AGES

point sources. In this color space, all three of the discovered z > 5 quasars

are separated from the locus of low-redshift galaxies, Galactic stars, and z < 5

quasars. We show one possible selection method for high-redshift quasars by

the dot-dashed line in Figure 3.6. Within this region, the AGES source catalog

contains 19 point sources with I < 22 mag; 14 of these were spectroscopically ob-

served. Of these 14 targets, 9 objects are stars, 2 are lower-redshift (z = 2.11, 3.57)

quasars, and 3 have z > 5. Assuming the 4 objects without redshifts are not lo-

cated at high redshift, this selection results in a minimum efficiency of ∼ 17%,

though with only 3 quasars, this efficiency measurement is rather uncertain. The
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large contamination from stars arises due to increasing photometric errors in the

[3.6] − [4.5] colors as the stars approach the IRAC flux limit and thus much of the

contamination could be mitigated with a deeper IRAC imaging survey.

3.5 Discussion

The quasars reported here add three new low-luminosity, high-redshift quasars

to the slowly growing catalog of these objects. All three of these objects are fainter

than quasars at similar redshifts found in the SDSS, and NDWFS J142516.3+325409

is the lowest luminosity z > 5.8 quasar currently known. The number of these

objects should grow quickly as the next generation of deep wide-area surveys

are completed, opening the door to understanding the nature of low-luminosity

quasars near the epoch of reionization.

As the number of low-luminosity z > 5 quasars is still small, the details of the

luminosity function of these objects is poorly constrained. Extrapolating the Fan

et al. (2001b) quasar luminosity function (QLF), determined using 3.5 < z < 5

quasars with −27.5 < M1450 < −25.5, to higher redshifts and lower luminosities,

we would expect a density of 0.28 deg−2 to the optical flux limit of the AGES

spectroscopy or 2.2 quasars with z > 5 in the AGES survey area for a complete,

optically limited, survey.

In order to estimate the effect of the IRAC flux limits on the expected num-

ber of quasars in our survey, we create a sample of 58 quasars at 3 < z < 3.5

from the full AGES catalog with existing FLAMEX photometry. These objects

include quasars selected using the full suite of AGES selection techniques includ-

ing X-ray, radio, or 24µm fluxes or their optical or mid-infrared colors and thus

likely exhibit a broad range of broad-band photometric properties. We augment

this sample with 17 quasars in the same redshift range listed in the SDSS Third
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Quasar catalog (Schneider et al., 2005) which were also detected in 2MASS. For

each object in this sample, we convert the observed R − Ks (or r − Ks for SDSS

quasars) to a rest-frame ultraviolet-to-optical spectral slope, αUO, by assuming

the measured broad-band colors are the result of a pure power-law SED with

fν ∝ να. Next, we create a mock catalog of high-redshift quasars using the Fan et

al. (2001b) QLF to assign each mock object a redshift and UV luminosity at 1450

Å. The observed distribution of UV-to-optical spectral slopes defines the distribu-

tion of k-corrections that are applied to the mock catalog to convert the rest-frame

luminosity at 1450Å to the observed flux at 3.6µm for each object. We then use the

observed distribution of mid-infrared spectral indices, αMIR = 0.73 ± 0.84, mea-

sured by Stern et al. (2005), to assign each mock quasar a flux at 4.5, 5.8, and 8.0

µm . Finally, we apply the AGES mid-infrared flux limits and selection criteria to

measure the fraction of high-redshift objects which are missed by the AGES mid-

infrared selection criteria. We find that approximately 35% of the mock quasars

that pass the I < 22 mag optical flux limits are missed when the IRAC flux limits

are included. It may be a concern that the addition of the SDSS quasars, which,

unlike the AGES sample, were all selected based on their optical colors, may bias

this estimate; we have verified that omitting these objects from the calculation

does not affect the final completeness more than a few percent. It should be noted

that the above calculation assumes quasars at z > 5 have the same broad-band

photometric properties as z ∼ 3 objects; this assumption can only be tested after a

large sample of high-redshift quasars with multi-wavelength photometry is col-

lected. In the I < 22 AGES sample of 2153 mid-infrared selected objects, 83% of

the targets obtained valid redshifts. Combining this 83% spectroscopic complete-

ness with the effects of the mid-infrared flux limits, we estimate that our overall

completeness is 54% and thus we would expect to find only 1.2 quasars at z > 5
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for a QLF with a slope of Ψ ∝ L−2.6. To then find three quasars is somewhat

unlikely, since the Poisson probability of finding 3 or more objects when 1.2 are

expected is only 12%.

Based on a sample of 12 quasars at z > 5.8, Fan et al. (2004) found that the

high-redshift QLF was best fit by a steeper QLF (Ψ ∝ L−3.2) than that measured

by Fan et al. (2001b). If we instead use the best fit bright-end slope and nor-

malization from Fan et al. (2004) but keep the redshift evolution of the quasar

number density determined by Fan et al. (2001b), we would expect to find 6.2

quasars at z > 5 in a complete optically-limited survey of the AGES area. This

value drops to 3.5 when the effects of our mid-infrared flux limits and spectro-

scopic incompleteness are added. This value agrees quite well with the 3 objects

found in our survey, but, at this point, this agreement is only suggestive due to

the small number of quasars in our sample and the small sample size and lumi-

nosity range used by Fan et al. (2004) to determine this QLF slope. Richards et al.

(2006) found the QLF slope to evolve from β = −3.1 (where Ψ ∝ Lβ) at z < 2.4

to progressively flatter slopes at higher redshift such that at z ∼ 5, one would

predict β >∼ −2.4. If the QLF at 5 < z < 6 is, indeed, as steep at L−3, the trend

measured by Richards et al. (2006) must break down beyond z ∼ 4.5, but a larger

sample of low-luminosity objects is required to place any robust constraints on

the evolution of the QLF to z ∼ 5.

We have shown that mid-infrared selection of quasars can be useful in the

search for high-redshift objects to z ∼ 6, thus avoiding some of the key prob-

lems inherent in optically based high-redshift quasar searches. At z >∼ 7, optical

selection of quasars is impossible as the Lyα emission from objects at these red-

shifts is shifted out of the z′-band. In the near-infrared, the existing large area

surveys (primarily 2MASS) are too shallow to detect even the brightest high-
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redshift quasars found by the SDSS. In the near future, the UKIDSS survey will

image 4000 deg2 of the sky to 3 mag deeper than 2MASS and should find about

10 quasars with 5.8 < z < 7.2 (Warren & Hewett, 2002). While near-infrared

spectroscopy is ultimately the only means by which one can ensure any candi-

date is located at high redshift, the use of mid-infrared colors in the selection of

these objects may provide a valuable tool in separating stars from quasars at the

highest redshifts. Figure 3.7 illustrates the expected [3.6] − [4.5] color of quasars

to z ∼ 8 based upon the locally determined SDSS quasar composite spectrum

(Vanden Berk et al., 2001). We also show the colors predicted from a power-law

(αν = −0.5) continuum with Balmer emission lines having the same strength and

width of those measured on the SDSS composite spectrum.

As the strong emission from the Hα emission line redshifts into the 4.5µm band,

the colors of quasars redden quickly near z ∼ 5. Correspondingly, the sudden

drop in color at z ∼ 6.5 occurs as the strong Hα emission line redshifts out of the

4.5µm band; by z ∼ 7, the colors of high-redshift quasars redden as Hβ redshifts

from the 3.6µm band into the 4.5µm IRAC bandpass. The overall trend toward

bluer colors exhibited by the SDSS composite across this redshift range occurs as

the IRAC passbands probe the transition between a spectral slope of αν = −0.5

measured blueward of 5000Å and of αν = −2.5 redward of this wavelength in the

SDSS composite spectrum. This transition likely occurs due to contamination of

the AGN light by the host-galaxy in the low-redshift AGNs used to construct the

composite spectrum. This contamination makes the colors predicted using the

Vanden Berk et al. (2001) composite generally redder than those expected using

the simple model consisting only of a power-law continuum and Balmer emis-

sion lines. For both tracks, the mid-infrared colors of very high-redshift quasars

remain redder than stars ([3.6] − [4.5] ∼ −0.5) and low-redshift galaxies through-
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out the redshift range shown. As the large number of deep, wide-area, Spitzer

fields with corresponding deep optical and near-infrared photometry become

available, the ability to build large samples of high-redshift quasars, including

low-luminosity objects, will allow us, for the first time, to probe the statistics of

low-luminosity quasars at high redshift.
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Figure 3.4 Optical color-color space for AGES point sources. The symbols are de-
fined as in Figure 3.3. Additionally, the dashed line shows the expected colors
of quasars at z > 4.8 predicted using the SDSS quasar composite (Vanden Berk
et al., 2001) modified by the addition of absorption blueward of Lyα using the
prescription of Songaila & Cowie (2002). The three high-redshift quasars discov-
ered in this work occupy the same location in color-color space used in the past
to optically-select z > 4.5 quasars. At the same time, two of the three objects lie
very near the stellar locus in this color-color space, illustrating one of the main
difficulties in using optical colors alone to select high-redshift quasars.
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Figure 3.5 Broad-band spectral energy distributions of the three high-redshift
quasars presented here. The quasars are ordered by redshift with the highest-
redshift object on the top. The top two lines show two composite quasar spectral
energy distributions for comparison; the to p line shows the radio-quiet quasar
SED from Elvis, Risaliti, & Zamorani (2002) while the bottom comparison shows
the composite of Spitzer observed SDSS quasars from Richards et al. (2006b). The
high-redshift SEDs are very similar to each other and the low-redshift composites
are broadly similar to the SEDs of the high-redshift objects although th e SEDs of
the three z > 5 objects presented here have much stronger breaks in the blue
from abso rption from neutral hydrogen. The large ratio between the 4.5µm and
8.0µm flux of the highest-redshift object, NDWFS J142516.3+325409 is likely a re-
sult of low signal-to-noise ratio photometry as this object is close to the detection
limit in that band .
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Figure 3.6 Optical versus mid-infrared color-color space of AGES spectroscopi-
cally observed point sources. The symbols and colors are as in Figure 3.4. The
dashed line illustrates the color track of quasars above z ∼ 4.8. The z > 5 quasars
are well-separated from the loci of low-redshift galaxies, stars, and lower-redshift
quasars. The region defined by the dot-dashed line illustrates one way to select
high-redshift quasars by combining optical and mid-infrared photometry. The
minimum efficiency for selecting z > 5 quasars in this region is 17% with the l
argest portion of the contamination arising due to stars with low signal-to-noise
IRAC photometry which scatter to redder [3.6]− [4.5] colors. Deeper mid-infrared
imaging would increase the color measurement accuracy, significantly reducin g
the stellar contamination and increasing the quasar selection efficiency.
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Figure 3.7 [3.6] − [4.5] color of quasars to very high redshift based on the SDSS
quasar composite (solid line, Vanden Berk et al., 2001) or a α = −0.5 power-
law combine d with the Balmer emission lines observed in the SDSS composite
spectrum (dash-dot-dot-dot line) . The color cut imposed by the mid-infrared
selection of quasars in AGES is shown by the dot-dashed line. Longward of rest-
frame 5000Å, the SDSS composite is dominated by low-luminosity AGNs and
is l ikely heavily contaminated by host-galaxy light, making the colors slightly
redder. For comparison, the location of the three z > 5 quasars discovered here
are marked and the dotted lines on the right mark the colors of pure power-law
spectra with different values of αν . The rapid rise at z = 5 occurs as the Hα
emission line passes from the 3.6µm band in to the 4.5µm bandpass. Similarly,
as the Hα emission line redshifts out of the 4.5µm bandpass near z ∼ 6.5, the
colors drop quickly; the colors become redde r again near z ∼ 7 as the Hβ enters
the 4.5µm bandpass. Even at very high redshifts, the colors of quasars predicted
by both tracks fall within the region used to mid-infrared select quasars in our
survey.
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CHAPTER 4

BROADBAND OPTICAL PROPERITES OF MASSIVE GALAXIES: THE DISPERSION

AROUND THE FAINT GALAXY COLOR-MAGNITUDE RELATION OUT TO z ∼ 0.4.

Using a sample of nearly 20,000 massive early-type galaxies selected from the

Sloan Digital Sky Survey, we study the color-magnitude relation for the most lu-

minous (L ∼> 2.2L∗) field galaxies in the redshift range 0.1 < z < 0.4 in several

colors. The intrinsic dispersion in galaxy colors is quite small in all colors studied,

but the 40 milli-mag scatter in the bluest colors is a factor of two larger than the

20 milli-mag measured in the reddest bands. While each of three simple models

constructed for the star formation history in these systems can satisfy the con-

straints placed by our measurements, none of them produce color distributions

matching those observed. Subdividing by environment, we find the dispersion

for galaxies in clusters to be about 11% smaller than that of more isolated systems.

Finally, having resolved the red sequence, we study the color dependence of the

composite spectra. Bluer galaxies on the red sequence are found to have more

young stars than red galaxies; the extent of this spectral difference is marginally

better described by passive evolution of an old stellar population than by a model

consisting of a recent trace injection of young stars.

4.1 Introduction

The presence of a tight correlation between the rest-frame optical color and lu-

minosity of early-type galaxies, the so-called color-magnitude relation (CMR) or

red-sequence, is well established in the literature (Visvanathan & Sandage, 1977;

Larson, Tinsley, & Caldwell, 1980; Lugger, 1984; Zepf, Whitmore, & Levison, 1991;

Terlevich et al., 1999; Blanton et al., 2003a; Hogg et al., 2004; Baldry et al., 2004;
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López-Cruz, Barkhouse, & Yee, 2004). The relation implies that the properties of

the stellar populations in early-type galaxies are strongly dependent on the total

stellar mass of the system. The tight correlation observed along this relation-

ship (e.g. Faber, 1973; Visvanathan & Sandage, 1977; Bower et al., 1992) requires

a strong coherence between both the age and metallicity of stellar populations

present in early-type galaxies. Measurements of the slope, zero-point, and dis-

persion around the color-magnitude relation probe the star formation histories of

early-type galaxies and can provide physical insight into galaxy formation and

evolution.

One possible explanation for the slope of the CMR is that massive, and thus

more luminous, galaxies retain more metals than less massive ones. The deeper

potential wells of massive galaxies may allow fewer metals to be expelled in su-

pernova driven winds (Larson, 1974; Arimoto & Yoshii, 1987; Matteucci & Tor-

nambe, 1987; Bressan, Chiosi, & Tantalo, 1996). Alternatively, Kauffmann & Char-

lot (1998) have shown that the color-magnitude relation can be reproduced in hi-

erarchical merging models if the epoch of mergers occurs at very early times.

Since the age of a stellar population is degenerate with its metallicity on the

CMR, however, metallicity may not be the sole parameter behind the relation-

ship (Faber, 1972, 1973; O’Connell, 1980; Rose, 1985; Worthey et al., 1995). While

both age and metallicity effects may create the CMR, studies of the evolution of

the relationship toward high-redshift argue that the relation is driven primarily

by metallicity and cannot be generated by age effects alone (Kodama & Arimoto,

1997).

The color-magnitude relation of galaxies in clusters has been studied exten-

sively. Using high precision U and V photometry, Bower et al. (1992) determined

the dispersion around the CMR for early-type galaxies in Coma and Virgo to be
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small, δ(U − V ) ∼< 40 milli-mag (mmag). This small scatter implies early-type

galaxies in clusters must be uniformly old with formation epochs earlier than a

z ∼ 2. Hogg et al. (2004) found δ(U − v) ∼ 100 mmag for clusters at z ≈ 0.54;

this scatter, combined with the early age of the Universe at the observed epoch,

indicates that elliptical galaxies must have stopped forming stars in these clus-

ters by a z ∼ 2.7 for a simple approximation to the color evolution of stellar

populations. The cluster MS 1054-03 at a z = 0.83 has a 29 mmag dispersion in

the U − B color (van Dokkum et al., 2000), while van Dokkum et al. (2001) and

Blakeslee et al. (2003) showed that the scatter in single clusters is only 40 and 30

mmag at z ∼ 1.3. These small dispersions, seemingly independent of redshift, in-

dicate that the coordination of star formation between galaxies in clusters is quite

strong. Using a sample of 158 clusters with 0.06 < z < 0.34 drawn from the Early

Data Release of the Sloan Digital Sky Survey (SDSS), Andreon (2003) found that

the CMR between clusters is very homogeneous. Locally, the CMR is universal

between clusters of various masses as well (McIntosh et al., 2005).

While the mean color of red sequence galaxies in over-dense regions is only

slightly redder than for similar galaxies in less dense regions and the slope of the

CMR is independent of environment (Hogg et al., 2004), several studies show that

the scatter around the CMR is dependent on galaxy environment. A re-analysis

of the data presented in Sandage & Visvanathan (1978) indicates the dispersion

around the CMR in clusters is 2-σ smaller than that for galaxies in groups or in the

field (Larson, Tinsley, & Caldwell, 1980). The scatter in galaxy colors in the core

of the cluster CL 1358+62 at z = 0.33 have δ(B−V ) ∼ 22 mmag while early-types

at large radii (R > 1.4h−1 Mpc) have nearly double that value, indicating that

the dispersion of galaxy colors in the field may be larger than that measured in

clusters (van Dokkum et al., 1998). Early-type galaxies in the Hubble Deep Field
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have a scatter of 120 ± 60 mmag in rest-frame U − V with an average redshift of

0.9 (Kodama, Bower, & Bell, 1999). While this measurement is rather uncertain, it

is larger than that measured in clusters, further indicating that field galaxies may

have less coordinated star formation than galaxies in clusters.

A majority of the work on the CMR has focused on early-type galaxies in

clustered environments with luminosities near L∗. This is natural, as statistically

significant samples are more easily selected in these over-dense regions and L∗

galaxies are more common than their more massive analogs. In this work, we

extend the analysis of the color-magnitude relation to a sample of nearly 20,000

very luminous red field galaxies from the Sloan Digital Sky Survey. These galax-

ies are not selected to reside in clustered environments and are chosen to be quite

luminous with L ∼> 2.2 L∗. We create two galaxy samples from the SDSS spec-

troscopic data. At low-redshifts (0.1 < z < 0.2) we use galaxies from the entire

survey region while at higher redshifts (0.3 < z < 0.4), where the galaxies are

apparently fainter, we select galaxies from a 270 deg2 region which has been im-

aged an average of 10 times and up to 29 times. The repeated imaging of our

moderate-redshift galaxies makes comparisons between the galaxy samples pos-

sible with similar fidelity. Our sample allows us to probe a new area in parameter

space — luminous galaxies in the field — and compare our results to those found

for galaxies in clustered environments.

The paper is organized as follows: §4.2 describes the Sloan Digital Sky Survey

and the selection for the galaxies used here. In §4.3, we present our measurements

of the slope and scatter of the color-magnitude relations. We discuss simple star

formation history models in §4.4 and use our measurements of the scatter around

the CMR as a constraint on the evolutionary history of massive early-type galax-

ies in the field. In §4.5, we discuss the role environment plays on the CMR of
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galaxies. We construct the composite spectra of galaxies across the red sequence

in §4.6 before closing in §4.7. Throughout this work, we use H0 = 100 h km s−1

Mpc−1 and (Ωm, ΩΛ) = (0.3,0.7) to calculate luminosities and distances. When cal-

culating ages of stellar populations, we set h = 0.7. All magnitudes used here

have been corrected for reddening using the Schlegel et al. (1998) dust maps.

4.2 Data

4.2.1 The Sloan Digital Sky Survey

The Sloan Digital Sky Survey (York et al., 2000; Stoughton et al., 2002b; Abazajian

et al., 2003, 2004a, 2005) is imaging π steradians of the northern sky through 5

passbands (Fukugita et al., 1996). The imaging is conducted with a CCD mosaic

in drift-scanning mode (Gunn et al., 1998) on a dedicated 2.5m telescope located

at Apache Point Observatory in New Mexico. After the images are processed

(Lupton et al., 2001; Stoughton et al., 2002; Pier et al., 2003) and calibrated (Hogg,

et al. , 2001; Smith et al., 2002; Ivezić et al., 2004), targets are selected for spec-

troscopy with two double-spectrographs mounted on the same telescope using

an automated spectroscopic fiber assignment algorithm (Blanton et al., 2003b).

Two spectroscopic galaxy samples are created using the SDSS imaging. The

MAIN galaxy sample (Strauss et al., 2002) is a complete, flux limited, sample of

galaxies with r < 17.77. This cut is nearly five magnitudes brighter than the SDSS

detection limit of r ∼ 22.5, and thus the photometric quantities for these galaxies

are measured with signal-to-noise of a few hundred. The Luminous Red Galaxy

(LRG) sample (Eisenstein et al., 2001) selects luminous early-type galaxies out to

z ∼ 0.5 with r < 19.5 using several color-magnitude cuts in g, r, and i. The combi-

nation of these two samples allows us to study the broadband colors of luminous

field galaxies at moderate-redshifts with statistically significant samples.
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While the focal point for the SDSS is a contiguous survey of the Northern

Galactic Cap, the SDSS also conducts a deep imaging survey, the SDSS Southern

Survey, by repeatedly imaging an area on the celestial equator in the Southern

Galactic Cap. Currently, objects in the 270 deg2 region have been imaged an av-

erage of 10 times and up to 29 times, resulting in improved photometric precision

for faint galaxies. Objects detected in each observational epoch were matched us-

ing a tolerance of 0.5 arcseconds to create the final coadded catalog used here.

The photometric measurements from each epoch were combined by converting

the reported asinh magnitudes (Lupton et al., 1999) into flux and then calculat-

ing the mean value. Errors on each parameter are simply the standard deviation

of the flux measurements. The Southern Survey is an ideal region to compare

the properties of faint galaxies at moderate-redshift with brighter low-redshift

analogs drawn from the entire SDSS survey area with photometry of similar fi-

delity.

4.2.2 Galaxy Photometric Properties

Several methods are used to measure galaxy fluxes in SDSS. Below, we briefly

describe the two flux measurements used throughout this paper. The Petrosian

ratio, RP , the ratio of the local surface brightness at radius θ to the average surface

brightness at that radius, is given by

RP (θ) ≡
∫ αhiθ
αloθ dθ′2πθ′I(θ′)

/

[π(α2
hi − α2

lo)θ
2]

∫ θ
0 dr′2πθ′I(θ′)

/

[πθ2]
, (4.1)

where I(θ) is the azimuthally averaged surface brightness profile of a galaxy and

αlo and αhi are chosen to be 0.85 and 1.25 for SDSS. The Petrosian flux is given

by the flux within a circular aperture of 2θP , where θP is the radius at which RP

falls below 0.2. In SDSS, θP is determined in the r band then subsequently used

in each of the other bands. This flux measurement contains a constant fraction
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of a galaxy’s light, independent of its size or distance, in the absence of seeing.

More details of SDSS Petrosian magnitudes can be found in Blanton et al. (2001),

and Strauss et al. (2002).

For each galaxy imaged by SDSS, two seeing-convolved models, a pure de

Vaucouleurs (1948) profile and a pure exponential profile, are fit to the galaxy

image. The best-fit model in the r band is used to measure the flux of a galaxy

in each of the other bands. These model magnitudes are unbiased in the absence

of color gradients and provide higher signal-to-noise ratio colors than Petrosian

colors. A more complete description of model magnitudes is given in Stoughton

et al. (2002b). Throughout this paper, we use Petrosian magnitudes when calcu-

lating galaxy luminosities while model magnitudes are used to determine galaxy

colors.

4.2.3 The k-Correction

We calculate photometric k-corrections using the method of Blanton et al. (2003c)

(kcorrect v3 2). This program constructs a linear combination of carefully

chosen spectral templates in order to best match the observed photometry at the

measured redshift of the galaxy. The rest-frame colors of these best-fit spectra

are used to derive corrections to the observed galaxy colors. With this method, it

becomes simple to transform between bandpasses and, if necessary, photometric

systems given a detailed understanding of the filter characteristics. After cal-

culating k-corrections with kcorrect, we remove any mean k-corrected color

versus redshift trends with a low order polynomial to account for the passive

evolution of stellar populations between observed epochs. This evolutionary cor-

rection is normalized to a redshift of 0.3, near the median of the LRG redshift

distribution. The color evolution correction is small (less than 2% for all bands in

both samples) and does not affect any of the results presented here. We further
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assume a galaxy dims by one magnitude per ∆z = 1 change in redshift in the

g-band due to the passive evolution of its stellar populations. Again, this correc-

tion is normalized to z = 0.3. In the remainder of this paper, all of the color and

luminosity measurements refer to quantities which have been adjusted for the

k-correction and evolution.

Throughout this paper, we work in the 0.16g, 0.16r, 0.16i, 0.16z and 0.37g, 0.37r,

0.37i, 0.37z systems for the low- and moderate-redshift galaxy samples, respec-

tively. Here, the notation z0g indicates the reported AB magnitudes are derived

through a standard g filter that has been blueshifted by z0. For a filter system

which has been shifted by z0, the k-correction for galaxies at that redshift is triv-

ial, −2.5 log (1 + z0), and is independent of the galaxy spectral energy distribu-

tion. In choosing shifts which nearly match the median redshift of each sample,

we minimize the uncertainty introduced through the k-corrections (Blanton et al.,

2003c). Table 4.1 lists the effective wavelengths for each of the bandpasses used

here.

4.2.4 Sample Construction

In order to investigate the color-magnitude relation of massive galaxies in the

range z ∼ 0.1− 0.4, we create two samples from the SDSS spectroscopic database

to be analyzed separately; Figure 4.1 shows the selection cuts used to define each

of these samples. From the MAIN sample of galaxies, we extracted 16622 galaxies

in the redshift range 0.1 < z < 0.2 satisfying the rest-frame color cut

0.16(g − i) > 8.374 + 0.32 (Mg − 5 log h) (4.2)

which approximates a cut of constant stellar mass (Bell & de Jong, 2000). This

selection criterion results in a cut diagonally across the red sequence, which could

bias our measurements of the scatter in red sequence colors and will greatly affect
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Table 4.1. Effective Wavelengths of Shifted Bandpasses

Filter λeff

(1) (2)

0.16g 4026

0.16r 5307

0.16i 6441

0.16z 7687

0.37g 3408

0.37r 4494

0.37i 5454

0.37z 6509
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Figure 4.1 Sample definition for the galaxies used in this paper. The left panel
shows the low redshift selection regions; contours encapsulate 25%, 50%, 75%,
and 95% of the considered galaxies. The right panels shows the target selec-
tion for our high-redshift galaxies overlayed on the LRG galaxies in the SDSS
Southern Survey. In each panel, the solid line shows the selection cut which ap-
proximates a cut at constant stellar mass using the relations of Bell & de Jong
(2000). The regions defined by the dashed lines were used to create control sam-
ples which do not have a strong cut across the red sequence to test the effects of
sample selection on our scatter measurements. The arrow in the lower right of
the left panel shows the reddening vector. Note the dearth of very luminous blue
galaxies which could contaminate our red-sequence samples if heavily reddened.

any slope measurement of the color-magnitude relation. In order to avoid biased

slope measurements and test the consistency of our scatter measurements, we

also construct a sample of 5100 galaxies in the luminosity range −22.5 < Mg −

5 log h < −21.5 with 0.16(g − i) > 1.46 for comparison (shown by the dashed

region in Figure 4.1).

We further select 2782 LRG galaxies from the SDSS Southern Survey in the

redshift range 0.3 < z < 0.4 which satisfy

0.37(r − z) > 7.769 + 0.32 (Mg − 5 log h) (4.3)

and have been imaged 6 or more times. Equation 3 is the same rest-frame color

cut applied to the low-redshift galaxies (Equation 2) shifted to the 0.37(r−z) color
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— the effective wavelengths of the filters that define each of these colors are sim-

ilar, and thus these colors probe similar regions in the rest-frame galaxy spec-

trum (see Table 4.1). Of these 2782 sample galaxies, 62% were imaged more than

9 times while 20% of the galaxies were imaged more than 12 times in the SDSS

Southern Survey. As in the low-redshift sample, we adopt a simple constant color

cut, 0.37(r − z) > 0.825 and −22.5 < Mg − 5 log h < −21.5, to define a subsample

of 1380 high-redshift galaxies to test the consistency of our scatter measurements

and allow us to determine the slope of the color-magnitude relation without a

strong cut across the red sequence.

We find no differences within our quoted error between the dispersion around

the CMR measured from galaxies defined using the stellar mass cut and the con-

stant color cut; throughout the remainder of this paper, scatter measurements will

be based upon galaxies drawn in the first manner while all slope measurements

are referenced to samples created using the latter method. Figure 4.2 shows the

redshift distribution of the galaxies used to measure the scatter around the color-

magnitude relation in this paper.

In detail, the red sequence is populated by elliptical and S0 galaxies as well as

late-type galaxies reddened by dust. The arrow in the lower right of Figure 4.1

shows the reddening vector given by the O’Donnell (1994) extinction curve. In or-

der for a dusty late-type galaxy to scatter into our sample, it must have a large un-

obscured luminosity as we only consider the most luminous red-sequence galax-

ies in this work. There is a clear paucity of very luminous blue galaxies in Figure

4.1 and thus the contamination from dusty spiral galaxies is likely small in our

sample. Furthermore, Eisenstein et al. (2003) constructed the average spectrum

of massive galaxies, such as those used in our analysis, and found that only 5% of

the galaxy spectra in the −22.5 < Mr < −22 luminosity range were contaminated
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Figure 4.2 Redshift distribution of the galaxies selected for this work is shown.
The low-redshift sample was drawn from the MAIN SDSS galaxy sample while
the moderate-redshift sample is composed of LRG galaxies selected from the
SDSS Southern Survey. The low-redshift sample has robust photometry in one
observation epoch as the galaxies are upwards of five magnitudes brighter than
the SDSS detection limit while the higher redshift galaxies, which extended two
magnitudes fainter, have been imaged repeatedly allowing for more precise pho-
tometric measurements.
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by emission lines uncharacteristic of early-type galaxies. In the remainder of this

paper, we will use the red-sequence and early-type classifications synonymously.

Throughout this paper, we will refer to the galaxies considered here as field

galaxies as they are not specifically selected to reside in clustered environments.

It is important to note, however, that galaxies which are of similar color and lumi-

nosity as those in our sample tend to lie in over-dense environments (Hogg et al.,

2003). Zehavi et al. (2005b) found the clustering strengths and mean separations

of LRGs are comparable to those of poor clusters or rich groups. For comparison,

of the LRGs in the volume surveyed by Bahcall et al. (2003) to find galaxy clusters

with 13 or more detected cluster members, 16% are projected less than 500 kpc

from the inferred location of a cluster and within 0.05 of the photometric redshift

for that cluster. A detailed examination of the density dependence of the scatter

around the CMR is conducted in §4.5.

4.3 The Color-Magnitude Relation

When determining the slope of the color-magnitude relation, we only consider

the galaxies selected with our simple luminosity and constant color cuts as any

slope measurements based on samples with a strong cut across the red sequence

will be quite biased. The galaxy samples considered in this work only span a

small range of luminosities and thus are not ideally suited for measurements of

the slope of the CMR – we simply use our measurement of this quantity to re-

move the mean relationship before determining the scatter around it. The slopes

and zero-points for the CMR for several colors are listed in Table 4.2. Figure 4.3

shows the measured slopes of the CMR as a function of the effective wavelengths

of the two bandpasses used to define the color. The slope in bluer colors is more

pronounced than that for redder bands which tend to show small or negligible
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slopes. This trend is consistent with a metallicity sequence as the primary driver

along the red-sequence. As noted by Gladders et al. (1998) using models from

Kodama (1997), the flattening of the color-magnitude relation toward redder col-

ors can also be reproduced by an age trend along the red sequence but only if

a very specific relationship between galaxy mass and star formation time holds

with very little scatter. In the bluest colors, which have been used historically in

the literature, the slopes measured here are in general agreement with past work;

for comparison, Hogg et al. (2004) report a slope of −0.022 mag mag−1 in the

0.1(g − r) color for a large sample of galaxies at z ∼ 0.1.

Figure 4.4 illustrates the typical scatter about the mean color-magnitude rela-

tion for the 0.16(r − i) and 0.37(r − i) colors; the measured dispersion about this

relationship is quite small. The second column of Table 3 lists the measured dis-

persion around the CMR for each of the colors used in this study. For each color

studied, we fit a Gaussian to the observed color distribution using Poisson errors

on each color bin and define the dispersion of the best-fit Gaussian to be the scat-

ter in galaxy colors on the red sequence. By fitting the histograms rather than

calculating the standard deviation directly, we place more weight on the core of

the distribution compared to the wings. Thus, our scatter measurements will not

be heavily affected by any non-red-sequence interlopers in the wings of the color

distributions. As this method could potentially depend on the binning used, we

are careful to vary the bin size for each fit and ensure the measured scatter is not

dependent on our choice of bin size. It should be noted that past work has used

the standard deviation to quantify the scatter in galaxy colors. While the standard

deviation and Gaussian widths may give systematically different dispersions in

the case of non-Gaussian distributions, Figure 4.4 shows the color distribution on

the red sequence is well described by a Gaussian and thus the two measurements
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Table 4.2. Slope of the Color-Magnitude Relation

Total Sample Field Sample Cluster Sample

Color Zero-pointa Slope Zero-pointa Slope Zero-pointa Slope

mag mmag/mag mag mmag/mag mag mmag/mag

(1) (2) (3) (4) (5) (6) (7)

0.16(g − r) 1.162 −15.6 ± 5.2 1.162 −10.5 ± 6.7 1.164 −12.4 ± 7.8

0.16(r − i) 0.449 −8.10 ± 2.6 0.449 −6.7 ± 3.4 0.451 −7.6 ± 4.3

0.16(i − z) 0.329 3.50 ± 6.4 0.329 4.2 ± 8.2 0.329 5.5 ± 10.4

0.16(g − i) 1.611 −26.1 ± 5.5 1.610 −21.5 ± 7.4 1.612 −22.9 ± 8.2

0.37(g − r) 1.750 −23.3 ± 12.1 1.750 −15.5 ± 16.1 1.754 −10.6 ± 19.5

0.37(r − i) 0.613 −3.8 ± 4.3 0.612 0.41 ± 6.2 0.614 −3.6 ± 8.4

0.37(i − z) 0.379 5.0 ± 6.1 0.377 0.58 ± 7.7 0.381 7.21 ± 9.9

0.37(r − z) 0.991 1.8 ± 8.5 0.989 3.4 ± 3.5 0.983 8.1 ± 1.4

aThe zero-point is defined at Mg − 5 log h = −21.8.
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are comparable. Bootstrap resampling of the data (e.g. Press, 2002) was employed

to determine the uncertainty on our scatter measurements. It is important to note

that the scatter measurements in the second column of Table 4.3 represent upper

limits to the intrinsic scatter in galaxy colors as these values are not corrected for

systematic or experimental effects, which could be significant.

In order to investigate the level of skewness of the observed color distribu-

tion, we define βn to be the absolute value of the color difference between the

n% quantile and the median of the distribution. The level of asymmetry in the

distribution is then estimated using

γ =
β10 − β90

β10 + β90
. (4.4)

For this statistic, a maximally skewed distribution would have γ = ±1 such that

a tail of galaxies to the red would result in γ < 0. A symmetric distribution

would have γ = 0. We adopt this approach rather than a traditional third mo-

ment calculation as the calculation of higher moments of a distribution is strongly

dependent on the wings of the distribution where contamination may be impor-

tant. For the histograms shown in Figure 4.4, we find that γ = −0.027 ± 0.019

for the 0.16(r − i) color and γ = −0.064 ± 0.048 for the 0.37(r − i) color. Both of

these measurements reflect the slight over-abundance of red galaxies compared

to a Gaussian in both panels of Figure 4.4. This red tail is due to the diagonal

cut across the red sequence imposed by our stellar mass selction criterion; red

galaxies are selected to lower luminosities than blue galaxies. Since the luminos-

ity function of galaxies is steeply rising toward lower luminosities in this range,

more red galaxies are selected than blue galaxies. For comparison, we measure

γ = 0.001 ± 0.029 for the 0.16(r − i) color and γ = −0.005 ± 0.057 for the 0.37(r − i)

color when the simple luminosity cuts are used to select our sample galaxies.

Since our intermediate redshift sample is drawn from regions that have been
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Table 4.3. Scatter Around the Color-Magnitude Relation

Color Measured Scatter Instrumental Scatter Intrinsic Scatter Fielda Clustereda

mmag mmag mmag mmag mmag

(1) (2) (3) (4) (5) (6)

0.16(g − r) 39.6 ± 0.4 17.6 ± 3.6 35.4 ± 3.7 40.5 ± 0.4 35.9 ± 0.8

0.16(r − i) 18.7 ± 0.2 15.1 ± 3.9 11.0 ± 4.0 19.1 ± 0.2 17.3 ± 0.3

0.16(i − z) 26.6 ± 0.4 20.9 ± 4.2 20.9 ± 4.2 26.7 ± 0.5 23.4 ± 0.8

0.16(g − i) 40.0 ± 0.4 21.2 ± 4.1 34.4 ± 4.1 42.0 ± 0.5 36.1 ± 0.7

0.37(g − r) 48.0 ± 1.2 20.4 ± 6.1 43.5 ± 6.2 48.8 ± 1.4 47.3 ± 2.2

0.37(r − i) 19.7 ± 0.5 12.3 ± 3.1 14.6 ± 3.1 20.1 ± 0.6 18.9 ± 1.0

0.37(i − z) 27.9 ± 0.7 21.6 ± 4.5 17.6 ± 4.6 29.2 ± 0.8 24.4 ± 1.4

0.37(r − z) 35.9 ± 1.1 18.4 ± 5.2 30.8 ± 5.2 38.1 ± 1.2 28.4 ± 2.1

aField and clustered values are measured scatter, not the intrinsic scatter in the galaxy colors.
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repeatedly imaged by the Sloan Digital Sky Survey, we can assess the level to

which the dispersion we observe in the color-magnitude relation is dependent

on measurement noise. If the scatter is contaminated by measurement noise, we

would expect the squared scatter to decrease inversely with the number of obser-

vations :

σ2
obs = σ2

intrinsic +
A

Nobs
. (4.5)

Figure 4.5 shows the results of this test; the methods used for the ensemble sam-

ple were used in the same manner to calculate the scatter and error for each bin.

In each bin of N-measurements, we include galaxies which were imaged a to-

tal of N times, and thus each bin contains a unique subsample of galaxies. For

the moderate-redshift sample, the third and fourth columns in Table 4.3 lists the

instrumental contribution and intrinsic galaxy scatter predicted by extrapolating

the fits to Equation 2 to infinite observations for each of the three colors.

While the intrinsic dispersion around the color-magnitude relation at moder-

ate redshift can be extracted from the measured scatter based on subsamples of

galaxies with different number of measurements, the low-redshift galaxies do not

allow for this test as most galaxies in this sample have been imaged only once.

In order to estimate the intrinsic scatter in galaxy colors for this sample, we iden-

tified 5839 of our low-redshift galaxies that have been imaged more than once

under photometric conditions. We adopt the average root-mean squared varia-

tion of each photometric measurement as the instrumental error for each color

of interest. We find the mean measurement uncertainty to be 17.6, 15.1, and 20.9

mmag in the 0.16(g − r), 0.16(r − i), and 0.16(i− z) bands, respectively. The internal

dispersion in each color is the difference, in quadrature, between the measured

scatter and inferred mean uncertainty in our single pass photometry. For the low-

redshift galaxies, the third and fourth columns of Table 4.3 lists the observational
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error and intrinsic scatter determined by this correction. While our estimate of the

instrumental contribution to the observed color dispersion corrects for uncorre-

lated errors on each independent measurement, we do not correct for systematic

errors common to all observations which could cause an overestimation of the

intrinsic dispersion in galaxy colors.

Figure 4.6 shows our scatter measurements as a function of the effective wave-

length of the filters used to construct each color. The scatter about the CMR is

clearly wavelength dependent; the bluest colors, which are most affected by small

changes in the age, metallicity, or dust attenuation of the system, have systemati-

cally larger dispersions than the reddest colors where changes in metallicity and

age have less impact.

4.4 Star Formation History of Massive Galaxies

Here, we consider three simple star formation histories and derive the range of

permitted parameters for these histories following a method similar to that of

van Dokkum et al. (1998). In these toy models, we will assume that only age

variations between red-sequence galaxies creates the scatter in early-type galaxy

colors. In reality, the scatter across the CMR is likely driven by some combination

of age, metallicity, dust, and possibly α-enhancement variations across the red-

sequence. These models will thus illustrate the broadest range of ages allowed by

our measurements; the inclusion of any variation in the other galaxy properties

will only constrain the age more strongly.

In this section, we will primarily consider the high-redshift sample, as these

are the intrinsically youngest galaxies in our sample and hence should provide

the tightest constraints on the past star formation history of massive early-type

galaxies. An identical analysis of the low-redshift sample provides results con-
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sistent with those presented below. In all three model cases, the low-redshift

galaxies provide looser constraints than the high-redshift sample; star formation

is allowed to continue to slightly later times.

First, we consider a star formation history composed of a single delta-function

burst. The probability of a burst occurring is distributed uniformly between the

earliest allowed time for galaxy formation, t0, set to z = 10, and tmax, the time at

which the youngest early-type galaxies form. Using a grid of Monte-Carlo sim-

ulations with 5000 galaxies per realization, we create samples of galaxy spectra

synthesized using the method of Bruzual & Charlot (2003) with solar metallic-

ity, a Salpeter (1955) initial mass function, and varying values of tmax. We find

that realizations allowing galaxies younger than 8.8 Gyr (z ∼ 1.4) generate color

distributions with standard deviations larger than that measured.

We perform a similar test using a scheme in which 80% of the stars in a galaxy

are formed in a single burst at z = 10 and 20% are formed in a second burst

which occurs at a random time between z = 10 and a minimum age, as done

by van Dokkum et al. (1998). For this scenario, the secondary bursts must occur

between 10 > z > 0.9 to reconstruct the observed scatter in the color-magnitude

relation. For bursts that generate less than 5% of a galaxy’s stars, the time scale for

the secondary burst is unconstrained - small amounts of star formation can occur

at late epochs without violating the constraints placed by our measurements.

Finally, we create a grid of models in which star formation begins at z = 10

and continues at a constant rate until it is truncated at tf . For each realization,

we allow tf to range from z = 10 to a critical cutoff time at which all galaxies

have stopped forming stars. Star formation in this manner must have ended by

z ∼ 0.8 in order to reproduce the observed scatter in the color-magnitude relation

at z = 0.37.
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The allowed range of parameters and the distribution of galaxy colors found

in each model are shown graphically in Figure 4.4. To allow comparison with

Figure 4.4, typical observational errors have been included in the color distribu-

tions in the lower panels of the figure. Interestingly, all of these models predict

similar scatter trends to those seen in Figure 4.6. In all three cases, the scatter in

the 0.37(g − r) color is nearly double that predicted for the 0.37(r− i) and 0.37(i− z)

colors. While each of the three models succeeds in reproducing the observed

scatter in early-type galaxy colors, none of the models adequately recreates the

color distribution measured from real galaxies, a sign that the models chosen do

not perfectly track the true evolution of the star formation history of early-type

galaxies. The γ parameter, as defined in Equation 4, for each of the model dis-

tributions is shown in Figure 4.4. The three models produce color distributions

with γ = (0.165, 0.508, 0.313) compared to the value of −0.064 calculated for the

observed sample of galaxies at the same redshift. The difference between the

observed skewness and that determined from our simple models reiterates the

mismatch between the observed and predicted color distributions. In our simu-

lations, we assume all galaxies have the same metallicity and no dust attenuation.

Also, the onset of star formation is uniform in the second two models. In reality,

these parameters are not constant, and thus the sharp truncations seen on the

red edges of model color distributions will be blurred by the addition of other

complications to the models. However, any of these corrections will increase the

observed scatter in galaxy colors thus driving the last epoch of star formation

needed to satisfy our constraints to earlier times.
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4.5 Comparison with Clustered Environments

A majority of the work on the color-magnitude relation of early-type galaxies has

focused on cluster galaxies at various redshifts. While some work (e.g. Sandage

& Visvanathan, 1978; Larson, Tinsley, & Caldwell, 1980; Kodama, Bower, & Bell,

1999) tackles the problem in the field, these studies suffer from small numbers

of galaxies. The measurement of the scatter around the CMR presented here, on

the other hand, focuses on the most massive field galaxies at moderate redshifts

using a statistically significant sample. We can now, for the first time, statistically

compare the dispersion around the CMR in both clustered and field environ-

ments.

In order to explore the environmental dependence of the color-magnitude re-

lation within our data set, we use SDSS imaging of 5305 deg2 to identify a com-

parison sample of 16 million normal galaxies down to r = 21. At the location

of each LRG galaxy in our sample, we count the number of neighboring galaxies

within a 1 h−1 Mpc (proper) aperture which have colors similar to those expected

for an L∗ galaxy on the red sequence, and luminosities in the M∗−0.5 to M∗ +0.4

range; the details of the luminosity and color cuts are given in Eisenstein et al.

(2005).

Using the number of neighbor galaxies as a proxy for the environment of each

LRG in our sample, we divide each of our galaxy sets into a clustered subsam-

ple and a low density subsample. We define LRG galaxies with more than 5 (7)

neighboring galaxies in the low- (moderate-) redshift samples to be in clustered

environments while a field subsample is comprised of galaxies with fewer neigh-

bors. This threshold was chosen such that the clustered sample in both redshift

bins composes 30% of the total galaxy sample at that redshift. To place these val-

ues in physical context, at z = 0.16 (z = 0.37) there are 25.3 (170) tracer galaxies
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per square degree. Given the angular diameter distance of 398 (712) h−1 Mpc to

that redshift, this yields a total of 1.65 (3.46) background galaxies per aperture on

average. The average number of neighbors in the field sample is 2.3 (3.9) galaxies

while the clustered galaxies have a mean of 9.1 (11.4) neighbors. Thus our clus-

tered samples are over-dense by a factor of 4 (3) compared to the field galaxies.

Hogg et al. (2004) found that the slope and zeropoint of the color-magnitude

relation do not depend strongly on the local galaxy environment. We find the

same result; Table 4.2 lists the measurements of the slope and zeropoint of the

relationship for the ensemble sample as well as for the field and clustered sub-

samples. The variation between the two samples is small. In the following cal-

culations, we use the ensemble slope and zeropoint measurements as these are

measured with the highest signal-to-noise. The results are unaffected if the indi-

vidual measurements of the slope and zeropoint are used for each subsample.

The fifth and sixth columns of Table 4.3 list the measured scatter in galaxy

colors for the field and clustered galaxies respectively. In all of the bands, the

scatter for the field subsample is larger than that in clustered environments. If

we assume the scatter introduced by instrumental effects is the same for both the

field and clustered subsamples, the same correction determined for the ensemble

galaxy sample can be applied to these subsamples, as well. With this correction,

we find that the scatter in galaxy colors in dense environments is 11± 2% smaller

than for that of isolated systems in both redshift intervals studied here.

Our clustered galaxies reside in a range of densities, not simply rich clusters,

as have often been used for similar studies, and thus we likely underestimate the

significance of the difference in scatter between the field and strongly clustered

environments. Furthermore, our field sample is not completely composed of iso-

lated galaxies as the average number of neighbor galaxies in this sample is larger
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than the average density of background galaxies. Again, this leads to an under-

estimation of the true difference in the dispersion around the color-magnitude

relation for field and clustered galaxies.

The larger scatter in field galaxy colors supports previous claims of an en-

vironmental dependence for the scatter around the color-magnitude relation for

early-type galaxies (e.g. Larson, Tinsley, & Caldwell, 1980; Kodama, Bower, &

Bell, 1999), though the effect measured here is weak. Comparisons of the scatter

in galaxy colors for clustered galaxies often draw on galaxies from a single cluster

whereas our clustered sample is created by combining galaxies from a number of

clustered environments. It is possible that the star formation histories of galaxies

in a single cluster are more highly coordinated than the star formation histories

between different clusters, thus the scatter measured using galaxies from a single

cluster would be smaller than when several clusters are combined. As the frac-

tion of blue galaxies is larger in the field compared to clustered environments,

the field subsample may have a larger contamination fraction compared the the

clustered subsample. This would also cause an increased scatter in field galaxies

colors compared to the galaxies in more dense environments.

4.6 Average Galaxy Spectrum Across the Red Sequence

Having measured the scatter in galaxy colors, we next investigate the spectral dif-

ferences between galaxies by examining the average spectrum of massive early-

type galaxies across the red sequence. The composite early-type galaxy spectrum

has been investigated as a function of environment, luminosity, redshift, size, and

velocity dispersions (Eisenstein et al., 2003; Bernardi et al., 2003); here, we con-

struct the composite spectrum for red sequence galaxies of different mean colors.

Since the galaxies in our low-redshift sample are brighter, and thus have higher
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quality spectra, and are more numerous than the higher redshift galaxies, we only

consider these galaxies in our analysis.

To construct the average spectrum of the galaxies in each color bin, we first

shift the spectra according to the observed redshift and then normalize the ob-

served SDSS spectrum by the flux at rest-frame 5000 Å. We augment the SDSS

pixel mask to include all pixels within 10 Å of the bright sky lines at 5577, 5890,

5896, 6300, 6364, 7245, and 7283 Å. Since the galaxies of interest are in the redshift

range 0.1 < z < 0.2, the masked pixels occur at different rest-frame wavelengths

for each galaxy, leaving the mean spectrum unaffected. We then find the number-

weighted mean of the spectra, ignoring all masked pixels in the mean.

Galaxies are divided into two distinct color bins – red galaxies having 0.16(g −

r) colors between 1-σ and 3-σ redward of the mean and a blue sample in the same

range blueward of the mean. The red galaxy bin contains 1321 galaxies with a

mean 0.16(g − r) color of 1.20 and Mg − 5 log h = −21.3 while the blue sample

contains 1161 galaxies with mean color and luminosity of 1.09 and Mg −5 log h =

−21.5. Figure 4.8(a) shows the coadded spectra of the red and blue galaxies. The

gross properties of each composite spectrum are similar. Figure 4.8(b) shows the

difference between the blue and red spectra. This difference spectrum shows

clear signs of enhanced Balmer absorption in the blue galaxies compared to the

red composite, indicating that, on average, the blue galaxies contain more young

stars, in agreement with past studies (e.g. Trager et al., 2000b; Bernardi et al.,

2005). While the red composite shows stronger [NII] emission lines relative to the

blue composite, no other prominent emission lines, such as [O II], [O III], and Hα

are present; this emission line difference is likely due to a larger fraction of AGN

in the red galaxies compared to the blue.

We consider two possible evolutionary scenarios to explain the spectral differ-
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ences between the blue and red galaxies on the red sequence: pure age (i.e. pas-

sive) evolution of a single age stellar population and a recent epoch of star forma-

tion mixed with an existing old population. In the first scenario, we fit each com-

posite spectrum with a solar metallicity, single age, stellar synthesis model cre-

ated using the method of Bruzual & Charlot (2003). The red and blue spectra are

best fit by 6.3 Gyr and 3.7 Gyr populations, respectively. In the second scenario,

we find the blue composite spectrum is well fit by a 6.3 Gyr old stellar population

mixed with a 1 Gyr population containing 3.5% of the stellar mass and we model

the red composite with a simple 6.3 Gyr population. The difference spectra for

both scenarios are shown in Figure 4.8(b). While each of the two model hypothe-

ses would suggest quite different evolutionary histories for massive early-type

galaxies, the predicted difference spectra are remarkably similar. The model con-

sisting of a recent burst of star formation slightly over-estimates the continuum

in the difference spectrum near 3900 Å and thus provides a marginally poorer fit

to the data than the passive evolution model.

The residuals between the data and the model difference spectra are shown

in Figure 4.8(c). Both of the models fail to match the strengths of the CN2 and

Mg b features near 4140 and 5160 Å. Eisenstein et al. (2003) interpret these differ-

ences between observations and synthetic spectra as a enhanced α-to-iron ratio

present in the galaxies but not included in the synthetic models. Also, several

weak iron features are evident in the two model spectra near 4300 and 5300 Å

which are missing in the observed difference spectrum. In a pure-age model for

the evolution across the red sequence, the enhanced blue continuum provided

by the hotter stars in the young population dilutes the metal lines seen in the

older population. This dilution leads to differences in the strengths of the metal

lines of the two population models, thus causing the residual iron features in
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both model difference spectra. The absence of these residuals in our observed

difference spectrum indicates that a pure-age model for the spectral differences

between red and blue galaxies on the red sequence is an incomplete model. In

order to match the variations of the spectral features across the red sequence, a

more detailed model is required. This model should include both age and metal-

licity variation and, more importantly, non-solar abundance ratios. Until spectral

synthesis models with realistic α-enhancement prescriptions are available, more

quantitative analysis of our observed difference spectrum is difficult as the inter-

play between age, metallicity, and α-to-iron ratio variations must be included for

a full understanding of the physical differences between these galaxies.

Another clear difference between the models and the data is the strong Na D

feature near 5892 Å. Here, the red composite spectrum has considerably more

Na D absorption than predicted by the stellar synthesis models. As the model

spectra do not contain absorption due to the interstellar medium, this discrep-

ancy may indicate that the red galaxies contain more neutral gas than their blue

counterparts.

4.7 Conclusions

We present new multi-color observations of a large sample of galaxies in the

range 0.1 < z < 0.4 gathered from the Sloan Digital Sky Survey. These galax-

ies represent the most massive galaxies in the Universe and are not selected to be

in clustered environments. Past studies of the color-magnitude relationship have

focused on L∗ galaxies in clusters, thus our work focuses on an area of parame-

ter space previously unexplored. Using the robust photometry of bright galax-

ies provided by the SDSS as well as multiple observations of moderate-redshift

galaxies, we are able to construct the color-magnitude relations for massive field
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galaxies in several colors. While our data only span one magnitude in luminos-

ity, and thus are not ideal for in-depth analysis of the slope and zeropoint of the

CMR, our large sample of galaxies allows us to measure the dispersion about this

relationship quite well. The scatter around the red sequence is 20 mmag in the

reddest bands while the bluest colors have nearly double this value.

We construct several toy model star formation histories in order to place con-

straints on the evolutionary processes at work in massive galaxies. We find that

the majority of star formation in these early-type galaxies must have occurred

before z ∼ 1, in agreement with other authors. For secondary bursts of star for-

mation with strengths less than 5% of the total stellar mass of the system, our data

are consistent with bursts of star formation at any epoch. However, one should

note that none of the toy models reproduce the observed distribution of galaxy

colors.

Furthermore, we make comparisons between our new measurement of the

scatter around the color-magnitude relation for massive field galaxies and early-

type galaxies in clusters. An internal comparison shows that the scatter around

the CMR in dense environments is 11 ± 2% smaller than that measured using

more isolated galaxies.

The composite spectra of LRG galaxies redward and blueward of the mean

galaxy color are physically distinct. The blue galaxies show stronger Balmer ab-

sorption than the red galaxies, consistent with the presence of a younger stellar

population. Simple models slightly favor passive evolution of stellar populations

as the cause of the observed differences in spectra across the red sequence com-

pared to a more recent injection of young stars onto an old stellar population,

though the difference between the predicted spectra from these models is small.



106

Figure 4.3 Measured slope of the CMR as a function of the rest-frame bandpass.

The endpoints of the horizontal error bars mark the effective wavelengths of the

filters used to define the bandpass while the vertical error bars show the mea-

sured uncertainty on each slope measurement. The spectrum of an early-type

galaxy is plotted as a reference. The two symbols represents the two galaxy

samples - the hollow squares mark measurements on the moderate-redshift

(0.3 < z < 0.4) sample while the filled circles show the data from low-redshift

(0.1 < z < 0.2) galaxies.
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Figure 4.4 Scatter around the color-magnitude relation for both galaxy samples.
The 0.16(r− i) and 0.37(r− i) residual colors, normalized to the characteristic color
of a galaxy with Mg − 5 log h = −21.8 are shown for the low and intermediate
redshift galaxies respectively. Note that the dispersion of this relation is quite
small. The dashed line is the best-fit Gaussian to the data. Table 4.3 lists the
measured scatter around the CMR for all of the colors measured in this paper.
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Figure 4.5 Relationship between the number of observations and the measured
scatter around the color-magnitude relation. The dotted line shows the weighted
mean of the data while the dot-dashed line marks the best fit line to the data. The
data for each color are not statistically consistent with a constant value but are
well described by a line, as is expected. We extrapolate the best fit line to infinite
measurements to find the intrinsic scatter in galaxy colors; these values are listed
in the fourth column of Table 4.3.
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Figure 4.6 Intrinsic scatter in the color-magnitude relation as a function of the
observed bandpass. The error bars and symbols are defined as in Figure 4.3. The
spectrum of an early-type galaxy is shown for comparison. The scatter in redder
bands tends to be smaller than in blue bands. This is not unexpected, as small
changes in a galaxy’s age, metallicity, or dust attenuation affect the blue portion
of a its spectrum more than the red.
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Figure 4.7 Reproduction of the observed scatter in rest-frame color of early-type galaxies
using Monte-Carlo simulations following a method similar to that of van Dokkum et al.
(1998). For each simulation, the top panel shows several examples of star formation
histories drawn from the simulation. The shaded region denotes the allowed epoch of
star formation for that simulation. Each of the bottom panels shows the distribution of
residual colors around the color-magnitude relation for the realization that most closely
matches the observed scatter. The γ parameter, as defined in the text, is listed for each
of the distributions. For comparison with the color distributions in Figure 4.4, we have
added typical observational errors to the color distributions. The dashed line in each
panel shows a Gaussian with the same mean and dispersion as the simulated colors.
The left-most panel illustrates the allowed epoch of star formation for a SFH composed
of a single delta function burst. For galaxy formation beginning at a redshift of 10, the
youngest early-type galaxies must have formed by z ∼ 1.13. The middle panel illustrates
the allowed range of times for a secondary burst which contributes 20% of the stars to
the galaxy. This secondary burst must have occurred before a z ∼ 0.84. Finally, for
a constant star formation history, all star formation must have ended by z ∼ 0.62 to
reproduce the observed scatter in the color-magnitude diagram at z = 0.37. For reference,
the lookback time at z = 0.37 is 3.89 Gyr. A comparison with Figure 4.4 shows that
the color distributions predicted by these models do not match the observed colors of
massive galaxies, a sign that the models used here are overly simple. This is echoed by
the mismatch between the γ value measure from the data and those measured for each
of the model distributions.
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Figure 4.8 (a) Composite spectra of galaxies between 1-σ and 3-σ of the mean
0.16(g − r) color. The gross properties of the composite red and blue spectra are
quite similar. (b) The difference spectrum between the blue and red galaxies (mid-
dle) compared to the difference spectrum predicted for a passively evolving pop-
ulation (top) and an old population with a recent injection of young stars (bot-
tom). The difference spectrum shows clear signs of enhanced Balmer absorption
lines in the blue galaxies as well as stronger molecular features in the red galaxies.
The red galaxies have stronger sodium absorption, leading to the “emission” fea-
ture in the difference spectrum. (c) Residuals between the data and comparison
synthesis spectra. The general properties of the observed difference spectrum are
matched in both comparisons, though the model consisting of an old galaxy with
a small amount (∼ 3%) of star formation in the past 1 Gyr slightly over-predicts
the continuum strength in between 3900 Å and 4100 Å compared to the passively
evolving model.
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CHAPTER 5

LUMINOSITY FUNCTION CONSTRAINTS ON THE EVOLUTION OF MASSIVE RED

GALAXIES SINCE z ∼ 0.9

We measure the evolution of the luminous red galaxy (LRG) luminosity function

in the redshift range 0.1 < z < 0.9 using samples of galaxies from the Sloan Digi-

tal Sky Survey as well as new spectroscopy of high-redshift massive red galaxies.

Our high-redshift sample of galaxies is largest spectroscopic sample of massive

red galaxies at z ∼ 0.9 collected to date and covers 7 deg2, minimizing the im-

pact of large scale structure on our results. We find that the LRG population has

evolved little beyond the passive fading of its stellar populations since z ∼ 0.9.

Based on our luminosity function measurements and assuming a non-evolving

Salpeter stellar initial mass function, we find that the most massive (L > 3L∗)

red galaxies have grown by less than 50% (at 99% confidence), since z = 0.9, in

stark contrast to the factor of 2-4 growth observed in the L∗ red galaxy population

over the same epoch. We also investigate the evolution of the average LRG spec-

trum since z ∼ 0.9 and find the high-redshift composite to be well-described as

a passively evolving example of the composite galaxy observed at low-redshift.

From spectral fits to the composite spectra, we find at most 5% of the stellar mass

in massive red galaxies may have formed within 1Gyr of z = 0.9. While L∗ red

galaxies are clearly assembled at z < 1, 3L∗ galaxies appear to be largely in place

and evolve little beyond the passive evolution of their stellar populations over

the last half of cosmic history.
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5.1 Introduction

The favored model for the evolution of galaxies is through the hierarchical merg-

ing of smaller satellite galaxies into larger systems. The details of the frequency

and efficiency of the merging process are poorly constrained, especially in the

densest environments. As the endpoint of the hierarchical merging process, the

most massive galaxies are most sensitive to various merger models assumptions

and thus offer a strong opportunity to constrain models of galaxy formation and

evolution.

Observations of the evolution of early-type galaxy stellar populations have

shown that the stars in these galaxies formed at z > 2 and that the galaxies have

had little star formation since that epoch (Bower et al., 1992; Ellis et al., 1997;

Kodama et al., 1998; de Propris et al., 1999; Brough et al., 2002; Holden et al.,

2005; Wake et al., 2005; Pimbblet et al., 2006; Jimenez et al., 2006; Bernardi et al.,

2003a,b,c,d; Glazebrook et al., 2004; McCarthy et al., 2004; Papovich et al., 2005;

Thomas et al., 2005; Bernardi et al., 2006). While the average population of mas-

sive galaxies appears to be quite old and passively evolving, a number of studies

have indicated that local massive early-type galaxies show signs of recent star for-

mation activity (Trager et al., 2000a; Goto et al., 2003; Fukugita et al., 2004; Balogh

et al., 2005). The fraction of early-type galaxies with evidence of recent star for-

mation seems to increase to high redshift and decreases with increasing stellar

mass (Le Borgne et al., 2006; Caldwell et al., 2003; Nelan et al., 2005; Clemens et

al., 2006).

At z < 1, early-type galaxies form a tight relationship between their rest-frame

color and luminosity (the so-called color-magnitude relation or red-sequence of

galaxies) wherein more luminous (and hence more massive) galaxies have redder

colors then less-massive counterparts (Visvanathan & Sandage, 1977; Bower et
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al., 1992; Hogg et al., 2004; McIntosh et al., 2005; Willmer et al., 2006). The tight

dispersion around this relationship implies that, at fixed luminosity, galaxies on

the red-sequence share very similar star formations histories. If massive galaxies

have undergone any mergers since z ∼ 1, the mergers must have resulted in very

little star formation; the addition of even a small fraction of blue stars would

result in a larger intrinsic scatter than observed (Chapter 4).

The extent to which gas-poor mergers that result in no new star formation

are involved in the build-up of massive galaxies is a topic of much current re-

search. While examples of these mergers have been observed at low redshift

(Lauer, 1988; van Dokkum, 2005; McIntosh et al., 2007) and at intermediate red-

shifts (van Dokkum et al., 1999; Bell et al., 2006b; Tran et al., 2005; Rines et al.,

2007; Lotz et al., 2008), the extent to which massive galaxies participate in these

merger events is controversial. Bell et al. (2006) and Le Fèvre et al. (2000) esti-

mate that L∗ red galaxies experience 0.5-2 major mergers since z ∼ 1.0 based on

pair counts of galaxies. van Dokkum (2005) identified galaxies which have likely

undergone a recent gas-poor merger based on the presence of diffuse emission

extended from the main galaxies and found that 35% of today’s bulge dominated

galaxies have experienced a merger with mass ratio greater than 1:4 since z ∼ 1.

Based on the very small-scale correlation function of luminous red galaxies from

SDSS, Masjedi et al. (2006) concluded that mergers between these very massive

systems occur quite rarely at z ∼ 0.3 with rates < 1/160 Gyr−1. Masjedi et al.

(2007) calculate that massive early-type galaxies have grown by 1.7% per Gyr on

average since z ∼ 0.2 due to mergers with all other galaxies.

Studies based on the number counts of galaxies from COMBO-17, DEEP2,

and the NOAO Deep Wide-Field Survey (NDWFS) all agree that the stellar mass

averaged all red-galaxies has at least doubled since z ∼ 1 (Brown et al., 2007;
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Willmer et al., 2006; Bell et al., 2004). While the truncation of star formation in

blue galaxies and subsequent passive fading of the stellar populations can explain

the growth of L∗ galaxies since z ∼ 1, the lack of very massive blue galaxies at

redshift of unity (Bell et al., 2004) indicates that any evolution of the most massive

galaxies must be fueled by mergers of less luminous red-galaxies and not from

pure passive evolution of massive star forming galaxies. While red galaxies with

L ≈ L∗ appear to grow substantially since z ∼ 1, results from Brown et al. (2007)

indicate that very luminous (L ∼> 4L∗) galaxies have grown by only 25% since

z ∼ 1.0. Similarly, Wake et al. (2006), used a combination of the SDSS and 2dF-

SDSS LRG and QSO (2SLAQ) sample to measure the evolution of the massive

galaxy luminosity functions to z = 0.6 and found that at least half of the massive

early-type galaxies present at z = 0.2 must have been well assembled by z ∼ 0.6.

These investigations agree with a number of studies which have suggested little

or no evolution in the most massive galaxy populations (Lilly et al., 1995; Lin et

al., 1999; Chen et al., 2003; Bundy et al., 2006; Willmer et al., 2006; Cimatti et al.,

2006).

In this paper, we present new observations of massive red galaxies at 0.7 <

z < 0.9 and augment it with samples of massive red-sequence galaxies from SDSS

in order to quantify the evolution of the massive galaxy luminosity function over

half of cosmic history. Our high-redshift spectroscopic survey is unaffected by

possible systematic errors from photometric redshifts and covers 7 square de-

grees, minimizing the effects of cosmic variance due to large-scale galaxy cluster-

ing.

After describing our galaxy sample selection criteria in §5.2, we discuss the

construction of our massive red galaxy luminosity functions in §5.3. In §5.4,

we interpret out luminosity function measurements and examine the compos-
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ite spectrum of massive red galaxies since z ∼ 0.9 in §5.5 before closing in §5.6.

All magnitudes discussed in the text are AB (Oke & Gunn, 1983). When cal-

culating luminosities and volumes, we use the cosmological world model of

Ωm = 0.25, Ωm + ΩΛ = 1, and H0 = 100 h km s−1 Mpc−1 (Spergel et al., 2007).

When calculating time, for example when considering the aging of stellar popu-

lations, we use h = 0.7. All magnitudes are corrected for dust extinction using

the dust maps of Schlegel et al. (1998).

5.2 Sample Construction

5.2.1 SDSS Galaxy Sample

The Sloan Digital Sky Survey (SDSS; York et al., 2000; Adelman-McCarthy et

al., 2007b) has imaged π steradians of the sky in five bands, ugriz, (Fukugita

et al., 1996) with a dedicated 2.5m telescope located at Apache Point Observa-

tory (Gunn et al., 2006). Imaging is performed with a CCD mosaic in drift-scan

mode (Gunn et al., 1998) with an effective exposure time of 54s. After images

are reduced (Lupton et al., 2001; Stoughton et al., 2002; Pier et al., 2003) and cal-

ibrated (Hogg, et al. , 2001; Smith et al., 2002; Ivezić et al., 2004; Tucker et al.,

2006), objects are chosen for follow-up spectroscopy using an automated spectro-

scopic fiber assignment algorithm (Blanton et al., 2003b). Two galaxy samples are

selected for spectroscopy from SDSS imaging. The MAIN galaxy sample (Strauss

et al., 2002) is a complete, flux-limited (r < 17.77), sample of galaxies with an av-

erage redshift of 0.1. The Luminous Red Galaxy (LRG) sample (Eisenstein et al.,

2001) selects luminous early-type galaxies out to z ∼ 0.5 with r < 19.5 using sev-

eral color-magnitude cuts in g, r, and i. The average redshift of the LRG sample

is ∼ 0.3.

In addition to its contiguous coverage of the Northern Galactic cap, the SDSS
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also conducts a deep imaging survey, SDSS Southern Survey, by repeatedly imag-

ing an area on the celestial equator in the Southern Galactic Cap. The data we

utilize here includes 300 deg2 of imaging that has been observed an average of

20 times and up to 30 times. Objects detected in each observational epoch were

matched using a tolerance of 0.5 arcseconds to create the final coadded catalog.

The measured photometry from each epoch were combined by converting the

reported asinh magnitudes (Lupton et al., 1999) to flux and then calculating the

mean value. Errors on each parameter are reported as the standard deviation of

the flux measurements.

While the LRG color selection criteria identify massive red galaxies at mod-

erate redshifts, at redshifts below z ∼ 0.2 the LRG color selection becomes too

permissive – under-luminous blue galaxies are allowed into the sample (Eisen-

stein et al., 2001). In order to construct a sample of galaxies at 0.1 < z < 0.2, we

thus rely on the MAIN galaxy sample; in this redshift range, the massive galax-

ies of interest pass the r < 17.77 flux limit of the MAIN sample. We utilize a

simple rest-frame color-luminosity cut, Mg < −21 and (g − i)rest > 2 to select

low-redshift galaxies on the red-sequence. These cuts result in 23,854 LRGs at

0.1 < z < 0.2. At 0.2 < z < 0.4, the LRG selection provides a clean sample of

46,856 massive red galaxies which we consider our intermediate redshift galaxy

sample. Our low- and intermediate- redshift samples clearly have quite differ-

ent selection functions in their rest-frame colors which must be considered when

measuring the evolution between samples; we will address this when we present

our luminosity function measurements in §5.3.

5.2.2 SDSS Photometry

As described in detail in Stoughton et al. (2002), Strauss et al. (2002), and Blanton

et al. (2001), SDSS galaxy photometry is reported using two systems. Each galaxy
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in SDSS is fit by two seeing-convolved models, a pure de Vaucouleurs (1948)

model and a pure exponential profile. The best-fitting model in the r-band is

used to determine the flux of the galaxy in each of the other bands by adjusting

the normalization to the model while leaving all other parameters fixed to those

derived in the r-band. Alternatively, the Petrosian magnitude is defined to be the

flux within 2θP where θP is defined to be the radius at which point

RP (θ) ≡
∫ 1.25θ
0.85θ dθ′2πθ′I(θ′)

/

[π(1.252 − 0.852)θ2]
∫ θ
0 dr′2πθ′I(θ′)

/

[πθ2]
(5.1)

falls below 0.2. Here, I(θ) is the azimuthally averaged surface brightness profile

of the galaxy. The Petrosian radius is determined in the r-band and then ap-

plied to each of the other bands. While the Petrosian flux measurement contains

a constant fraction of the galaxy’s light in the absence of seeing, independent

of its size or distance, model magnitudes are unbiased in the absence of color

gradients and provide a higher signal-to-noise ratio color measurement than Pet-

rosian colors. As the Petrosian flux aperture is defined based on the shape of

the light distribution, it doesn’t require measuring the faint, low-surface bright-

ness, isophotes of the galaxy at large radius which is quite difficult with shallow

photometry. Throughout this paper, we use model magnitudes when discussing

colors of galaxies and Petrosian quantities when calculating luminosities.

As has been noted by Lauer et al. (2007), SDSS photometry of very large

(reff > 10”) galaxies at low redshift have large systematic differences from mea-

sured photometry in the literature. For very large galaxies, the automated photo-

metric pipeline includes galaxy light in the estimation of the local sky background

and thus underestimates the total galaxy flux. At z > 0.1, we expect this effect to

play a minimal role and thus perform no correction to our photometry. In order

to ensure that this is a valid approach, we simulate 2,000 galaxies at 0.1 < z < 0.4
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with properties of observed massive early-type galaxies. Specifically, we simu-

late a Mr − 5logh = −22.5 galaxy with a half-light radius of 12h−1 kpc and Sersic

parameter of n = 4. Galaxies were assigned colors assuming a passively evolv-

ing simple stellar population (SSP) that was formed in a single burst at z = 3.

For each galaxy, we convolve the simulated postage stamp with the local seeing,

apply the flat field, bias, and bad column corrections in reverse, and add it to a

raw SDSS image. Each image is then reduced using the standard SDSS PHOTO

pipeline. Figure 5.1 shows the result of this test. We find no significant trend with

redshift of the measured flux compared to the total galaxy flux, indicating that

our photometry is not biased strongly due to sky subtraction errors. The mean

flux ratio found in our simulations, 80%, is quite close to that expected as the Pet-

rosian flux systematically estimates the total flux of a galaxy with a n = 4 surface

brightness profile to be ∼ 82% of its total flux (Graham et al., 2005). Through-

out this work, we use the luminosity derived from the measured Petrosian flux

directly, and thus if comparisons are done to luminosity functions based on total

flux measurements, care must be taken to account for this systematic effect.

While Petrosian fluxes are unbiased in the absence of seeing, as a galaxy be-

comes unresolved, the Petrosian flux will report a systematically smaller fraction

of the galaxy light (Blanton et al., 2001). Similarly, when working near the detec-

tion limit of our imaging, one may worry that a given object only scatters above

the detection threshold a fraction of the time; an average flux across many epochs

can systematically overestimate the flux of such a source. At z > 0.7, the sizes of

our sample galaxies are approaching the size of the typical SDSS seeing disk and

are quite faint relative to typical SDSS applications. To ensure that photometry of

these high-redshift galaxies are unbiased, we simulate 10,000 galaxies at z > 0.7

with Mr − 5logh = −21.5 (corresponding to the faintest galaxies used in our lu-
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Figure 5.1 Ratio of reconstructed Petrosian flux to the total galaxy light for 2,000
simulated galaxies with Mr − 5logh = −22.5, half-light radii of 12h−1kpc, and
colors of a passively fading SSP formed at z = 3. The dark asterisks mark the
mean and 1σ dispersion of the simulations while the gray points show each of
the fake galaxy trials. We find no mean trend in the recovered flux with redshift
and thus our galaxies are unaffected by overestimates of the local sky background
which lead to underestimated galaxy fluxes for very large galaxies at low redshift.
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minosity function calculations in §5.3), half-light radii of 8h−1 kpc, and colors

characteristic of a passively fading SSP which formed at z = 3. Using an identi-

cal procedure to that described in §5.2.2, we add simulated images to raw SDSS

frames and measure their photometry using PHOTO. We generate 30 realizations

of the simulations with the galaxy parameters and positions held constant but al-

lowing the Poisson noise of the fake stamp to vary between realizations. We then

coadd the photometric measurements in each fake observation epoch to generate

a mock coadded catalog of massive high-redshift galaxies using the same method

described in §5.2.1 to generate the SDSS coadded catalog. Figure 5.2 shows the

results of this test for the SDSS z-band which is the basis of our high redshift

luminosity measurements. The grey points show each galaxy simulated in this

experiment while the stars show the mean in bins of input total flux. The mean

ratio of Petrosian flux to input total flux is consistent with the ratio of 80% mea-

sured for low-redshift simulations above and thus we do not expect our use of

Petrosian quantities when measuring luminosities to bias our results to the flux

limit of our survey (shown by the vertical dashed line). Below our selection limit,

galaxies become unresolved and the total recovered flux begins to decline.

5.2.3 High-redshift Galaxy Sample

The 54s exposure time of SDSS imaging is not sufficient to select galaxies at

z ∼ 0.9 based on their colors. The added depth of the SDSS Southern Survey,

however, allows for the selection of massive galaxies to z ∼ 1.0. Using a simi-

lar method utilized to select LRGs at moderate redshifts from SDSS, we employ

color cuts in griz to isolate high-redshift LRGs for spectroscopy. In designing

this selection, we capitalize on the fact that the strong 4000Å break of early-type

galaxies moves through the i-band at 0.6 < z < 1 resulting in progressively red-

der i − z colors while the r − i color shows less variation. Figure 5.3 illustrates
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Figure 5.2 Simulation of coadded Petrosian flux measurements in high-redshift
photometric data. Each grey point represents the coadded Petrosian flux from
30 realizations measured with the same method used to coadd the individual
SDSS photometric epochs to generate our deep photometric catalog. The mean
in bins of total flux are shown as stars. Each photometric galaxy has properties of
known high-redshift massive galaxies and thus the input flux, color, and size are
all correlated – the faintest galaxies in this figure are also the smallest. We find
that galaxies above the z-band flux limit (vertical dashed line) are not strongly af-
fected by the seeing disk; the g,r,and i bands follow similar trends. The horizontal
dashed line shows the mean flux ratio measured for low-redshift simulations.
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the expected color evolution of massive galaxies at z > 0.5. The gray scale shows

the locus of galaxy colors from the deep SDSS imaging. The solid curves show

the expected evolutionary tracks for three different star formation histories; the

reddest curve in r − i is a very early-type SED while the bluest track in r − i is

roughly an early-type spiral (e.g. an Sa) from Bruzual & Charlot (2003). Galax-

ies with later spectral types never get comparably red in r − i; for comparison,

the dot-dashed track shows the color evolution of an Sc type galaxy. The open

circles are separated by ∆z = 0.1 with the break in the color tracks occurring at

z ∼ 0.7. Above z ∼ 0.7, the r − z color measures the distance from the turn in

the color tracks and thus provides a good estimate of the photometric redshift of

early-type galaxies.

We construct two regions in this color-color space to select galaxies for deep

spectroscopic observations. Similarly to Eisenstein et al. (2001), we define

c⊥ = (r − i)model − (g − r)model/4 − 0.177. (5.2)

We require every galaxy candidate to satisfy

ipsf − imodel > 0.2, (5.3)

0.15 < c⊥ < 1.2 (5.4)

0 < (r − i)model < 1.7 (5.5)

0.3 < (i − z)model < 1.5 (5.6)

17 < zmodel < 20.3 (5.7)

1.5 < (r − z)model < 2.5 (5.8)

Here, the magnitude and color subscripts mark if the magnitude was based on

SDSS PSF magnitudes or MODEL magnitudes (Stoughton et al., 2002). Equation
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Figure 5.3 Selection of massive red galaxies at z > 0.5. The greyscale illustrates
the observed galaxy locus for galaxies brighter than zmodel = 20.3 from the SDSS
Southern Survey. The three solid tracks show the expected colors of passively
fading galaxies from Bruzual & Charlot (2003). The reddest track in r − i shows
the expected colors of a very early-type galaxy and the bluest solid track shows
those of an early-type disk galaxy (such as an Sa). The dot-dashed track shows
the colors of an Sc type galaxy, for comparison. The tracks are marked by open
circles at ∆z = 0.1 intervals between redshifts of 0.5 and 1.0; the strong break in
the colors occurs at z ≈ 0.7. The boxed regions illustrate our photometric color
selection. As detailed in section §5.2.3, galaxies at i−z > 0.6 are targeted at higher
priority than galaxies with 0.3 < i− z < 0.6 as the redder galaxies are most likely
to reside at z > 0.7.
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(5.3) limits targets to objects in which at least 20% of the flux arises outside a

central point source to select only extended objects in the SDSS photometry. At

z = 0.9, 1.2 arcseconds (the median seeing of our deep photometry) corresponds

to 6.7 h−1 kpc, smaller than the typical luminous red galaxy, and thus we do not

expect galaxies of interest to be unresolved at 0.7 < z < 0.9. The definition of c⊥

follows that of Eisenstein et al. (2001) and is designed to be parallel to the low-

redshift galaxy locus in g−r versus r−i color-color space; Equation (5.4) removes

z < 0.45 interlopers from the sample.

Equations (5.4) - (5.8) limit our sample to red galaxies at 0.5 < z < 1.0 and

the flux limit imposed by Equation (5.7) isolates only the most luminous galaxies

in this redshift range. We divide our selection into two groups based on their

i − z color. Galaxies with i − z > 0.6 are given higher priority than galaxies with

0.3 < i−z < 0.6 as the redder subset of galaxies are more likely to lie at z > 0.7 as

shown in Figure 5.3. Based on early observations and data simulations, we found

that our redshift success would degrade at fluxes fainter than zmodel = 20. In order

to maximize the number of high-quality redshifts obtained, we targeted galaxies

at zmodel < 20 at a higher priority than galaxies with 20 < zmodel < 20.3. After

target selection, fibers were allocated to 20% of the available galaxy candidates in

the field.

If there are unresolved galaxies that were untargetted with our algorithm, we

can quantify this sample bias by comparing the galaxy angular correlation func-

tion to the star-galaxy cross correlation function from our targeting data. As the

locations of distant galaxies are uncorrelated with Galactic stars, the presence of

unresolved galaxies in our star sample will result in an apparent signal in the

star-galaxy cross-correlation function due to the correlated galaxy interlopers in

the sample. We construct a sample of stars which meet identical selection criteria
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Figure 5.4 Angular correlation functions for stars and galaxies selected with
our high-redshift galaxy color criteria. The galaxy-galaxy correlation function
(squares) shows strong clustering on all scales while both the star-star auto-
correlation function (asterisks) and star-galaxy cross-correlation function (dia-
monds) show very little clustering signal on several arcminute scales. If many
galaxies were lost from our sample due to being unresolved by our star-galaxy
separation, the star-galaxy cross correlation function would mirror that of the
galaxy-galaxy auto-correlation function. Thus, the lack of signal at small separa-
tions in the star-galaxy cross correlation function indicates we lose, at most, 2%
of our galaxy targets due to our star-galaxy separation errors.
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used to select galaxies with the exception of Equation (5.3). After masking out 2’

regions around bright (r < 12) stars, we count the number of galaxy-galaxy, star-

galaxy, and star-star pairs as a function of separation compared to the expected

number of pairs derived from a mock catalog of objects over the same area and

subject to the same bright star mask. Our spectroscopic observations directly

probe the contamination by stars in our galaxy sample; we use this known con-

tamination rate to correct for the dilution of the galaxy-galaxy auto-correlation

function arising from the addition of an uncorrelated stellar sample and create the

average correlation function shown in Figure 5.4. As expected, the star-star auto-

correlation function (asterisks) shows little power on several arcminute scales

whereas the galaxy-galaxy auto-correlation (squares) function shows significant

clustering. The lack of strong signal in the star-galaxy cross-correlation function

implies only a small fraction of galaxies can be lost to the star sample. Based on

our measurements, we find that a maximum of 3% of the star sample can be con-

tributed by interloper galaxies at 99% confidence. As the average number density

of stars in our fields is about 40% larger than galaxy targets, we find that we lose,

at most, 2% of our galaxy targets due to our star-galaxy separation.

5.2.4 MMT Spectroscopy Observations and Data Processing

We observed selected galaxies using Hectospec (Fabricant et al., 1998, 2005; Roll et

al., 1998), a 300-fiber spectrograph on the 6.5m MMT telescope between Mar 2004

and Oct 2005. Hectospec offers a 1 deg2 field of view and covers from 4000-9000

Å with 6Å resolution. Observations were completed using seven pointings with

Hectospec. For each field, approximately half of the fibers were used to target

high-redshift massive red galaxy candidates and half were used to measure the

faint quasar luminosity function (Jiang et al., 2006). Exposure times varied due to

conditions, but each field was observed for an average of 3 hours.



129

All Hectospec data were reduced using the HSRED 1 package which is based

upon the SDSS spectroscopic pipeline. Data were flat-fielded using observations

of an illuminated screen in the dome to remove pixel-to-pixel sensitivity vari-

ations as well as to correct for the strong fringing in the Hectospec CCDs in the

red. When possible, spectra of the twilight sky were taken to provide a secondary

correction to account for any low-order residuals between fibers after the flat field

derived from the dome flat corrections were applied. Wavelength solutions were

obtained each night using observations of HeNeAr calibration lamps and the lo-

cation of strong emission lines in the spectrum of the night sky were used to

correct for any drift in the wavelength solution between the observations of the

calibration frames and the data frames.

Observations of each field included approximately 30 sky fibers which we

used to construct the master sky spectrum from each exposure and subtract that

from each object spectrum. Additionally, 3-5 photometrically selected F stars

were targeted in each field. The extracted spectra of these stars are compared

to a grid of Kurucz (1993) model atmospheres to determine the spectral type of

each star. Once we have determined the spectral type of each F star, we mea-

sure the average ratio between the observed spectra and the model prediction to

determine the global calibration to convert counts pixel−1 to ergs s−1 cm−2 Å−1.

Figure 5.5 shows three fully-processed spectra from this survey.

To determine the redshift of each object we compare the observed spectra with

stellar, galaxy, and quasar template spectra and choose the template and redshift

which minimizes the χ2 between model and data. As many of our spectra have

low signal-to-noise ratios, every spectrum is examined by eye to ensure that the

fitted redshift was correct. In cases in which the automated routine failed to con-

1http://mizar.as.arizona.edu/hsred/index.html
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Figure 5.5 Example of MMT spectra of high-redshift galaxies. Each spectrum has
been smoothed by 2 resolution elements for display; the spectra each have res-
olution of 6Å. In each panel, vertical lines highlight prominent spectral features
to guide the eye. The top panel shows a z = 0.92 galaxy with moderate signal-
to-noise. The strong Ca II H+K absorptions lines and G-band at 4300Å allow
for accurate redshift determination even at low signal-to-noise ratio. The middle
panel shows a high signal-to-noise ratio z = 0.76 spectrum and the bottom pan-
els shows a z = 0.82 galaxy with strong Balmer absorption features characteristic
of 1 Gyr populations. The spectral range plotted was chosen to highlight the key
features of our spectra; Hectospec observes considerably further into the blue but
those data are generally of quite low signal-to-noise for the high-redshift galaxies
studied here.
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verge to the correct redshift, a hand-measured redshift is used in its place. Our

spectroscopy resulted in redshifts for 470 galaxies at 0.6 < z < 1.0 over 7 deg2 and

302 galaxies at 0.7 < z < 0.9 which will be used in our analysis, here. Figure 5.6

shows the color distribution of the confirmed galaxies at 0.7 < z < 0.9 which are

used for our luminosity function calculations at high redshift. Of the 890 galaxy

candidates that were targeted for spectroscopy, 12% of the spectra did not result

in a redshift measurement.

5.3 Luminosity Function Construction

5.3.1 Calculation of Rest-frame Luminosities

In order to compare the populations of massive red galaxies as a function of red-

shift, we first need to transform the observed photometry to the rest-frame of

each galaxy to remove the effects of redshift on the observed properties. A num-

ber of approaches have been developed to perform k-corrections to the rest-frame

system; each approach has its advantages and drawbacks. In order to minimize

errors introduced due to errors in the stellar synthesis models used to calculate

our k-corrections, we consider the rest-frame properties of our galaxies through

a modified SDSS filter set. This system, denoted 0.3u0.3g0.3r0.3i0.3z, consists of the

SDSS ugriz filters which have been blueshifted by a redshift of 0.3 similar to the

approach used in Blanton et al. (2003) and Wake et al. (2006). In this system, a

galaxy at a z = 0.3 will have a k-correction that is independent of its spectral

energy distribution and will equal −2.5log10(1 + 0.3). We choose a shift of 0.3 to

draw upon the fact that at z ∼ 0.8 (near the median redshift of our high-redshift

galaxy sample), the observed z-band probes a similar portion of the spectrum as

probed by the r-band observing a z = 0.3 galaxy. In the following sections, we

will measure the M0.3r luminosity function of massive galaxies; for comparison,
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Figure 5.6 Colors of confirmed galaxies at 0.7 < z < 0.9 from our MMT spec-
troscopy. The early-type galaxy color tracks and color selection criteria are as
shown in Figure 5.3. The colored points show the location of each of our sam-
ple galaxies in this color space; the shape (color) of each point denotes its red-
shift. Stars (magenta) show 0.70 < z < 0.75 galaxies, diamonds (blue) mark
0.75 < z < 0.80 objects, and the squares (green) and filled circles (red) illustrate
0.80 < z < 0.85 and 0.85 < z < 0.90 galaxies respectively. The grey dot-dashed
lines show the sub-regions of color-color space used to measure the fraction of
spectroscopically observed galaxies which were excluded when evolved to our
lower-redshift bins. We use this correction factor when bootstrapping to our full
photometric sample as described in §5.3.2.
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B −0.3 r ≈ −0.01 for an old stellar population. Based on luminosity function fits

from Brown et al. (2007), M∗
0.3r − 5logh = −20.3 and thus our sample focuses on

galaxies with L > 3L∗. For reference, a 3L∗ SSP at z = 0.3 which formed its stars

at z = 3 has an approximate stellar mass of 3 × 1011M⊙.

To construct the k-corrections for galaxies in each of our samples, we create

a grid of evolving and non-evolving SSP at solar metallicity with formation red-

shifts ranging from 1 to 10 from Bruzual & Charlot (2003) based on a Salpeter

(1955) initial mass function (IMF). We find that this set of models adequately

span the range of observed colors for all of our galaxies. Each galaxy is assigned

a template based on a maximum likelihood comparison of the predicted colors

and observed SDSS photometry.

While the k-corrections based on non-evolving models assume that the under-

lying stellar population remains unchanged from the observed epoch, our k + e

corrections include the passive evolution, normalized to z = 0.3, of the stellar

populations in the galaxies between the observed epoch and the rest-frame red-

shift. For each galaxy, we use the best fitting SSP to predict the SED the galaxy

would have at z = 0.3; a galaxy fit by a SSP with age τ will age into a SSP with

age τ + ∆τ(z0) where ∆τ(z0) is the lookback time difference between z = 0.3 and

z0, the observed redshift of the galaxy. We include both types of models in or-

der to compare the affects of passive evolution on the inferred evolution of the

luminosity function of massive galaxies since z ∼ 0.9.

5.3.2 Luminosity Functions

Luminosity functions are calculated using the standard 1/Vmax method (Schmidt,

1968). For each galaxy, we calculate the redshifts at which the galaxy would have

been selected and observed in our survey. In this calculation, we utilize the best-

fit template chosen when calculating k-corrections, as described above, to esti-
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mate each galaxy’s colors as a function of redshift. Based on these predicted

colors, we assign a probability (0 or 1) that a given galaxy would have been se-

lected at each redshift. The maximum available volume is then the integral over

the redshift range weighted by the selection probability at each redshift.

Each sample is corrected independently for the spectroscopic completeness

of the observations. The low-redshift SDSS MAIN and intermediate-redshift

SDSS LRG galaxies were corrected to account for the spatially-dependent in-

completeness of SDSS spectroscopy. As we have several priority classes in our

high-redshift target selection, we must correct our sample with more detail than

merely the fraction of the galaxies that received fibers. Instead, we break our sam-

ple into four regions in color-magnitude space and calculate the completeness

in each region independently. As described in §2.2, galaxies were given priority

based both on their i−z color and zmodel flux. This results in four color-magnitude

regions in which we then calculate the photometric completeness by counting the

number of photometrically selected galaxies which were given a fiber compared

to the number of galaxies in the parent catalog in that color and magnitude bin.

Our completeness correction was calculated independently for each of our seven

Hectospec fields. In each field, we compare the number of spectroscopically ob-

served objects to the total number of photometric objects within a 2 deg2 square

box around the field center when calculating our incompleteness. In doing this,

we bootstrap our spectroscopic sample to 9000 photometrically selected galaxies

over twice the area observed with Hectospec, thus minimizing the effects of cos-

mic variance on our sample. The inclusion of this photometric sample doesn’t

change the normalization of the high-redshift luminosity function we measure,

but results in smaller errors due to field-to-field variations in the galaxy number

counts.
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Figure 5.7 Redshift success versus the z-band flux in a 1.5 arcsecond aperture for
two of our targeted fields. The triangles show a high quality mask observed un-
der photometric conditions and excellent (≈ 0.5”) seeing. The asterisks show a
poor-quality mask affected by clouds and poor seeing leading to degraded suc-
cess at the faintest fluxes. We correct for this incompleteness in each of our Hec-
tospec fields before computing the luminosity function using low-order fits as
show by the dot-dashed lines. The grey histogram illustrates the distribution of
fiber magnitudes for all of our spectroscopic targets. The sharp decline in objects
at zfiber = 20.8 corresponds to our sparser sampling of objects with zmodel > 20.
The squares mark the redshift completeness of our full spectroscopic sample.
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Signal-to-noise ratio variations in our high-redshift galaxy spectroscopy re-

sult in approximately 12% of our observed objects with no measurable redshift.

In order to correct for this effect, we measure the fraction of observed galaxies

with viable redshifts as a function of the z-band flux within an 1.5 arcsecond

aperture centered on our fiber location to estimate the flux available to the spec-

troscopic fiber. We then fit this relationship with a low-order polynomial for each

Hectospec field and apply the derived correction before calculating the the final

luminosity function. Figure 5.7 shows an example of this technique on two dif-

ferent fields spanning the full range of data quality. The triangle symbols show

the completeness for a field with high signal-to-noise observed under photomet-

ric conditions and superb seeing (≈ 0.′′5) while the asterisks show a field observed

under less photometric conditions. The range in data quality leads to significant

completeness variations between each of our spectroscopically observed fields;

neglecting this would bias our final inferred luminosity function. The square

symbols in the figure show the composite completeness for the full galaxy sam-

ple as a function of fiber magnitude.

We make a further correction to ensure that the galaxies utilized in the con-

struction of the luminosity function in each redshift bin probe a homogeneous

population of objects. Using the best-fit stellar population template derived when

calculating the k + e-corrections, we estimate the colors of each galaxy as a func-

tion of redshift from z = 0.1 to z = 0.9. We then require that every galaxy in-

cluded in our calculation of the luminosity function would have been selected

in each of our redshift samples thus ensuring that the population of galaxies we

consider at 0.1 < z < 0.2 are consistent with galaxies at 0.7 < z < 0.9 after

the passive evolution of their stellar populations has been included. When boot-

strapping to the entire photometric sample of galaxies at high redshift, we grid
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the r − i versus i − z color-color plane into 12 subsections as shown in Figure 5.6

and calculate the fraction of galaxies in each subregion that would be excluded

based on this criterion. The size of these sub regions was chosen to sample both

the i−z < 0.6 and the i−z > 0.6 subsamples with similar detail. The final results

are not strongly dependent on the exact subregions chosen for this correction.

When target selection is based on noisy photometry, the effects of photometric

scattering of objects into or out of the nominal color- and flux-limits can be quite

significant (Wake et al., 2006). As our high-redshift sample of galaxies is selected

from SDSS stacked photometry, we perform an empirical test of this photometric

scattering on our sample. Using the full sample of SDSS main galaxies observed

at 0.1 < z < 0.2 we create a mock sample of 0.7 < z < 0.9 galaxies based on the

best-fit k + e-corrections described in §5.3.1. We then subject this mock galaxy

sample to representative photometric errors present in our coadded photometric

catalog and determine the fraction of mock galaxies that would have been se-

lected in the presence of photometric errors. For galaxies brighter than z = 20,

we find that ∼ 2% of selected galaxies have colors that would fall outside our

color-cuts but scatter into the sample when photometric errors are included. At

fainter magnitudes, 20 < z < 20.3, approximately 10% of the galaxies included

in the mock high-redshift galaxy sample have scattered above the survey flux-

limit due to photometric errors. When calculating our high-redshift luminosity

functions, we include these contamination rates as a statistical weight assigned

to each galaxy based on its observed z-band flux.

In order to estimate the error on our high-redshift luminosity function mea-

surements, we remove each of our spectroscopic fields (and ancillary photometric

data), in turn, from our calculation of the ensemble luminosity function and re-

peat our calculations; we use the measured variation in the luminosity functions
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created with this test as an estimate of the large scale structure error on our lu-

minosity function measurements. Similarly, for our SDSS samples, we divide the

SDSS survey area into 20 subregions and perform the same experiment. These

jack-knife errors are ∼ 25% larger than those based on Poisson errors alone in

the lowest-luminosity bins and are comparable to those estimated from counting

statistics at the bright end. While subsampling can result in an underestimate

of the error if a single large scale feature is present in multiple subfields, the

large area surveyed by SDSS at low redshift and the several degree separation

between our spectroscopic fields at high-redshift minimize this effect and thus

jack-knife errors are a robust estimate of the cosmic variance errors for our sam-

ples. Throughout this paper, we utilize the larger of the two errors when doing

calculations with our measured luminosity functions.
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Table 5.1. Luminous Red Galaxy Luminosity Functions With No Evolutionary

Correction

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-21.55 −3.66 ± 0.01 −3.64 ± 0.03 −3.78 ± 0.05 -21.59 −3.26 ± 0.08

-21.65 −3.75 ± 0.01 −3.56 ± 0.07 −3.66 ± 0.04 -21.77 −3.30 ± 0.07

-21.75 −3.89 ± 0.01 −3.85 ± 0.01 −3.64 ± 0.04 -21.95 −3.44 ± 0.06

-21.85 −4.04 ± 0.02 −3.92 ± 0.04 −3.73 ± 0.03 -22.13 −3.53 ± 0.06

-21.95 −4.21 ± 0.02 −4.06 ± 0.03 −3.87 ± 0.02 -22.31 −3.89 ± 0.09

-22.05 −4.38 ± 0.03 −4.25 ± 0.01 −4.02 ± 0.02 -22.49 −4.28 ± 0.13

-22.15 −4.53 ± 0.04 −4.41 ± 0.02 −4.18 ± 0.01 -22.67 −4.64 ± 0.24

-22.25 −4.79 ± 0.04 −4.57 ± 0.02 −4.34 ± 0.02 -22.85 −5.40 ± 0.43

-22.35 −4.94 ± 0.05 −4.77 ± 0.02 −4.63 ± 0.01 · · · · · ·

-22.45 −5.15 ± 0.06 −4.97 ± 0.03 −4.83 ± 0.01 · · · · · ·
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Table 5.1—Continued

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-22.55 −5.36 ± 0.08 −5.16 ± 0.04 −5.01 ± 0.02 · · · · · ·

-22.65 −5.65 ± 0.12 −5.38 ± 0.05 −5.19 ± 0.02 · · · · · ·

-22.75 −5.74 ± 0.13 −5.78 ± 0.07 −5.41 ± 0.03 · · · · · ·

-22.85 −6.18 ± 0.22 −5.88 ± 0.08 −5.68 ± 0.03 · · · · · ·

-22.95 −6.13 ± 0.22 −5.99 ± 0.09 −5.88 ± 0.04 · · · · · ·

aAll number densities are expressed in units of h3 Mpc−3 Mag−1
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Table 5.2. Luminous Red Galaxy Luminosity Functions After Passive

Evolution Correction

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-21.55 −3.52 ± 0.01 −3.64 ± 0.07 −3.71 ± 0.04 -21.59 −3.48 ± 0.06

-21.65 −3.56 ± 0.01 −3.60 ± 0.02 −3.62 ± 0.04 -21.77 −3.68 ± 0.07

-21.75 −3.66 ± 0.01 −3.60 ± 0.03 −3.66 ± 0.04 -21.95 −3.96 ± 0.11

-21.85 −3.74 ± 0.01 −3.72 ± 0.02 −3.81 ± 0.02 -22.13 −4.25 ± 0.12

-21.95 −3.90 ± 0.01 −3.90 ± 0.01 −3.94 ± 0.02 -22.31 −4.55 ± 0.16

-22.05 −4.05 ± 0.02 −4.05 ± 0.01 −4.12 ± 0.01 -22.49 −4.79 ± 0.22

-22.15 −4.21 ± 0.02 −4.21 ± 0.01 −4.24 ± 0.02 -22.67 −5.41 ± 0.43

-22.25 −4.40 ± 0.03 −4.37 ± 0.02 −4.45 ± 0.01 -22.85 −5.40 ± 0.43

-22.35 −4.57 ± 0.03 −4.57 ± 0.02 −4.61 ± 0.02 · · · · · ·

-22.45 −4.75 ± 0.05 −4.74 ± 0.03 −4.81 ± 0.02 · · · · · ·
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Figure 5.8 and Table 5.1 show the non-evolving luminosity function measured

from our samples. The symbol (color) denotes the redshift bin : diamonds (black)

0.1 < z < 0.2, asterisks (magenta) 0.2 < z < 0.3, squares (green) 0.3 < z < 0.4,

and circles (red) 0.7 < z < 0.9. The figure shows a clear separation between each

luminosity function with higher-redshift galaxies having higher luminosities (or

larger number density). This characteristic behavior is expected due to the pas-

sive fading of the stellar populations in these massive red galaxies. We must re-

move this effect in order to understand any true changes in the underlying popu-

lation of massive galaxies since z ∼ 0.9. The turnover at low-luminosities is an ar-

tifact of the color-selection of these galaxies. As shown in Eisenstein et al. (2001),

the LRG sample selection results in a diagonal cut across the red-sequence at low

luminosities which is being reflected here as the turn over at low-luminosities

in our luminosity function. This should not be interpreted as a characteristic lu-

minosity of the sample. The luminosity functions of galaxies in our survey are

shown in Figure 5.9 and recorded in Table 5.2 after the effects of evolution are

included. After the effects of passive evolution are accounted for, the luminosity

functions show little variation between redshift bins. The integrated luminosity

densities for both the evolutionary-corrected and k-corrected luminosity func-

tions are listed in Table 5.3. Analysis of these luminosity functions is the focus of

§5.4.

5.4 Luminosity Function Analysis

5.4.1 Evolution in the Massive Galaxy Population Since z ∼ 0.9

The agreement between the luminosity function measurements at 0.1 < z < 0.9 as

illustrated in Figure 5.9 indicates that the massive galaxy population has evolved

little since z ∼ 0.9. In order to quantify this evolution, we have adopted a similar



143

Table 5.2—Continued

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-22.55 −5.06 ± 0.06 −4.92 ± 0.03 −4.97 ± 0.03 · · · · · ·

-22.65 −5.23 ± 0.07 −5.12 ± 0.04 −5.17 ± 0.03 · · · · · ·

-22.75 −5.33 ± 0.08 −5.50 ± 0.06 −5.42 ± 0.04 · · · · · ·

-22.85 −5.73 ± 0.13 −5.70 ± 0.08 −5.82 ± 0.07 · · · · · ·

-22.95 −5.89 ± 0.15 −5.85 ± 0.09 −5.96 ± 0.08 · · · · · ·

aAll number densities are expressed in units of h3 Mpc−3 Mag−1
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Table 5.3. Integrated Luminosity Density

j(M0.3r < −21.50)a j(M0.3r < −22.25)a

Redshift kb k + ec kb k + ec

(1) (2) (3) (4) (5)

0.15 2.63 ± 0.04 5.45 ± 0.06 0.24 ± 0.02 0.54 ± 0.03

0.25 3.54 ± 0.06 5.22 ± 0.09 0.33 ± 0.01 0.54 ± 0.02

0.35 5.18 ± 0.11 4.58 ± 0.09 0.50 ± 0.01 0.48 ± 0.01

0.80 34.32 ± 10.00 5.47 ± 1.00 2.46 ± 0.62 0.71 ± 0.29

a Luminosity densities in units of 106h3 L⊙ Mpc−3

b Integrated luminosity densities based on luminosity functions

derived without correcting for the passive fading of stellar popula-

tions
c Integrated luminosity densities based on luminosity functions

calculated after correcting for stellar evolution based on Bruzual &

Charlot (2003) stellar population synthesis models and a Salpeter

IMF as discussed in §5.3.2.
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Figure 5.8 Luminosity function of massive galaxies with only a k-correction ap-
plied to account for the redshifting of galaxy light. The symbols (color) mark the
four redshift bins used : diamonds (black) 0.1 < z < 0.2, asterisks (magenta)
0.2 < z < 0.3, squares (green) 0.3 < z < 0.4, and circles (red) 0.7 < z < 0.9. The
luminosity functions show the characteristic brightening toward higher redshifts
due to the passive aging of stars. We must correct for the passive evolution of
stellar populations in order to measure the evolution in the underlying galaxy
population.
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Figure 5.9 Luminosity function of massive galaxies after both the redshifting of
their spectra and the passive evolution of their stellar populations have been ac-
counted for when calculating galaxy luminosities. The symbols are as described
in Figure 5.8. We find very little evolution in the number counts of massive galax-
ies to z ∼ 0.9, indicating that the most massive galaxies have grown little over the
latter half of cosmic history.
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parameterization to that discussed by Brown et al. (2007). Instead of measuring

the evolution in the total luminosity density contained in massive galaxies, we in-

stead measure the magnitude at which the integrated number density reaches a

certain value. As massive galaxies populate the exponential tail of the luminosity

distribution, small photometric errors can result in significant errors in the total

luminosity density derived. For example, a shift of 3% in the luminosity thresh-

old corresponds to a 10% change in the inferred number density of the popula-

tion. Thus, if the integrated number or luminosity density at a given magnitude

is used to measure the evolution of a population, results are quite sensitive to the

magnitude threshold utilized. Here, we use the inverse; we measure the mag-

nitude at which the integrated number density reaches a threshold of 10−4.5 and

10−5.0h3 Mpc−3. These magnitudes are denoted by M0.3r(10−4.5) and M0.3r(10−5.0)

throughout this discussion.

In order to measure M0.3r(10−4.5) and M0.3r(10−5.0), we fit each of our lumi-

nosity functions with a quadratic polynomial in the logarithm. We then integrate

the best fitting polynomial and determine the magnitude at which the integrated

number density reaches 10−4.5 and 10−5.0h3 Mpc−3. Error bars were calculated

by repeating this calculation while removing one of our subfields in turn in the

same manner we calculated jack-knife errors on our luminosity function mea-

surements. The exact form we use to fit the luminosity function has little effect on

our final results. Figure 5.10 shows the evolution in M0.3r(10−4.5) and M0.3r(10−5.0)

before the passive evolution of stellar populations is removed from our galaxies

and columns (2) and (4) of Table 5.4 reports these measurements. Tables Table

5.5 and 5.6 and Figures 5.11 and 5.12 show the same critical magnitudes recalcu-

lated after the affects of passive evolution have been removed from our galaxy

luminosity measurements. In both figures, the differences between the number
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Table 5.4. Evolution of the Massive Red Galaxy Population Without Correcting

for Passive Evolution

M0.3r(10−5.0) − 5 log ha M0.3r(10−4.5) − 5 log hb

Redshift Petrosian 20h−1 kpc Aperture Petrosian 20h−1 kpc Aperture

Luminosity Luminosityc Luminosity Luminosityc

(1) (2) (3) (4) (5)

0.15 −22.08 ± 0.008 −21.84 ± 0.005 −21.79 ± 0.005 −21.63 ± 0.005

0.25 −22.16 ± 0.010 −21.91 ± 0.010 −21.87 ± 0.010 −21.69 ± 0.010

0.35 −22.25 ± 0.010 −22.04 ± 0.010 −21.98 ± 0.010 −21.84 ± 0.010

0.80 −22.60 ± 0.090 −22.37 ± 0.020 −22.33 ± 0.052 −22.20 ± 0.033
.

aThe magnitude at which the integrated number density of LRGs reaches 10−5.0h−3

Mpc−3.

bThe magnitude at which the integrated number density of LRGs reaches 10−4.5h−3

Mpc−3.

cSee §5.4.5 for a full description of the aperture luminosity functions
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Table 5.5. Evolution of the Massive Red Galaxy Population After Correcting

for Stellar Evolution

M0.3r(10−5.0) − 5 log ha

Redshift Petrosian 20h−1 kpc Aperture Maraston

Luminosity Luminosityb Luminosityc

(1) (2) (3) (4)

0.15 −22.27 ± 0.008 −22.23 ± 0.007 −22.00 ± 0.005

0.25 −22.30 ± 0.010 −22.26 ± 0.010 −22.04 ± 0.010

0.35 −22.25 ± 0.010 −22.24 ± 0.010 −21.99 ± 0.010

0.80 −22.28 ± 0.056 −22.25 ± 0.080 −22.04 ± 0.060

aThe magnitude at which the integrated number density of LRGs

reaches 10−5.0h−3 Mpc−3.

bSee §5.4.5 for a description of the 20h−1kpc aperture luminosity

function.
cMaraston luminosities are Petrosian flux measurements which

have been k + e-corrected using Maraston (2005) models and are

described in §5.4.2
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Table 5.6. Evolution of the Massive Red Galaxy Population After Correcting

for Stellar Evolution

M0.3r(10−4.5) − 5 log ha

Redshift Petrosian 20h−1 kpc Aperture Maraston

Luminosity Luminosityb Luminosityc

(1) (2) (3) (4)

0.15 −21.99 ± 0.005 −21.81 ± 0.005 −21.94 ± 0.005

0.25 −22.02 ± 0.010 −21.85 ± 0.010 −21.97 ± 0.010

0.35 −21.96 ± 0.010 −21.80 ± 0.010 −21.94 ± 0.010

0.80 −22.01 ± 0.053 −21.81 ± 0.037 −21.96 ± 0.075

aThe magnitude at which the integrated number density of LRGs

reaches 10−4.5h−3 Mpc−3.

cSee §5.4.5 for a description of the 20h−1kpc aperture luminosity

function.
dMaraston luminosities are Petrosian flux measurements which

have been k + e-corrected using Maraston (2005) models and are

described in §5.4.2
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density measured in each redshift bin are significant within our errors. The large

area probed by SDSS makes cosmic variance between the redshift bins smaller

than the observed differences at 0.1 < z < 0.4, so large scale structure is un-

likely the cause. We fit the measured critical magnitudes with a linear evolution

with redshift. The best fit relation is shown as dot-dashed lines in Figures 5.11

and 5.12; the shaded region shows the one sigma confidence of the fit. Fits to

both critical magnitude thresholds find similar evolution; the critical magnitudes

have evolved by 0.03±0.08 mag between z = 0 and z = 1. When fitting this value,

we add systematic floor of 0.02 mag in quadrature to each magntiude threshold.

As shown by the dotted lines in the figures, the best fit to our data does not rule

out pure passive evolution in the massive galaxy population.

5.4.2 Importance of k-corrections on the Result

Central to any study of the rest-frame photometric properties of extragalactic

sources are the k-corrections used to convert the observed quantities to the rest-

frame properties of the galaxy. There are a number of inherent problems with

this method, in particular when applied to the massive galaxies of interest here.

As demonstrated in Eisenstein et al. (2003) and Chapter 4, popular stellar syn-

thesis models such as Bruzual & Charlot (2003) and PEGASE.2 (Fioc & Rocca-

Volmerange, 1999) do not match the spectral properties of LRGs, especially α-

element features; LRGs are α-enhanced compared to solar while the synthesis

models do not include non-solar α-abundances. Furthermore, a number of stud-

ies (e.g. Eisenstein et al., 2001; Wake et al., 2006) demonstrate that the current gen-

eration of stellar synthesis models poorly reconstruct the observed broad-band

colors of galaxies on the red-sequence over a variety of redshifts.

To explore the importance of the k-correction models on our inferred results,

we employ a second set of k-corrections based on the Maraston (2005) models
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Figure 5.10 The evolution of M0.3r(10−4.5) and M0.3r(10−5) , the magnitudes at
which the integrated luminosity density reaches values of 10−4.5h3 Mpc−3 (as-
terisks) and 10−5.0h3 Mpc−3 (squares) respectively. Here, we show the evolu-
tion of this parameter if the passive fading of stellar populations is not removed
when calculating galaxy luminosities. Both measurements show the characteris-
tic brightening toward higher redshifts. Without removing the luminosity evo-
lution induced by the passive evolution of stars in these massive galaxies, the
observed trends may be due to both the passive fading of galaxies over time or
the build up in the number density of these galaxies over cosmic history.



153

Figure 5.11 The evolution of M0.3r(10−4.5), the magnitude at which the integrated
luminosity function reaches a number density of 10−4.5h3 Mpc−3. This param-
eter is used to quantify the evolution of the LRG population as these galaxies
populate the exponential tail of the luminosity function and small changes to the
magnitude threshold chosen may lead to significant errors when calculating the
total number or luminosity density in these objects. The asterisks show measure-
ments using the Bruzual & Charlot (2003) stellar templates, the squares show
the derived evolution based on Maraston (2005) models (see §5.4.2), and the di-
amonds show measurements based on the flux within fixed 20h−1 kpc apertures
and Bruzual & Charlot (2003) k + e corrections as described in §5.4.5. For clarity,
the Bruzual & Charlot (2003) and Maraston (2005) points have been shifted by
-0.02 and +0.02 in redshift, respectively. None of these samples shows a strong
evolution in the massive galaxy population since z = 0.9. The dot-dashed line
shows the best fit linear relationship based upon the Bruzual & Charlot (2003)-
derived luminosity functions and the shaded area shows the 1-σ confidence of
the fit. The best fitting slope predicts an evolution of 0.03 ± 0.08 mag between
z = 0 and z = 1 and is consistent with no-evolution (shown by the dotted line).
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Figure 5.12 Same as Figure 5.11 except showing the evolution of M0.3r(10−5.0). The
best fit to the k + e-corrected luminosity functions based on Bruzual & Charlot
(2003) models is shown, again. The fit here is independently calculated from the
one in Figure 5.11, but shows the same slope.
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provided by C. Maraston (private communication). These models were created

to more accurately track the colors of massive red galaxies than simple stellar

populations. The spectrum is modeled as a composite of a metal-rich (2Z⊙) pop-

ulation and a metal poor (0.005Z⊙) population; the metal-poor population holds

10% of the mass in the galaxy.

Figure 5.13 shows the expected colors of a passively fading galaxy from the

the Maraston (2005) and Bruzual & Charlot (2003) models utilized in our analysis.

As shown in the figure, at z > 0.6, the Maraston models predict significantly bluer

g − r colors, and more closely follows the observed color locus of galaxies in our

sample. While the g − r and g − i colors of galaxies are better matched with

the Maraston (2005) models, the r − i colors predicted from both templates are

systematically bluer than observed galaxies.

In order to understand any systematics introduced based on the stellar synthe-

sis models used, we re-performed our analysis using the Maraston (2005) models

as the basis for our k− and k + e-corrections. Figure 5.14 shows the result of this

analysis compared to the low-redshift luminosity function derived using Bruzual

& Charlot spectral templates. The number density of massive galaxies shows lit-

tle evolution after the passive evolution of the stellar evolutions are taken into

account regardless of the models used to perform the k + e-corrections as shown

in Figures 5.11 and 5.12 and Tables 5.5 and 5.6. There is, however, a net offset

in the measured luminosity of galaxies between the two methods, so care must

be taken that k-correction differences are accounted for when comparing galaxy

samples from differing analysis techniques. To quantify any difference in the

implied evolution based on these two sets of stellar templates, we plot both the

Bruzual & Charlot and Maraston derived M0.3r(10−4.5) and M0.3r(10−5.0) in Fig-

ures 5.11, 5.12. In both data sets, these quantities have only evolved by less than
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Figure 5.13 Predicted passively evolving color tracks from Bruzual & Charlot
(2003) (solid line) and a composite stellar population based on Maraston (2005)
models (dot-dashed) as described in §5.4.2. The data show the colors of galaxies
in our intermediate and high-redshift samples. The Maraston (2005) models pre-
dict significantly bluer g − r colors at high redshifts which follow the observed
locus of galaxy colors more closely than Bruzual & Charlot (2003) SSP predictions.
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0.05 mag since z ∼ 0.9, implying that massive galaxies do little more than fade

over the latter half of cosmic history.

5.4.3 Merger Fraction from z ∼ 0.9

Following the method described in Wake et al. (2006), we construct a toy model

for the merger history of LRGs to constrain the merger rate of massive red galax-

ies since z ∼ 0.9. Using our 0.1 < z < 0.2 luminosity function, we create a mock

sample of galaxies and then allow a fixed fraction of them to have undergone

a 1:1 merger since z = 0.9. We then compare the luminosity function predic-

tion for this mock sample to the observed luminosity function to determine the

probability that both were drawn from the same population. Examples of pre-

dicted luminosity functions assuming different merger fractions are shown with

the high-redshift data in Figure 5.15.

Our high-redshift luminosity function is best fit by no merging over the latter

half of cosmic history. Merger rates greater than 25% are ruled out with 50% con-

fidence and merger rates larger than 40% are excluded at the 99% level based on

our measured high-redshift luminosity function. This result agrees with previous

studies based on lower-redshift data and photometric redshift surveys (Brown et

al., 2007; Masjedi et al., 2006, 2007; Wake et al., 2006). If less massive mergers are

considered, more substantial merger rates are permitted. Performing the same

experiment but instead considering 1:3 mergers, no merging is still favored, but

rates as high as 40% are allowed at 50% confidence and only merger rates larger

than 60% are ruled out at 99% confidence. These rate limits imply the total stel-

lar mass in massive red galaxies from z ∼ 0.9 must not have grown by more than

50% (at 99% confidence) in order to reproduce the observed luminosity functions.

The fact that the most massive red galaxies appear to have evolved very little

beyond the passive aging of their stellar populations since z ∼ 0.9 is quite inter-
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Figure 5.14 Evolution of the massive galaxy luminosity function using Maraston
(2005) models when correcting for the redshifting of the galaxy spectra and the
passive evolution of their stellar populations. The data points are as in Figure 5.8.
The dot-dashed line shows the 0.1 < z < 0.2 luminosity function calculated us-
ing Bruzual & Charlot (2003) templates for comparison. We find no strong differ-
ence in the inferred evolution of massive galaxies when different stellar synthesis
models are used.
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Figure 5.15 Models of the high-redshift luminosity function (points and error-
bars). Each of the solid lines shows a simulation in which our 0.1 < z < 0.2
luminosity functio n is evolved backward assuming a fixed fraction of the LRGs
has doubled its luminosity through 1:1 mergers between z ∼ 0.9 and z ∼ 0.1.
Full details can be found in §5.4.3. Our data are consistent with no growth in the
massive red galaxy population since z ∼ 0.9; merger fractions larger than 25%
are ruled out at the 50% confidence level and merger fractions larger than 40%
are ruled out at the 99% level.
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esting. The most massive galaxies reside in the most massive dark matter halos –

these halos have not remained static since z ∼ 1. In a standard ΛCDM universe,

the most massive halos (M ∼> 3× 1013M⊙) have grown by a factor of two or three

since redshift of unity (Seo et al., 2007; Conroy et al., 2007b); one would naively

estimate that the galaxies that reside in these halos would have grown, as well.

LRGs at z = 0.3 are known to reside in dense environments with mean cluster-

ing similar to rich groups and poor clusters (Zehavi et al., 2005a). The formation

and assembly of groups and clusters at z < 1 would naturally result in a discrep-

ancy between the stellar mass growth of the massive central galaxy and the dark

matter halo mass in which it resides. As satellite galaxies are accreted into the

group or cluster halo, these satellites contribute stellar mass to the total stellar

mass of the halo but not to the stellar mass of the central galaxy. The fact that

galaxies with masses M > 1011M⊙ are observed to reside in a broad range of halo

masses (McIntosh et al., 2007) may be a natural outcome of group and cluster

formation.

If the lack of evolution in the number density of LRGs is due to the growth of

clusters rather than the growth of the central LRG, one would expect to observe

multiple LRGs within a single cluster halo. To address this hypothesis, Ho et al.

(2007) performed a thorough accounting of the number of LRGs which reside in

a single halo in the SDSS dataset and Conroy et al. (2007a) used this multiplic-

ity function to conclude that there are fewer LRG satellites of other LRG galaxies

than predicted from N-body simulations. Furthermore, White et al. (2007) noted

that the apparent lack of evolution in the clustering strength of massive galax-

ies since z ∼ 1 implies that these galaxies themselves must be merging as the

underlying dark matter distribution has undergone substantial merging during

that epoch. Wake et al. (2008) measure the evolution of LRG clustering from
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z = 0.55 to z = 0.2 and find that it is consistent with the idea that LRGs which

originally resided in different halos merged to create a single galaxy when their

host haloes merged. From the measured clustering of red galaxies in the NDWFS

Bootes field, White et al. (2007) estimate that 1/3 of the LRGs which are satellites

galaxies of another LRG have merged or been destroyed between z = 0.9 and

z = 0.5.

One model suggested to explain the deficit of LRG satellites suggests that the

stars from late mergers onto massive galaxies feed the growth of an intracluster-

light (ICL) type of extended envelope rather than the central galaxy. Conroy et

al. (2007b) recently simulated the dissipationless evolution of galaxies since z = 1

and find that a model in which ∼> 80% of the stars from merged satellites go into

a low surface brightness extended stellar halo such as an ICL best predicts mea-

surements of the galaxy stellar mass function and the observed distribution of

ICL and brightest cluster galaxies in the local universe. If the total stellar content

of the most massive haloes grow considerably at z < 1 but the accreted stel-

lar content resides in an extended, diffuse, envelope around the central galaxy,

the total luminosity function of massive galaxies as measured by our technique

would remain unchanged.

It is clear from our observations that massive red galaxies evolve in a system-

atically different manner than L∗ red galaxies. While the stellar mass in L∗ red

galaxies has doubled since z = 1, our analysis implies the mass in the L > 3L∗ red

galaxies has grown, at most, by 50% over the same epoch The growth of clusters

and groups, including the intracluster light, may play a role in shaping the mas-

sive end of the red galaxy mass function while the lower-mass red galaxies are

formed through the quenching of star forming galaxies at low redshifts. Alter-

natively, if the processes that govern star formation at the epoch of massive red
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galaxy formation are systematically different from those which govern star for-

mation at z < 1, our analysis may underestimate the number density evolution

in our sample. In the following section, we explore the impact that an evolving

IMF would have on our analysis.

5.4.4 Implication in the Presence of an Evolving Initial Mass Function

Throughout all of our analyses, the slope of the stellar IMF is held fixed. While

our dataset is not sufficient to constrain any evolution in the IMF of massive

galaxies, if this evolution exists, it can strongly affect our conclusions. Local

measurements of the IMF show that at M ∼> 1M⊙ the IMF follows a power-

law (M/M⊙ ∝ M−x; x = 1.3) with a turnover at lower masses (Salpeter, 1955;

Kroupa, 2001; Chabrier, 2003). For this discussion, we will only consider the

IMF at M ∼> 1M⊙; lower-mass stars, while contributing significant stellar mass

to the galaxy, do not contribute significantly to the galaxy luminosity and thus

play a negligible role in the evolution of the M/L ratio compared to variations

in more massive stars. Suggestions of top-heavy IMFs have been found in envi-

ronments dominated by violent star-formation (Rieke et al., 1993; McCrady et al.,

2003; Figer et al., 1999; Stolte et al., 2005; Maness et al., 2007). Also, one may ex-

pect the IMF to evolve with redshift as the temperature of the cosmic microwave

background begins to dominate over temperatures typically found in Galactic

prestellar cores (Larson, 1998). Recently, van Dokkum (2007) compared the lu-

minosity evolution of galaxies in clusters at 0.02 < z < 0.83, coupled with the

color-evolution of these systems, to test models of IMF evolution in early-type

galaxies. These data prefer a logarithmic slope of x = −0.3+0.4
−0.7, considerably

flatter than x = 1.3 derived in the Milky Way disk. Similarly, Davé (2007) used

hydro-dynamical models of galaxy formation and observations of the correlation

between galaxy stellar mass and star formation rate to z = 2 to suggest that the
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characteristic mass at which the IMF turns over, M̂ , evolves strongly with redshift

: M̂ = 0.5(1 + z)2M⊙.

To explore the importance of the assumed IMF slope on the inferred density

evolution in the LRG population, we show luminosity evolution tracks predicted

using the fits of van Dokkum (2007) for SSPs formed at z = 2.0 and z = 6.0 in

Figure 5.16; the B-band luminosity evolution in each of the three tracks has been

normalized to z = 0.3. The details of these models can be found in van Dokkum

(2007). Briefly, these tracks show the expected luminosity evolution given three

different IMF slopes using Maraston (2005) synthesis models and [Fe/H]=0.35.

For slopes shallower than x = 1.3, our current passive evolution correction will

systematically undercorrect for the passive fading of stars which will lead to sig-

nificant underestimations of the density evolution experienced by these galaxies.

For example, if we underestimate the luminosity evolution from z = 0.8 to z = 0.3

by 0.2 mag, we would conclude that the massive galaxy population has evolved

little since z = 0.8 when, in actuality, the number density of these massive sys-

tems has grown by a factor of two. Clearly, more detailed constraints are needed

on the fraction of high mass to low mass stars in these galaxies in order to place

any evolutionary measurement into proper context.

5.4.5 Measurements of Massive Galaxy Luminosity Functions Using Aperture

Luminosities

Comparisons of several recent studies of the evolution of the red galaxy lumi-

nosity function since z ∼ 1 have revealed a number of possible systematic differ-

ences which have been attributed to differences in the methods used to measure

the total galaxy luminosities. For example, Brown et al. (2007) find that the stellar

mass of the red galaxy population has grown by of a factor of 2 since z = 1.0

while results from DEEP2 suggest growth of a factor of 4 during the same epoch
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Figure 5.16 B-band luminosity evolution based on initial mass functions with dif-
ferent slopes using the fits presented in van Dokkum (2007). The grey lines show
the expected evolution of an SSP formed at z = 6 while the black lines show the
trends for z = 2; all of the tracks have been normalized at z = 0.3. If galaxies in
our sample have IMF slopes shallower than the traditional x = 1.3 Salpeter (1955)
value, we would underestimate the evolution of galaxies at z = 0.8 by ∼> 0.15 mag
by utilizing synthesis models based on the Salpeter (1955) IMF.
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(Willmer et al., 2006; Faber et al., 2007). One alternative is to measure the lumi-

nosity of each galaxy in an aperture of fixed physical size and to study the evo-

lution of the luminosity function based on this quantity. This method removes

the systematics introduced by comparing analyses done with fixed angular size

aperture or extrapolations to the total galaxy flux. Furthermore, extrapolations to

a total brightness requires careful treatment of the low surface-brightness outer

isophotes which are quite difficult to photometer without very deep imaging. It

is important to note, however, that the evolution of the luminosity within a fixed

physical aperture size addresses a slightly different question than the total lumi-

nosity function; instead of tracking the total contribution of starlight, we instead

focus on the growth of the stellar mass only in the inner region of the galaxy.

Depending on the physical aperture size chosen, these luminosity measurements

will not only be affected by the total starlight in the galaxy but also by the central

concentration. Furthermore, the aperture luminosity function and total luminos-

ity function may exhibit different evolution if the ratio of the luminosity within

the physical aperture to the total galaxy luminosity changes with time. For ex-

ample, the aperture to total luminosity ratio may change if significant mass is

accreted at large radii or the stellar concentration evolves due to recent merger

activity.

To investigate this method, we measure the evolution of the luminosity within

the inner 20h−1 kpc for each galaxy in our sample. We choose 20h−1 kpc radii

apertures as this size will enclose a majority of the galaxy light, thus minimizing

the effects on color gradients and galaxy concentration on our results, and yet

not be too large such that the photometric errors due to sky subtraction uncer-

tainties become significant. For the low-redshift SDSS galaxy samples, we make

use of the measured aperture fluxes at fixed angular sizes output by the SDSS
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Figure 5.17 Evolution of the luminosity function based upon luminosities con-
tained within the central 20h−1 kpc of massive galaxies. No significant differences
are seen when the evolution of this central flux compared to the total galaxy lu-
minosity functions presented in Figure 5.9. Measuring luminosities in apertures
of fixed physical size eliminates systematic differences in estimates of the total
galaxy flux and thus will allow for more robust comparisons between future sam-
ples.
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pipeline. For reference, the SDSS pipeline measures galaxy flux in apertures with

radii of 0.23, 0.68, 1.03, 1.76, 3.0, 4.63, 7.43, 11.42, 18.20, 28.20, 44.21, 69.00, 107.81,

168.20, and 263.00 arcseconds (see Table 7 in Stoughton et al., 2002). Based on

the measured redshift of each galaxy in our sample, we interpolate the measured

aperture photometry to the radius corresponding to 20h−1 kpc at the redshift of

the galaxy. In order to measure the fluxes of our z ∼ 0.9 galaxies at the high-

est possible signal-to-noise, we photometer these galaxies directly from the SDSS

imaging data. As our high-redshift sample was constructed from galaxies lying

in the SDSS Southern Survey region, which has been scanned several times over

the course of the survey, we construct a coadded image of 90h−1 kpc x 90h−1

kpc around each of our sample galaxies. Only data with seeing less than 1.5

arcseconds was used to construct the postage stamps. Before coadding each of

the individual SDSS frames, we do not account for the seeing variations between

each run; this has a negligible effect on the aperture fluxes on the scales we con-

sider here. On each coadded postage stamps, known sources were masked out

to avoid contamination and the flux of each galaxy was measured in a 20h−1 kpc

radius aperture.
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Table 5.7. LRG 20h−1kpc Aperture Luminosity Functions with No Evolution

Correction

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-21.55 −3.75 ± 0.01 −3.72 ± 0.01 −3.49 ± 0.04 -21.59 −3.27 ± 0.07

-21.65 −3.92 ± 0.01 −3.84 ± 0.01 −3.59 ± 0.03 -21.77 −3.33 ± 0.07

-21.75 −4.09 ± 0.02 −3.99 ± 0.01 −3.73 ± 0.02 -21.95 −3.51 ± 0.08

-21.85 −4.30 ± 0.02 −4.12 ± 0.04 −3.88 ± 0.04 -22.13 −3.74 ± 0.09

-21.95 −4.55 ± 0.03 −4.39 ± 0.01 −4.08 ± 0.05 -22.31 −4.01 ± 0.10

-22.05 −4.93 ± 0.05 −4.62 ± 0.02 −4.33 ± 0.01 -22.49 −4.53 ± 0.15

-22.15 −5.15 ± 0.06 −4.94 ± 0.03 −4.58 ± 0.02 · · · · · ·

-22.25 −5.64 ± 0.12 −5.23 ± 0.04 −4.85 ± 0.02 · · · · · ·

-22.35 −5.93 ± 0.16 −5.52 ± 0.05 −5.18 ± 0.02 · · · · · ·

-22.45 −6.30 ± 0.25 −6.19 ± 0.12 −5.53 ± 0.03 · · · · · ·
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Table 5.7—Continued

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-22.55 −6.45 ± 0.43 −6.63 ± 0.19 −5.86 ± 0.04 · · · · · ·

-22.65 −6.64 ± 0.43 −6.63 ± 0.19 −6.20 ± 0.06 · · · · · ·

aAll number densities are expressed in units of h3 Mpc−3 Mag−1
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Table 5.8. LRG 20h−1kpc Aperture Luminosity Functions After Passive

Evolution Correction

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-21.55 −3.51 ± 0.01 −3.44 ± 0.02 −3.51 ± 0.02 -21.59 −3.61 ± 0.08

-21.65 −3.62 ± 0.01 −3.56 ± 0.02 −3.62 ± 0.02 -21.77 −3.84 ± 0.09

-21.75 −3.77 ± 0.01 −3.74 ± 0.02 −3.77 ± 0.02 -21.95 −4.12 ± 0.11

-21.85 −3.91 ± 0.02 −3.93 ± 0.02 −3.93 ± 0.05 -22.13 −4.51 ± 0.15

-21.95 −4.13 ± 0.02 −4.16 ± 0.01 −4.19 ± 0.01 -22.31 −5.09 ± 0.22

-22.05 −4.33 ± 0.02 −4.37 ± 0.02 −4.42 ± 0.01 -22.49 −5.81 ± 0.23

-22.15 −4.64 ± 0.03 −4.62 ± 0.02 −4.69 ± 0.02 · · · · · ·

-22.25 −4.92 ± 0.05 −4.98 ± 0.03 −4.98 ± 0.02 · · · · · ·

-22.35 −5.26 ± 0.07 −5.27 ± 0.05 −5.29 ± 0.03 · · · · · ·

-22.45 −5.65 ± 0.12 −5.69 ± 0.07 −5.72 ± 0.06 · · · · · ·
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Figure 5.17 and Tables 5.7 and 5.8 show the aperture magnitude luminosity

functions as a function of redshift. The aperture luminosity functions shown in

Figure 5.17 show some systematic differences compared to the total luminosity

functions presented in Figure 5.9. At fixed luminosity, the aperture luminosity

function reports a systematically smaller number density than the total luminos-

ity function. As the aperture luminosity measurements do not measure the full

galaxy flux (with a median Maper − Mtotal ∼ 0.15 mag), the aperture luminosity

function is shifted toward fainter magnitudes compared to the total luminosity

function. Secondly, the number density falls off more rapidly toward more lu-

minous galaxies when aperture magnitudes are considered rather than total lu-

minosities. This appears to be due to differential aperture losses as a function

of luminosity; more luminous early-type galaxies have larger effective radii and

thus more flux is missed by a fixed physical size aperture. While the shape and

normalization of the aperture luminosity function have systematic differences

with the total luminosity function, the aperture luminosity functions show little

evolution in the 0.1 < z < 0.9 range after the effects of passive evolution are

removed just as is seen for the total galaxy luminosity function.

The squares on Figure 5.11 and values in columns (3) and (5) of Table 5.4 and

Tables 5.5 and 5.6 show the lack of evolution quantitatively - while the luminosi-

ties computed using physically sized apertures were systematically fainter than

the total galaxy luminosities, as expected, the evolution of the central 20 h−1 kpc

of these massive red galaxies appears to follow the evolution of the ensemble

starlight. These measurements can provide a benchmark for future comparisons

of the luminosity function without the need to correct for systematic differences

between the photometric methods used.
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Table 5.8—Continued

log10 Galaxy Number Densitya log10 Galaxy Number Densitya

M0.3r − 5 log h 0.1 < z < 0.2 0.2 < z < 0.3 0.3 < z < 0.4 M0.3r − 5 log h 0.7 < z < 0.9

(1) (2) (3) (4) (5) (6)

-22.55 −6.31 ± 0.25 −6.31 ± 0.15 −6.19 ± 0.09 · · · · · ·

-22.65 −6.72 ± 0.43 −6.62 ± 0.22 −6.95 ± 0.21 · · · · · ·

aAll number densities are expressed in units of h3 Mpc−3 Mag−1
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5.5 Spectral Evolution of Massive Galaxies Since z ∼ 0.9

While each of our individual MMT galaxy spectra have too low signal-to-noise to

perform any detailed measurements of line strengths, averaging the entire sam-

ple results in a modest quality spectrum which can be used to measure the change

in the spectral structure of massive red galaxies since z ∼ 0.9. We construct

the average LRG spectra in each redshift bin used to calculate our luminosity

functions presented above : 0.1 < z < 0.2, 0.2 < z < 0.3, 0.3 < z < 0.4, and

0.7 < z < 0.9. We limit the luminosity of the galaxies used in this analysis to

the evolution-corrected magnitude range of −23 < M0.3r − 5log h < −22 to fo-

cus on galaxies for which we are very complete. After masking within 10 Å of

each of the strong emission lines arising from the Earth’s atmosphere, we shift

the observed spectrum of each galaxy to the rest-frame and normalize it by the

average flux between 4100-4200Å. We construct the mean spectrum by weight-

ing each individual spectrum with the same weight assigned to that galaxy when

calculating the luminosity function (including the 1/Vmax) and thus construct the

composite spectrum of a typical galaxy in each of our redshift bins.

Figure 5.18 shows the coadded spectra of massive red galaxies from z = 0.1 to

z = 0.9. Each of the composite spectra look quite similar showing the strong spec-

tral features characteristic to old stellar populations. While the high-redshift com-

posite spectrum clearly shows enhanced [O II] emission compared to the lower-

redshift spectra other differences between the spectra are more subtle. Figure 5.19

shows the measured Hδ and G-band at 4300 Å absorption equivalent width, from

our composite spectra. A solar-metallicity stellar population formed at z = 2 us-

ing a Salpeter (1955) IMF with subsequent passive fading is shown with the solid

line. Our measurements are broadly consistent with the passive fading of stars

since z ∼ 0.9. Note that we make no claim that since these points lie near the
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solar-metallicity track that we expect these galaxies to have solar metallicity or

have a given age. It has been shown (e.g. Eisenstein et al., 2003) that LRGs show

α-enhancements compared to solar and also that the age and metallicity of the

stellar populations one might derive from most spectral indicies are degenerate.

Instead, we simply illustrate that the data follow the same trend expected for a

passively fading population.

In order to model the amount of recent star formation activity allowed by

our high-redshift composite spectrum, we model it as the linear combination of

a passively faded version of our low-redshift spectrum plus a frosting of more

recent star formation activity. The lowest-redshift composite is well fit by a 7.0

Gyr, solar metallicity, population. Thus, we model our high-redshift composite as

the non-negative linear sum of a 1.9 Gyr population – the universe has aged by 5.1

Gyr between z = 0.8 to z = 0.15 – and a frosting of either 10Myr, 100Myr, or 1Gyr

stars. We find that the high-redshift composite is best modeled by a single-age

population at 1.9 Gyr with no need for the presence of younger stars save for the

[O II] which may be generated by either young stars or enhanced AGN activity.

We can constrain the presence of 10Myr, 100Myr, and 1Gyr stars to contribute less

than 0.1%, 0.5%, and 5% of the stellar mass based on our spectral fits with 99%

confidence. Thus, it appears that high-redshift LRGs have enhanced signatures of

youth compared to their low-redshift counterparts due to the passive evolution

of their stellar populations. We find no signatures of more recent star formation

activity in our high-redshift sample indicative of recent gas-rich mergers at z ∼

0.9.

The evolution of the average spectrum presented here may be underestimated

in the event that galaxies with weak absorption lines are preferentially removed

from the sample due to redshift determination failures. We do not expect our



175

Figure 5.18 Average spectrum of LRGs since z = 0.9. Each composite spectrum
shows features characteristic of old stellar populations while the highest redshift
spectrum shows enhanced [O II]λ3727 emission and stronger Balmer absorption
indicating the presence of younger stars. The location of Balmer features are
marked by vertical bars. As discussed in §5.5 , we model the high-redshift aver-
age spectrum with a passively faded version of the low-redshift composite com-
bined with a recent frosting of young stars. We find at most 5% of the stellar mass
in the average high-redshift LRG has formed within 1Gyr of z = 0.9.
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Figure 5.19 Equivalent widths of Hδ and G-band absorption features from the
composite galaxy spectra. The style of data point corresponds to the redshift of
the composite spectrum; star: 0.1 < z < 0.2, asterisk: 0.2 < z < 0.3, square: 0.3 <
z < 0.4, and circle: 0.7 < z < 0.9. The solid line shows the expected trend for a
solar-metallicity galaxy formed at z = 2 from Bruzual & Charlot (2003) models.
Errors are comparable to the size of each data point. While only illustrative, the
observed composite spectra show similar trends as that expected of a passively
fading population.
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spectroscopy to be biased in this way, however. Primarily, as the absorption line

strength is correlated with the total galaxy luminosity, we expect the galaxies

with weak lines to have luminosities fainter than the limits imposed in creating

our composite spectra. Secondly, we would expect the presence on [O II] emis-

sion to allow redshift determination even if the absorption lines were very weak.

To examine this effect, we refit each of our galaxies after masking out the wave-

lengths affected by the [O II] emission line and find that only 3 of the galaxies

in our sample had sufficiently weak absorption lines that the presence of [O II]

dominated the redshift fitting.

5.6 Conclusions

Massive galaxies serve as probes of the merger history of the universe as these

galaxies have participated most heavily in the merger process. Using samples of

massive (L > 3L∗) red galaxies observed by SDSS at low redshift augmented with

a new spectroscopic sample of galaxies targeted from deep SDSS coadded pho-

tometry and observed with the MMT, we have measured the evolution of mas-

sive red galaxies at 0.1 < z < 0.9. Our sample is currently the largest collection of

massive red galaxies spectroscopically observed at z ∼ 0.9 and thus provides an

excellent tool for constraining the evolution of the most massive galactic systems

over half of cosmic history.

After correcting for passive evolution using a non-evolving Salpeter (1955)

IMF, we find the magnitude at which the integrated number density of the LRG

population has reached 10−4.5h3 Mpc−3 is consistent with constant with a best-fit

evolution of 0.03 ± 0.08 mag from z = 1 to z = 0. Simple toy models for the

merger histories of massive red galaxies indicate that 1:1 merger rates larger than

25% are disfavored at 50% confidence and merger rates larger than 40% are ruled
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out at 99% significance. Even if lower-mass mergers are considered, we find that

the total stellar mass contained in massive red galaxies must not have grown by

more than ∼ 50% since z = 0.9. This growth rate starkly contrasts the factor of

2-4 in stellar mass growth observed in L∗ red galaxies over the same epoch. The

processes that regulate the growth of massive red galaxies and yet allow the large

growth observed in the L∗ red galaxy population are poorly understood. As the

most massive galaxies reside in group and cluster sized haloes, the processes that

govern the assembly of clusters or the growth or an intracluster stellar envelope

may play an important role in the shaping of LRGs.

The evolution in the average LRG spectrum to high redshift also supports a

purely passive fading of LRGs since z ∼ 0.9. The composite spectrum of our

high-redshift LRGs is well-described by a passively faded version of the average

galaxy spectrum at 0.1 < z < 0.2. No recent star formation is needed to explain

our composite spectrum at z = 0.9; we constrain the mass fraction of 10Myr,

100Myr, and 1Gyr stars to be less than 0.1%, 0.5%, and 5% with 99% confidence.

Star formation in these LRGs must have completely ended by z ∼ 0.9 and very

few blue stars must have been accreted since that epoch.

While our sample comprises the largest spectroscopic sample of massive red

galaxies at z ∼ 0.9 collected to date, a sample of 300 galaxies suffers from small

numbers of objects per luminosity bin, especially at the highest masses. Future

surveys aiming to collect spectroscopic samples of many thousand LRGs at red-

shifts up to z ∼ 0.7, while at slightly lower redshifts, will have the statistics

to place tighter constraints on the overall density evolution of the massive red

galaxy population as well as to study the evolution in the LRG luminosity func-

tion shape to constrain the role of mass-dependent processes which regulate LRG

growth.
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CHAPTER 6

PRIMUS : THE PRISM MULTI-OBJECT SURVEY

6.1 Introduction

The epoch since z = 1 has been an era of dramatic galaxy evolution. Over the

last half of cosmic history, disk galaxies have faded and grown redder as their

star-formation rates have declined and L∗ early-type galaxies have doubled in

number (Willmer et al., 2006; Faber et al., 2007; Brown et al., 2007). The global star

formation rate has declined by a factor of ∼> 10 and a large fraction of disk galaxies

have had their star formation quenched and evolved into the red galaxy popula-

tion since z = 1 (Bundy et al., 2006; Hopkins, 2004). While we have begun to un-

derstand some of the mean properties of z = 1 galaxies, the current generation of

intermediate- and high-redshift surveys are severely limited by cosmic variance

and are insufficient to understand how the stellar masses, star-formations rates,

quenching from AGN feedback, clustering, and merger rates all fit into a global

picture of galaxy evolution since z ∼ 1. Quantifying evolutionary trends with

redshifts requires larger redshift surveys with multiwavelength imaging span-

ning from the X-ray to the infrared in order to reduce the cosmic variance uncer-

tainties and to minimize systematics associated with determinations of physical

parameters.

Astronomy has entered an era of wide-field imaging. Major surveys in the UV,

optical, and infrared are mapping wide areas with depth sufficient to detect large

numbers of galaxies and AGN to z ∼ 1. Of particular note are the Spitzer Wide-

area InfraRed Extragalactic Survey (SWIRE; Lonsdale et al., 2003), the GALEX

Deep Imaging Survey (DIS), and the Spitzer Shallow Survey (Eisenhardt et al.,

2004) which are covering about 70 deg2 to depths that reach below L∗ at z = 1
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from the UV to far-IR. The 2 deg2 COSMOS field (Scoville et al., 2007) combines

high-resolution imaging from the Advanced Camera for Surveys (ACS) on the

Hubble Space Telescope (HST) with a rich multiwavelength dataset. Further-

more, many of the deep optical and infrared surveys now have accompanying

X-ray imaging from XMM-Newton or Chandra.

While the area covered by wide-area imaging surveys has grown exponen-

tially in the recent past, imaging alone cannot measure the three dimensional

structure of the universe and is limited by observing the three dimensional uni-

verse on our two dimensional sky. Wide-field redshift surveys are necessary to

effectively leverage multiwavelength imaging datasets and to maximize the sci-

entific return. With the combinations of wide-area imaging and redshifts, we can

study the distribution of stellar masses, star formation, and halo masses in di-

verse types of galaxies, across a wide range of environments, and as a function of

redshift.

Locally, the SDSS (York et al., 2000) and 2dF (Colless et al., 2003) surveys

have observed a large sample of galaxies which overcomes the cosmic variance

of large-scale clustering creating a sample of ∼ 1 million galaxies over a quarter

of the observable sky. At z ∼ 1, a number of projects such as the Deep Evolu-

tionary Extragalactic Probe 2 (DEEP2; Faber et al., 2003), the Vimos-VLT Deep

Survey (VVDS; Le Fèvre et al., 2004), and COMBO-17 (Wolf et al., 2003a), have

mapped large volumes of the distant universe and have provided the data which

has shaped our current understanding of galaxy evolution. Existing surveys at

z ∼ 1, while pioneering, do not probe volumes comparable to those observed at

low-redshift and are still strongly effected by cosmic variance.

While high-precisions spectroscopic redshifts remain the gold standard for

measuring galaxy distances, low-precision photometric redshifts from imaging
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datasets alone have become popular because they are less observationally expen-

sive for large samples of galaxies over wide areas (Budavári et al., 2003; Mobasher

et al., 2004; Padmanabhan et al., 2005; Blake & Bridle, 2005; Gladders & Yee, 2005).

The usual broadband (R ≡ λ/∆λ ∼ 3− 5) photometric redshifts are prone to sys-

tematic errors, have a non-trivial fraction of catastrophic failures, and, at best,

have uncertainties that are large compared to the clustering lengths of typical

galaxies. At z ∼> 0.5, photometric redshift errors can be large enough to produce

significant uncertainty in the inferred physical quantities such as galaxy lumi-

nosities, stellar masses, and star-formation rates. To minimize the effects of these

errors, the COMBO-17 project increased the spectral resolution of their photom-

etry by measuring galaxy fluxes in 5 broad-band filters and 12 medium-band

filters, resulting in R ≈ 15. These additional filters reduced the redshift errors

from 5% to 1% and lowered the fraction of catastrophic redshift failures.

This chapter describes the PRIsm MUlti-object Survey (PRIMUS), a new red-

shift survey aimed at obtaining redshifts for ∼ 250, 000 galaxies to z ∼ 1 over a

volume comparable to that available from low-redshift surveys at z = 0.1. For

comparison, Figure 6.1 shows PRIMUS in relation to the volume and number of

spectra of other surveys of the universe to z = 1. PRIMUS is able to observe large

numbers of galaxies simultaneously by observing galaxies only at low-resolution

leading to very efficient mapping of large areas of the sky. PRIMUS uses the

Baade 6.5m Magellan telescope at Las Campanas in Chile. We replace the tradi-

tional grating or grism in the IMACS spectrograph with a specifically designed

prism to obtain spectra for ∼ 3000 galaxies simultaneously.

The exposure time needed to reach a given signal-to-noise ratio scales as R2

in narrow-band imaging surveys; one factor of R for the number of filters needed

to reach the desired resolution and another for the exposure time needed to reach
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Figure 6.1 The volume and number of redshifts compared amongst several sur-
veys at z < 1. PRIMUS, for the first time, probes to universe to z ∼ 1 with volume
and numbers of objects comparable to the largest low-redshift datasets.
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a given imaging depth per filter. In PRIMUS, we capitalize on the weakness that

imaging surveys spend the majority of their imaging pixels measuring blank sky.

It is more efficient to disperse light from each object and fully utilize the detector

space available; in this situation, exposure times go as R to reach a given signal-

to-noise per resolution element. While this method may require two slit masks to

minimize the effects of collisions between traces and has the added inefficiency

of spectroscopic optics, at R ≈ 20, the efficiency gain using low-resolution spec-

troscopy is more than enough to compensate for these extra overheads.

This chapter summarizes the design, execution, and data processing involved

with the PRIMUS project. At the time of this writing, many of the details of

the reduction code are in flux; while this chapter will provide an overview of

the project, none of the details included here are firmly finalized. The interested

reader should read PRIMUS data release publications for full survey details. In

§6.2, we detail the target selection, photometric catalogs, and sparse sampling

methods used when executing PRIMUS. The two-dimensional data and the pro-

cessing steps completed in taking the two-dimensional images and producing

extracted one-dimensional spectra are described in §6.3 and the calibration pro-

cedures used on our one-dimensional spectra are detailed in §6.4. The current

implementation of the PRIMUS redshift finder is described in §6.5. We summa-

rize the current status of PRIMUS reductions and conclude in §6.6.

6.2 Target Selection

6.2.1 Photometric Catalogs

One fundamental limitation of any spectroscopic survey is that prior imaging is

required to select objects of interest. The strategy for PRIMUS was to capitalize

on the wealth of existing wide-field imaging in the optical to create an optically
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flux limited survey and to focus most heavily on datasets with existing multi-

wavelength imaging from Spitzer, Chandra, or GALEX.

White using pre-existing optical imaging alleviates the need for new imaging

observations, using imaging catalogs from separate teams with different cam-

eras on telescopes at various sites leads to inhomogeneous selection functions be-

tween each imaging survey. Table 6.1 lists the imaging catalogs used for PRIMUS

observations. The filters and photometric reference system vary between sur-

veys, so care must be taken when trying to select homologous samples of objects

spanning all the surveys. Even a simple flux limited survey is not trivially cre-

ated based on this imaging data; no filter is shared between each dataset. Section

6.2.2 discusses the solutions used to address these dataset homogeneities.

The fields listed in Table 6.1 were not chosen randomly. Each of these fields

have either publicly available images, catalogs, or existing imaging obtained through

new collaborations. Furthermore, we focused on fields with existing multiwave-

length data available from Spitzer, Chandra, XMM-Newton, or GALEX or high-

resolution imaging from HST. Table 6.2 highlights the multi-wavelength data

available in several of the fields observed with PRIMUS. These multiwavelength

data are of great value as the infrared photometry provides robust measures of

the stellar masses of sample galaxies, IR+UV photometry probes the total ob-

scured and unobscured star formation rate, and the X-ray imaging serves as a

means to isolate active galaxies.

6.2.2 Target Selection Criteria

In choosing PRIMUS targets, we want a full census of all galaxies at 0.2 < z < 1.0.

While we don’t formally select against galaxies at z < 0.2, the volume probed

over tens of square degrees is quite small so the final statistics will be quite poor

within PRIMUS at these redshifts. At z ∼> 1, the 4000Å break and Balmer break
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Table 6.1. Optical Imaging Catalogs Used to Select PRIMUS Targets

Survey Area (deg2) Filters Photometric System

(1) (2) (3) (4)

CDFS 5.3 ugriz Vega

XMM-SWIRE (CFHTLS) 18.3 ugriz AB

XMM-SWIRE (Subaru) 1.2 BV Rciz AB

COSMOS 2.0 ACS814W AB

DEEP2 2.0 BRI AB

DLS - D4 3.5 BV RZ Vega

ELAIS S1 1.5 BV R Vega

Table 6.2. Multiwavelength Imaging in PRIMUS Fields

Survey Spitzer GALEX X-Ray

(1) (2) (3) (4)

XMM-Swire X X X

ELAIS S1 X X · · ·

CDFS X X Pa

DEEP2 X X X

aThe central region of the CDFS has

Chandra imaging
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redshift into the extreme red making redshift determinations more difficult. At

z > 1.4, the 4000Å break redshifts out of the optical removing the key feature

used when fitting low-resolution spectra or broadband photometry to derive a

redshift.

Using a set of color cuts to select galaxies in the redshift range of most interest

can also remove galaxies with peculiar colors and requires a homogeneous set of

photometry. Given the inhomogeneous optical passbands used in our targeting

photometry, variable relative depths of each imaging dataset, and non-aperture

matched fluxes in many of the targeting catalogs, color pre-selection would likely

result in very inhomogeneous galaxy samples making statistical investigations

difficult. Furthermore, in PRIMUS, we would like to measure the evolution of

galaxies internally throughout the full 0.2 < z < 1.0 redshift range and thus any

redshift-dependent incompleteness caused by imperfect color cuts would bias

our measurements. Instead of a set of optical color cuts, we rely on a simple

flux-limited sample for galaxy targets.

Our goal in target selection was to create an i < 23 sample of galaxies with

which to perform our statistical analyses of galaxy evolution. While early data

and signal-to-noise simulations showed that our redshift success for galaxies at

i > 22.5 would be significantly degraded compared to our goal of σz/(1+z) ∼ 1%,

certain classes of galaxies such as emission line objects or AGN may yield red-

shifts to fainter limits. Thus, our general targeting strategy was to fully sample

the i < 22.5 galaxies and to target fainter galaxies with an a priori known sparse

sampling rate. As all targeting weights are known exactly and are saved, we

can observe a subset of our full photometric galaxy sample and statistically re-

construct it from our sparsely sampled spectroscopic dataset. The details of the

sparse sampling used in PRIMUS is described in §6.2.3.
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In general, we use the star-galaxy separation provided by the optical imaging

teams to remove point sources from our targeted sample. For fields with existing

Spitzer imaging, we add additional cuts to remove stars from the sample without

also removing AGNs. Objects marked as point sources in the optical imaging but

passed any of the following cuts were flagged as AGN candidates and included

in our targeting sample.

[3.6] − [4.5] > −0.1 (6.1)

[3.6] − [5.8] > −0.4 (6.2)

[3.6] − [8.0] > −1 (6.3)

[3.6] − [24] > −2 (6.4)

g − r < 0.9 (6.5)

u − g < 0.7 (6.6)

(r − i) − 0.45(g − r) − 0.03 > 0.2 (6.7)

Equations (6.1)-(6.7) keep point sources with optical or IRAC colors consistent

with being an AGN or inconsistent with colors on the stellar locus. In the ELAIS-

S1 field, in which we only have BV R optical photometry, we exclude Equations

(6.5) - (6.7) but retain the Spitzer cuts. Figure 6.2 shows the optical color-color

space for point sources in the SWIRE observations of the Chandra Deep Field

South. The blue asterisks mark objects classified as stars and lie on a well-defined

stellar locus in these colors. Similarly Figure 6.3 shows the IRAC color-color space

of both galaxies and point sources in the same dataset. In general, AGN have red

[3.6µm] − [4.5µm] colors compared to galaxies and stars due to their non-thermal

continua. The AGN candidates separated from the main AGN locus are likely

either unresolved galaxies or stars with peculiar colors which are included with

our broad AGN selection.
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Figure 6.2 Optical g − r versus r − i color-color space for point sources detected
in the SWIRE observations of the Chandra Deep Field South. The blue asterisks
show point sources which are unresolved in the optical i-band imaging and do
not display any characteristics suggesting that they might be AGNs as detailed
in Equations (6.1) - (6.7). The red diamonds mark the colors of AGN candidates
which are targeted for PRIMUS spectroscopy.
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Figure 6.3 Mid-infrared colors of stars, galaxies, and AGN targets from SWIRE
observations of the Chandra Deep Field South. The greyscale shows the color
distribution of all mid-infrared detect objects with i < 22.5 and detections in
all four Spitzer IRAC bands regardless of optical morphology. The red dia-
monds and blue asterisks show the colors of AGN candidates and stellar con-
tamination as described in Figure 6.2 and the text. As the mid-infrared photom-
etry probes the Rayleigh-Jeans tail of the stellar continua, stars cluster around
[3.6µm] − [4.5µm] ∼ −0.45 and [5.8µm] − [8.0µm] ∼ −0.6.
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While we would like to select our targets based only a simple i-band flux

limit, not all of the existing optical imaging datasets has i-band imaging. In the

event that i-band photometry was unavailable for a given field, we then create

a flux-limited sample based on either r−, R−, or I−band imaging. Table 6.3

lists the flux limits used in each of our fields explicitly. As galaxies, in general,

don’t have zero color, a flux limited sample of i < 22.5 does not translate to

R < 22.5. In adjusting the flux limits for the different targeting imaging datasets,

we chose flux limits such that the cumulative galaxy number counts at the flux

limit were comparable between surveys. In essence, this corrects the flux limit

for the average color of galaxies in our sample, but individual objects are not

targeted to different depths based on their observed colors. Clearly, this will lead

to varying selection functions between targets selected from different imaging

surveys and will need to be modeled when using the ensemble PRIMUS galaxy

sample.

6.2.3 Sparse Sampling

The footprint of PRIMUS spectra covers 30” x 8” on the sky and thus any close

pairs of galaxies will have, at maximum, only one galaxy of the pair observed on

a given slit mask. In this case, the two-point correlation function will be unrecov-

erable due to the large spectroscopic incompleteness at small and intermediate

scales. To ensure that the two-point correlation function is well-defined on these

scales and to increase our completeness, we observe each PRIMUS pointing with

two separate masks. This method naturally breaks slit conflicts for close pairs as

each galaxy of the pair is observed.

In detail, galaxies are often found in groupings larger than pairs. In this case,

two masks cannot fully observe every galaxy in the group and thus targets must

be chosen in such as way that the full photometric sample can be reconstructed
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Table 6.3. Flux Limits Used to Select PRIMUS Targets

Survey PRIMUS Target Name Flux Range

(1) (2) (3)

CDFS SWIRE BRIGHT i < 22.5

SWIRE FAINT SPARSE 22.5 < i < 23.5

XMM-SWIRE (CFHTLS) CFHTLS BRIGHT i < 22.5

CFHTLS FAINT 22.5 < i < 23.5

XMM-SWIRE (SUBARU) SWIRE BRIGHT i < 22.5

SWIRE FAINT SPARSE 22.5 < i < 23.5

COSMOS COSMOS GALAXY I < 22.7

COSMOS GALAXY FAINT 22.7 < I < 23.2

DEEP2 DEEP2 COMP BRIGHT R < 22.8

DEEP COMP FAINT 22.8 < R < 23.5

DLS - D4 DLS R < 22.8

DLS FAINT 22.8 < R < 23.3

ELAIS S1 SWIRE BRIGHT r < 22.7

SWIRE FAINT SPARSE 22.7 < r < 23.7
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statistically from the spectroscopic sample for robust clustering and galaxy evo-

lution studies. In a simple case, one would consider every galaxy in the con-

flicting group and randomly select the galaxies that would receive slits. In this

simple case, however, galaxies in dense environments are systematically chosen

more often compared to field galaxies when the conflicts are resolved as they will

dominate the number of galaxies in colliding groups. In order to more fully sam-

ple the range of galaxy environments, PRIMUS uses a more complex method in

resolving conflicts. We divide the galaxy sample into two groups - group A con-

tains the bright galaxies (i < 22.5) and group B contains a fainter collection of

galaxies (22.5 < i < 23.5). The number of A+B collisions is calculated for each

galaxy in the two samples. Any galaxy in group B that has more than 2 collisions

is then sparse sampled at a rate of 30%. This sparse sampling is done to ensure

that the faint galaxies, which will likely have higher redshift incompleteness and

less secure redshifts, do not dominate the assigned slits compared to the bright

galaxies where we predict better redshift performance.

After the sample of faint galaxies has been sparse sampled, we again count the

number of A+B collisions for every galaxy in the surviving A+B superset. Now,

we assign a spare sampling probability of

p(Nconflicts) =











1 Nconflicts ≤ 2

1.8
Nconflicts

Nconflicts > 2
(6.8)

to each galaxy. This entire sample is then sparse sampled according to this proba-

bility. That is, every galaxy is assigned a random number between 0 and 1; if this

random number is smaller than p(Nconflicts), then the object remains in the galaxy

sample. Otherwise, the galaxy is assigned a lower priority, so that is might be

added as a filler object after all the high priority targets have been targeted. We

consider the sample of surviving sparsely sampled galaxies our primary galaxy
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sample. With this density-dependent sparse sampling algorithm, very dense re-

gions are more heavily spare-sampled compared to field areas. This ensures that

spectra are taken for large samples of galaxies over a broad range of environ-

ments. As all of this density-dependent sparse sampling is done using well-

defined weights which are tracked throughout the target selection process, the

full photometric sample can be statistically recovered and galaxy environments,

clustering, and the evolution of galaxy properties can be derived with robust

statistics.

Slits are assigned to each mask from the primary sample with the goal of plac-

ing the maximum number of non-overlapping slits possible onto the mask. After

the sample of primary galaxies have been selected, any galaxies which did not

survive the density dependent sparse-sampling but which can be placed onto

the mask without colliding with primary objects are targeted. Finally any filler

objects, such as very faint galaxies, galaxies provided from external catalogs as

objects of interest, or galaxies which have already been targeted on other PRIMUS

masks are added to the mask at the lowest priority.

In addition to galaxy targets, we also target 10-16 bright stars which are used

to acquire and align the telescope and instrument on our field. Furthermore,

we target 20 to 50 blue point sources per mask for flux calibration. These F-star

candidates were used with great success by SDSS and AGES; the simple spectra

of F stars in the red and the large surface density of them on the sky make them

ideal as instantaneous probes of the throughput of the system and transparency

of the sky. The general strategy used to select these objects was to isolate the

blue tip of the stellar locus in optical color-color space based on selection used by

SDSS and AGES previously.

Figure 6.4 shows the layout of one PRIMUS mask in the XMM-SWIRE field.
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The grey circular region shows the usable portion of the IMACS field of view in

f/2 mode; there is strong vignetting in the IMACS camera that makes the corners

of the field of view unusable. Each of the small points shows a possible target; the

colored points each show objects for which a slit was cut on this mask. The blue

asterisks show the positions of blank sky slits used as quality assurance checks

for our spectral extractions. The red diamonds mark filler objects which were

added to the mask after the high priority primary galaxy sample (green circles)

and calibration F stars (magenta stars) were assigned slits. The black squares

mark the locations of alignment stars used to acquire the field but which are not

extracted. Generally, we find that we can assign slits to 95% of the primary galaxy

sample. Typical PRIMUS masks have 2500-3000 objects targeted.

6.3 Two-Dimensional Reductions

6.3.1 Prism Characteristics and Data Overview

The resolution of PRIMUS spectra has a strong dependence on wavelength. Fig-

ure 6.5 shows the resolution of PRIMUS prism per pixel (λ\∆λ) from 4000 Å to

1µm . With this resolution, the full optical spectrum from ∼ 4200Å to 1 µm covers

∼ 150 pixels on the detector. In the red, the night sky spectrum is dominated

by a forest of emission lines which are completely unresolved at the resolution

of PRIMUS. Figure 6.6 shows both a high-resolution sky spectrum from Gemini

North and the same spectrum after it has been convolved to PRIMUS resolution.

As the sky is much brighter than the objects considered here, robust sky sub-

traction is required in order to measure redshifts for the faintest galaxies in our

sample. High resolution spectroscopy can resolve the night sky lines in the red

and measure the spectrum between these lines, but at the PRIMUS resolution, we

do not have any information about individual lines and only the ensemble sky
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Figure 6.4 Target layout on PRIMUS mask #210. The 8 rectangular boxes mark
the locations of the 8 IMACS CCDs on the field; the corners of the IMACS field
of view is heavily vignetted, so only the grey shaded region is used when choos-
ing targets and modeling the PRIMUS window function. The small black points
show each of the possible targets in the field while the colored points mark the
locations of objects which slits on this mask. The high priority objects (magenta
stars marking the calibration F stars and green circles marking the primary galaxy
sample) are selected first and then any remaining area is filled with either lower
priority filler objects (red diamonds) or empty sky slits (blue asterisks).
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Figure 6.5 Resolution per pixel of the PRIMUS prism (λ\∆λ) from 4000Å to 1µm .
The strong wavelength dependence results in higher precision spectroscopy in
the blue compared to the red. Furthermore, moderate strength emission lines
will only be visible if they are in the blue. The strong Balmer and 4000Å breaks
of galaxies throughout the 0.2 < z < 1.0 redshift range are sufficient for red-
shift determinations even if the break appears in the low-resolution red end of
PRIMUS spectra.
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Figure 6.6 The night sky spectrum measured during a dark sky from Gemini
compared at both high resolution (top panel) and convolved to the resolution
of PRIMUS observations (bottom panel). To show detail in the high-resolution
spectrum, the top panel is plotted on a log scale while the low-resolution bottom
panel uses a linear range. The strongest sky lines in the blue are still visible at
PRIMUS resolution, but the forest of emission lines in the red, where the PRIMUS
resolution is quite small, are unresolved.
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spectrum.

The CCDs used in the IMACS camera are not thick chips and thus suffer from

modest levels of fringing in the red due to the presence of monochromatic emis-

sion lines in the night sky spectrum. In order to minimize the effect of flat-fielding

imperfections and fringing on our final sky subtraction, we observe in nod &

shuffle mode (e.g., Glazebrook & Bland-Hawthorn, 2001). Using this method, we

cut two slits for each target object. First, we acquire the field, using the bright

alignment stars placed on each CCD. The shutter is opened, usually for 60s, ob-

serving the object plus sky light in slit A while slit B only observes the sky. After

this 60s exposure, the shutter is closed, the telescope is nodded such that the

object now falls in slit B. The charge gathered in the CCD is shifted up on the de-

tector (either 8 or 10 pixels depending on the specifics of our mask design) such

that the light from the first exposure is in a non-illuminated portion of the chip.

The shutter is then reopened and another 60s is taken with slit A observing only

sky and slit B observing both sky and object. The shutter is then closed, the tele-

scope nodded again to return the object to slit A, and the charge shuffled back to

its original location. In this way, both the sky and object are observed through

each slit so variations in the laser slit cutting and slit size (and thus resolution)

differences do not affect the sky subtraction. Furthermore, since the physical pix-

els which collect the light from slit A in the sky position and the slit A sky+object

position are the same, flat-fielding errors and fringing in the CCDs do not lead

to sky-subtraction errors. While the nod & shuffle method provides a perfect sky

subtraction in the presence of flat-fielding and fringing errors, for a fixed expo-

sure time, the signal-to-noise ratio in the final spectra are degraded by a factor of
√

2 as the sky spectrum that is subtracted has half the exposure time as it would

for a standard observation. This shorter effective exposure time leads to a factor
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of 2 less photons measured in the sky and thus the sky subtraction errors are in-

creased by Poisson noise. PRIMUS observations typically consist of four to six

nod & shuffle exposures with a total on-source exposure time of (60s × 8 cycles

× 2 apertures) 960s.

Generally, slit A and slit B could have any orientation desired with respect

to each other. Often, rather than cutting two slits for each object, the object is

nodded between two positions on a single long slit. In PRIMUS, we chose to nod

between two slits separated both along the spatial direction and dispersion direc-

tion of the IMACS focal plane. By including a nod along the spectral direction, a

single bad column affects two different wavelength in slit A compared to slit B.

Thus, a single bad column does not remove all information at a given wavelength

for an object; wavelengths masked in slit A will correspond to an unmasked pixel

in mask B. Panels (a) and (b) of Figure 6.7 shows examples of the slit layout for

PRIMUS observations and a portion of a raw data frame showing 2 objects before

any processes has been completed.

Before any extraction is performed on raw images, we first create a mask of

known bad pixels and cosmic rays. Throughout all of our reduction steps, we

track the direct image, a two-dimensional pixel mask, and an inverse variance

image to ensure that any information about masked pixels is properly propa-

gated through the extraction and spectral fitting. A global bad column mask is

applied to every IMACS image from our survey; bad columns were identified

manually. Masked columns are interpolated over and are assigned a mask bit

and a zero inverse variance such that they are not used in any spectral fitting.

We then construct the median of all of the PRIMUS observations of a single field;

this median image is clean from cosmic-rays. Each individual exposure is then

compared to the median image and any pixel that deviates from the median im-
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Figure 6.7 Six stages of two dimensional data processing completed in the
PRIMUS pipeline. Panel (a): Four slits in a PRIMUS slitmask without a dis-
perser. The four slits mark the A and B positions for two objects targeted for spec-
troscopy. Panel (b): Raw data frame from IMACS. The four traces for each object
(from top to bottom) are the A position sky, A position sky+object, B position
sky+object, and B position sky. Panel (c): Scattering light halo image constructed
as described in §6.3.2for the same region of the image as shown in panels (a) and
(b). The scale in this panel is quite different from the other panels; the peak of the
image shows in panel (c) is 2% of the peak in panel (b). Panel (d): Halo-subtracted
two-dimensional image after the halo in panel (c) has been subtracted from the
raw image. Panel (e): Modeled flux contained in the sky as described in §6.3.3.
Panel (f): sky-subtracted two-dimensional image. Only pixels contained within
each of the 4 traces for the two objects in the image have been subtracted. Outside
these regions, excess light can be seen in the image but this light is not included
when objects are extracted.
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age at 5σ or more compared to the Poisson noise and read noise expected in the

image are masked as cosmic rays. All pixels within 1 pixel of the inferred cosmic

ray locations are masked out, as well. All masked pixels are tracked in the bad

pixel mask, masked pixels in the raw image are set to zero, and have their inverse

variances set to zero. Once each exposure has a cosmic ray mask, we construct

the total light image for each mask by adding the the counts from each input im-

age. The average image is then constructed by dividing each pixel in the summed

image by the number of unmasked pixels that contributed to the total.

6.3.2 Scattered Light

IMACS images suffer from large diffuse haloes of light around bright sources.

The total light contained in this halo is correlated with the flux of nearby bright

stars. The halo from one bright star an be seen to cross CCD gaps, indicating that

the haloes are likely not due to scattering within the CCDs themselves and are

likely created in the camera optics. The presence of excess light that is not subject

to the nod & shuffle procedure such as this large scattering halo term will natu-

rally lead to errors in the nod & shuffle sky subtraction and thus it is important

that we remove the contribution of the scattered light before performing out sky

subtraction.

We quantify the IMACS scattering halo term by choosing a set of well-isolated

slits in the PRIMUS images and construct a convolution kernel which describes

the light in pixels outside of the object and sky traces in the vertical direction. We

find a Lorentzian-like kernel, after being convolved with the raw data frame, re-

produces the haloes observed on large scale. Quantitatively, we create a circularly

symmetric kernel, scirc such that

r2 =
x2

pix + y2
pix

800
(6.9)
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scirc =
1

(1 + r2)1.08
. (6.10)

While this kernel does a modest job at removing the large scale halo, the wave-

length of the incidence light appears to have a modest effect on the shape of the

scattering light halo. To parameterize this, we add a dipole-like term to the ker-

nel:

θ = arctan
ypix

xpix
(6.11)

sdip = scirc cos θ. (6.12)

This dipole term mimics the behavior of a wavelength-dependent kernel without

requiring a detailed understanding of what wavelength of light is contributing

to each pixel. Figure 6.8 shows both a one-dimensional cut through the the cir-

cularly symmetric halo and the two-dimensional shape of the final halo. Once

the halo kernel has been constructed, the raw IMACS image is convolved with

the kernel to make a two-dimensional mapping of the scattered light. In order

to properly normalize the scattered light image, we mask out any pixels which

have light contributions from the object traces themselves. We then fit a two-

dimensional quadratic normalization in xpix and ypix by comparing the unmasked

pixels to the two-dimensional halo image. The best-fit spatially-dependent nor-

malization is applied to the two-dimensional halo image and then subtracted

from the raw image. Figure 6.9 shows the flux along one column in a raw im-

age compared the the flux contained in the halo model subtracted from the data.

Panel (c) in Figure 6.7 shows the halo an example of the two-dimensional halo

image subtracted from the data and panel (d) shows the IMACS image after halo

subtraction has been performed.

The master halo image is generated based on the coadded image for each

mask. In order to guard against introducing fluxing errors due to varying trans-
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Figure 6.8 Scattering halo model subtracted from PRIMUS images. Panel (a): One
dimensional cut through scirc, the circularly symmetric scattered light halo. Panel
(b) : Final kernel after the dipole-like term is included. This kernel is convolved
with the raw IMACS image to produce a two-dimensional image to be subtracted
from the raw image to remove the contribution of scattered light before spectra
are extracted. Before this subtraction is performed, the two dimensional image
of the halo is compared to the raw image after the pixels on which the spectral
traces lie have been masked out. A two-dimensional quadratic fit is performed to
determine the best halo amplitude as a function of x and y location on the CCD.
After this spatially varying amplitude has been applied to the halo image, it is
subtracted from the raw image.
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Figure 6.9 IMACS scattered light halo subtraction. The black line show a cut
along a column in a raw IMACS frame. The IMACS image has been biased sub-
tracted and thus any light between the spectral traces is due to scattered light in
the instrument. The red line shows the halo model that is subtracted from the
image before spectra are extracted.
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parency, seeing, and atmospheric extinction during the course of observing a sin-

gle mask, we do not perform extractions on the coadded image. Instead, we use

the coadded image to generate the cosmic ray pixel mask for each exposure and

generate the scattered light halo correction and then use this mask and correction

when extracting each of the individual exposures taken for a given mask.

6.3.3 Spectral Extraction

Once the scattered light contribution has been subtracted from the individual

exposures of a mask, we perform a three-stepped extraction to convert the two-

dimensional images to one-dimensional spectra for each of the observed objects.

Direct imaging flat fields which are produced through observations of the night

sky during twilight or an illuminated screen in the dome cannot be directly ap-

plied to the nod & shuffle observations used in PRIMUS observations. As the

image pixel that received light recorded at position x, y in a raw PRIMUS im-

age could have either been the physical pixel at location x, y on the array or

x, y + Nshuffle, care must be taken account to account for the nod & shuffle pat-

tern. In the limit that every pixel on the focal plane received photons in both

positions A and B, the flatfield appropriate for a nod and shuffled image would

be the mean of the direct image flat and the same flat which has been shifted by

Nshuffle in the readout direction. Correcting for the flatfield when using slitmasks

is more problematic each pixel receives some photons in each nod position but

the fraction in position A versus position B is not known a priori. Without this

missing information, we choose to correct each pixel by the mean flatfield in the

two nod positions; any pixel with a flatfield blemishes less than 75% of the mean

are flagged as suspect due to this flat fielding uncertainty.

During the first stage of spectral extraction, the pipeline has no information

about the spatial extent of a given object. The goal for the first pass of extrac-



206

tion is to develop a spatial profile for each object that will be used in subsequent

stages of reduction. In this stage, the sky+object traces are fit as a linear combina-

tion of the sky values measured in the sky-only traces and Nslitpix − 2 Gaussians

separated by 1 pixel and with a width of 0.8 pixels. These Gaussians form an

adequate basis set to model the light inside each slit as a function of wavelength.

While the signal to noise in each column may be too low to measure the robust

spatial distribution of light in each column, especially for the faintest objects in

our survey, the total object flux contained within the slit is sufficient to measure

the width of the light distribution. Thus, after fitting each column, the total flux

contained in the Gaussian model is summed along the spectral direction in each

trace. We fit a single Gaussian to the total flux to determine the best spatial offset

and width of the flux distribution.

The second stage of spectral extraction is similar to the first except proceeds

with the knowledge of the spatial extent of each object derived in the first step.

This phase of the extraction also removes the requirement that the sky contri-

bution to the sky+object trace be identically the sky measured in the sky-only

trace. Instead the value of the sky is fit simultaneously with the object model.

This change in the sky fitting allows the edges of the traces, were there may be

contribution from the wings of two nearby traces, to be handled properly. Fig-

ure 6.7 (panels (e) and (f)) show the results of second pass extraction. Panel (e)

shows the best-fitting two-dimensional sky model and panel (f) shows the sci-

ence frame after this sky model has been subtracted. The third stage of spectral

extraction uses the model for the spatial distribution of light measured in the first

pass of extraction to perform an optimal extraction (Robertson, 1986) of the object

light.

The PRIMUS data-model keeps the extracted spectra from slit A and slit B sep-
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arate (as they are subject to different bad pixel masks and are observed through

different physical slits. As discussed in §6.5, the observations from slit A and

slit B are kept separate throughout the redshift fitting process as well. While

our analysis doesn’t use a coadded spectrum between slit A and slit B, a coad-

ded spectrum can be helpful for quality assurance tests and thus we perform a

simple coaddition of slit A and slit B for each exposure. To perform this coad-

dition, we simply shift the spectrum from slit A by the integer number of pixels

the telescope is nodded in the spectral direction between the slit A and slit B. The

coadded spectrum is then calculated by taking the pixel-masked average of the

two apertures.

6.4 Calibration

6.4.1 Wavelength Calibration

Wavelength calibration is not a trivial practice for PRIMUS low-resolution spec-

tra. Normal methods involving arc lamp spectra are complicated since any lamp

with many nearby lines will result in heavily blended spectra at PRIMUS resolu-

tion making line identification difficult. Moderate resolution spectroscopy often

can use the locations of night sky lines to determine the wavelength solution, but,

as shown in Figure 6.6, the sky observed at PRIMUS resolution only has three

strong lines present. Furthermore, the three strong lines present in PRIMUS sky

spectra are all located at λ ≈ 6000Å and do not span enough wavelength range to

even determine an approximate dispersion.

Each PRIMUS mask was observed with a helium lamp in order to obtain a

reference for wavelength calibration. Helium has a relatively simple spectrum in

the optical and the lines are well separated in wavelength such that the PRIMUS

resolution does not result in heavily blended features. After helium spectra are
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extracted for each object slit, we first stretch each helium arc spectrum to match

the dispersion expected from a model helium arc spectrum derived from empir-

ical measurements of the He line strengths in the IMACS helium lamps. This

stretching corrects for varying dispersion of the PRIMUS prism as a function of

location on the IMACS focal plane. After each spectrum has been stretched the

composite spectrum is fitted as a linear combination of Gaussians at the known

locations of helium emission lines and a polynomial background to model con-

tamination from continuum light, both from ambient light in the dome and any

continuum produced in the lamp itself. This final stage of fitting measures the

global dispersion of the prism. Figure 6.10 shows the composite helium spec-

trum for a PRIMUS mask; the black line shows the observed spectrum (plotting

in the native pixels rather than wavelength). The vertical red lines show the posi-

tions of known helium lines; after fitting, the locations of observed spectral lines

match the expected locations quite well. Generally, we find our fits to the arc

spectra are quite good. There are caveats to using this method directly, however.

As the helium arc images are often taken in the afternoon, the thermal properties

of the instrument are quite different during these observations than the science

observations taken during the night. Furthermore, the helium lamps illuminate a

screen on the sky; while this approach is preferred over internal lamps which do

not follow the same light path as objects observed in the dome, the dome screen

is still not a perfect flat screen and the light from the screen may have systematic

wavelength differences compared to objects observed from infinity.

Initial wavelength calibration using the helium arc method described above

showed that the measured dispersion as a function of focal plane position matched

that predicted based on the optical model of the IMACS instrument and mea-

sured properties of the PRIMUS prism. While arc images are taken for every
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Figure 6.10 Composite helium arc spectrum for a PRIMUS mask. The black line
shows the average spectrum of helium arc lines after the differential stretching
between each aperture due to the prism dispersion function varying spatially
over the IMACS focal plane has been removed. This composite is fit with a lin-
ear combination of Gaussian emission lines and a polynomial background term
to account for ambient light in the dome or continuum emission from the lamp
itself. determine the global dispersion of the instrument. The vertical lines mark
the location and label the wavelengths of strong helium emission lines. Combin-
ing the global term from the composite spectrum and the stretching term applied
to each slit provides a wavelength solution for each object.
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mask and used as a check of the instrumental wavelength model, PRIMUS wave-

lengths are currently based fully on the optical model of IMACS and PRIMUS

prism. In this approach, each spectrum is assigned a wavelength solution based

on its position on the IMACS focal plane. The wavelength solution is tweaked by

fitting a model sky spectrum to the measured sky brightness in each slit allowing

the position of the object to vary around its nominal position on the focal plane.

While the unblended sky lines in PRIMUS spectra at λ ∼ 6000Å do not cover

a wide wavelength baseline, the strong lines provide a robust signal to search

for small offsets in the object positions on the focal plane. Once each object on

a IMACS CCD is modeled, we fit a two-dimensional sixth order Legendre poly-

nomial to the inferred offsets measured from individual objects. This global fit is

then used to create a final wavelength solution of each object. We use the global

fit rather than the fits from individual objects to guard against catastrophic fitting

failures on individual objects. Some positions in which the sky spectrum was

measured may have been contaminated by an object or may have had a bad col-

umn which affects the strong sky lines resulting in poor sky fits; using the entire

image to constrain the wavelengths rather than basing it on single objects allows

these object to be well calibrated.

6.4.2 Alignment Errors

The method used to wavelength calibrate PRIMUS spectra described in §6.4.1 ties

the wavelength of the object spectra to the zero-point determined from compar-

isons with the sky spectra. In detail, however, the sky spectrum uniformly fills

the PRIMUS slits whereas the object spectrum may not completely fill the slit and

is often not perfectly centered on the slit. Thus, objects may have slightly differ-

ent wavelength zero-points than the sky, especially if the objects are not centered

in the slit. We correct for systematic object alignment errors in a two step process.
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Figure 6.11 Example PRIMUS sky spectrum after wavelength calibration. The
positions of three strong sky lines are marked for comparison. The sky spectrum
is used to determine the best offset between the nominal location of the object
on the IMACS focal plane; offsets on the focal plane correspond to changes in
the wavelength solution of the sky. After fitting for the offsets for each object
on a CCD, we fit a global polynomial to the ensemble and use this best-fitting
model to derive wavelength solutions for each slit. Using the sky spectrum as a
normalization for the wavelength solution works well for objects which fill the
slits or which are well-centered; objects that have systematic misalignments will
have systematic wavelength errors, as well.
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During the two-dimensional extractions, we fit for the best centroid of the object

light in the slit. Thus, we have a two-dimensional map of each object’s offset in

the spatial direction (but no information about an object’s offset in the dispersion

direction). In general, an alignment error may be a result of an offset in the x or

y directions or an offset in rotation. The spatial offset of objects in the slits lets us

solve for the offset in the spatial direction and the net offset in angle between the

slits and the objects. After fitting for these offsets, we recalculate the wavelengths

for each object based on their new inferred locations on the focal plane.

In order to measure any offset in the spectral direction, we need to look at

the spectra themselves. Once the two offsets described above are removed, the

remaining error is a global shift in the spectral direction, so we can solve for one

bulk shift based on as many slits as possible. To make this correction, we con-

sider each of the F star candidates we targeted as calibration stars. We compare

the broadband photometry for each star to the predicted colors of F stars from

a grid of Kurucz (1993) models in temperature, metallicity, and surface gravity.

The best fitting template is then convolved to the PRIMUS resolution and the

PRIMUS throughput correction (described in §6.4.3), including an approximation

to telluric absorption expected at the airmass at which the mask was observed.

We fit the spectrum in the wavelength range 6000Å < λ < 8500Å at 20 values for

the offset between the nominal wavelengths and the object wavelengths ranging

between -3 and 3 pixels. This wavelength region was chosen as it contains strong

atmospheric water absorption lines with known wavelengths and which provide

a strong signal to match between the data and model. The shift which minimizes

the χ2 between data and model is chosen to be the best shift for a given star and

we take the ∆χ2 = 1 range as the 1σ error on the shift. As this fit is dominated by

matching the expected and observed wavelengths of the strong telluric features,
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template choice errors do not significantly bias the best fit shift. We use the tel-

luric features in our alignment correction as the key absorption features of F stars

are located blueward of 4000 Å where the IMACS quantum efficiency is quite

low and thus the signal to noise in our spectroscopy is quite poor. The telluric

features are also appealing as they are located in a portion of the spectrum where

many key spectral features are observed in the galaxies of interest and do not re-

quire large extrapolations from the pixels at λ < 4500Å which are not used when

fitting galaxy spectra. After each of the 15-30 F stars have been fit on a mask, we

remove objects in which the best fitting F star template has χ2 > 3000 over the full

150 PRIMUS pixels. The global shift is then taken to be the error-weighted mean

of the remaining F stars. The wavelengths for every object on the mask is shifted

by the amount determined from the entire mask to create the final wavelength

vector.

6.4.3 Throughput

Flux calibration in PRIMUS is done quite differently than traditional spectro-

scopic surveys. Rather than apply a fluxing calibration to all of our spectra, we

instead track the appropriate fluxing vector for each slit and use this as a inverse

fluxing vector when modeling PRIMUS data. The throughput correction used in

PRIMUS is built on many individual corrections that, when applied in ensem-

ble, convert physical flux units to counts. First, the atmospheric extinction as a

function of wavelength are corrected. Our baseline atmospheric correction uses

the optical extinction measured at Palomar. Early comparisons between this ex-

tinction model and our data from Las Campanas showed that the strengths of

the water and OH bands at 6900, 7300, 7600, 8300, 9500 Å were too strong in the

original model and were manually tuned to more closely match the absorption

seen in PRIMUS spectra.
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During each PRIMUS observing run, we observe a DA white dwarf with pre-

viously measured spectrophotometry (e.g, Hamuy et al., 1992, 1994). We observe

these stars without a slit mask, removing the effects of slit losses. The star is

placed on each IMACS CCD in turn and on each CCD the star is observed twice

with 10” offsets between the two images. This offset allows for robust local sky

subtraction on each exposure simply by subtracting the two dithered images. DA

white dwarfs are chosen as these stars have deep Balmer absorption lines which

are strong enough to be easily detected in our PRIMUS spectra; these absorption

lines allow us to wavelength self-calibrate the spectra. Extracted spectra from

each CCD are compared to spectrophotometry in the literature to determine the

instrumental throughout for each of the eight IMACS CCDs. Figure 6.12 shows

the throughput of the IMACS optical, CCDs, and prism for two standard stars

measured over 5 different nights. The black line shows the average throughput

curve. While this curve provides the overall throughput correction of the system,

it is also important to consider finer scale throughput variations.

In addition to the overall CCD and instrumental throughput, we utilize the

sky spectra to determine a mean CCD-to-CCD variation. We find that each of

the eight IMACS CCDs has different quantum efficiency; ignoring this difference

would lead to significant long wavelength fluxing errors. Figure 6.13 shows the

average inter-CCD variation compared to CCD 5. These average curves were

generated by constructing the average sky on each CCD for approximately 80

masks observed over the full PRIMUS survey and measuring the mean ratio be-

tween the master sky on each CCD compared to CCD 5. We find that these inter-

CCD variations are quite consistent from mask to mask, with variations on the

order of 5%. On each mask, we further use the sky spectra to determine a a slit-

to-slit correction to account for chromatic variations as a function of position on
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Figure 6.12 Throughput derived based on slitless observations of two DA white
dwarfs over 5 different nights in 2006. Each colored line shows the derived
throughput while the black line shows the mean fluxing vector for the IMACS
optics, prism, and CCD quantum efficiency.
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the IMACS focal plane. For each slit, we compare the observed sky spectrum to

the mean sky spectrum for the entire CCD; we calculate a quadratic correction to

bring the observed sky spectrum to the mean.

As a final correction, we utilize the F stars targeted on each of the PRIMUS

masks. The photometry of each F star is compared to a grid of Kurucz (1993)

models to determine the best-fit temperature, gravity, and metallicity. We then

compare the data to the best fitting template which has been multiplied by each

of the throughput corrections described above. The mean ratio between the data

and the modified template across all of the SDSS and SWIRE masks, on which we

have robust F star selection, is used as a final throughput correction to bring the

PRIMUS counts per second to physical energy units.

6.5 Redshift Fitting

Once the PRIMUS spectra are extract and calibration as described in §6.3 and §6.4

the key goal of the PRIMUS project is to measure redshifts for each object. At

this time, the specifics of the spectral fitting strategy have not been completely

finalized; this section will serve as an introduction to the the current technique

used and an outline for possible changes currently being explored.

6.5.1 Current Technique

Our current redshift fitting technique strives to reproduce the observed spectrum

for each object by finding the best linear combination of ten spectral templates.

Our templates consist of five continuum templates which were trained to span

the full range of galaxy spectral energy distributions measured in the Sloan Dig-

ital Sky Survey (Blanton et al., 2003c) and four emission line templates. At the

resolution of PRIMUS spectroscopy, weak emission lines will not make signifi-

cant contribution to the observed spectrum and thus our emission line templates
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Figure 6.13 Variations in quantum efficiency between IMACS CCDs. Each of the
seven curves shows the relative throughput of the IMACS CCDs compared to
CCD 5. We use the measured sky spectrum for each object to create a master sky
spectrum on each CCD; the curves shown are the average inter-CCD variations
over approximately 80 PRIMUS masks.
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only include the strongest lines: [O II]λ3727, [O III]λ5007, Hα, and a template with

both Hβ and Hα in a ratio of (1:2.7). We allow Hα to vary independently from

the Hβ and Hα pair in order to allow for redding in the emission lines to mimic

the contribution of [N II] to the Hα flux. The continuum templates used in our

spectral fitting are shown in Figure 6.14. The templates shown in panels (b) and

(c) were modified by hand to include a strong [OII]λ3727 emission line to the con-

tinuum model to guard against unphysical fits which required very blue stellar

continua without the presence of emission lines.

At a given test redshift, a PRIMUS spectrum is fit by determining the best

non-negative linear combination of our nine spectra templates. When doing this

fit, we jointly fit the spectrum measured in slit A and slit B rather than fitting

the mean spectrum which may depend on the method used to coadd the two

apertures. We then compare this best fit template to the data and determine a

second-order fluxing correction to apply to improve the fit. We then repeat the

fitting with this flux-tweak applied. This flux-tweaking is iterated until we con-

verge to a final best fit model the redshift being tested. Each object is fitted on a

grid of redshift from z = 0 to z = 1.2 with spacing of ∆z = 0.01. We then locate

minima in the χ2 as a function of redshift via quadratic interpolation. The data are

refit at the deepest five minima in the χ2 surface; the best-fit galaxy redshift is the

redshift which results in the minimum final χ2. Figure 6.15 shows one example

of our redshift fitting. The top panel shows PRIMUS observations for an i = 20.7

galaxy with a known redshift of 0.650 from the VVDS survey. The red and blue

points show the spectral extractions from slit A and slit B separately. The solid

black line is the best fitting galaxy model at a redshift of 0.655. The lower panel

shows the distribution of χ2 as a function of redshift. The best fitting PRIMUS

redshift is marked by a dot-dashed bar whereas the known high-resolution red-
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Figure 6.14 Five continuum templates used to fit PRIMUS spectra. At a fixed red-
shift, a PRIMUS spectrum is fit as the best non-negative combination of these five
continuum spectra and four emission line templates as well as allowing for large
scale fluxing errors as described in the text. These five templates were chosen
to span the full range of galaxy photometry observed by SDSS. The [O II]λ3727
emission lines in the second and third templates were included to help resolve
degeneracies between 4000 Å breaks and Balmer breaks in our low-resolution
spectroscopy.
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Figure 6.15 The top panel shows the extracted PRIMUS spectrum of a i = 20.7
galaxy. The red and blue points show the flux measurements (and 1σ errorbars)
as recorded in the A and B slit respectively. The strong 4000 Å break characteristic
of old stellar populations is clear at the redshift of z = 0.650 as measured by the
VVDS survey. The solid black line shows our best fitting model for the observed
flux. The bottom panel shows the run of χ2 as a function of redshift derived
when fitting this galaxy. The dot-dashed line shows the redshift measured by
PRIMUS, zPRIMUS = 0.655, and the solid black bar shows the value obtained from
high-resolution spectroscopy.
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shift is marked with the solid bar.

In much the same way we fit galaxies, we also fit each object with an AGN

template (Vanden Berk et al., 2001) with an additional power-law component to

find the best-fitting AGN redshift. Finally, we also fit a grid of stellar models

and a grid of powerlaws of varying spectral index to each object. Any object that

is significantly better fit by a powerlaw, AGN or stellar template, compared to

the galaxy template, is flagged. For our discussion, here, we only consider those

object not flagged as possible stars, AGNs, or powerlaws. While these objects are

interesting in their own right, more work is needed to understand the redshift

success for non-galaxy sources. We further flag any galaxies which have a second

χ2 minimum within ∆χ2 = 1 of the best fitting redshift.

In order to test our redshift fitting and extraction, PRIMUS observed ∼ 2100

galaxies with known redshifts from the VVDS or DEEP2 surveys. Figure 6.16

shows the raw comparison between the known high-resolution redshifts and

PRIMUS best-fit redshifts for these calibration sources. Here, we only plot ob-

jects with signal-to-noise ratio of 12 or larger and which were unflagged during

all stages of spectral extraction; we find that below this signal-to-noise threshold,

the data quality becomes too poor to recover redshifts for a large fraction of our

objects. While we clearly recover the base one-to-one relationship expected, this

plot has a large number of significant outliers - far more than acceptable for our

scientific goals. There are several causes for the outliers seen in the figure. For

example, the plume of objects with ∆z ∼ 0.1 at zhighres ∼ 0.7 − 0.9 arise due to a

confusion between the 4000 Å break of an old stellar population with a Balmer

break characteristic of stars younger than 1 Gyr. A key problem with this confu-

sion is that the redshift fitter has too much freedom; a galaxy that, in reality, is

a blue galaxy with a Balmer break is being fit with an old stellar population. In
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order to reproduce the blue UV continuum, the fitter adds a large contribution of

very young stars leading to a galaxy with a 4000 Å break and blue continuum. In

other words, the non-negative linear combination allows for non-physical config-

urations such as a galaxy with a large population of old stars and a large popula-

tion of young stars with no intermediate age populations. The large population

of outliers with PRIMUS redshifts less than z = 0.2 seem to be due to how we

have modified our young continuum templates with an [O II]λ3727 emission line

but no others. A blue galaxy which has no emission lines is well fit by a blue

galaxy at a broad range of redshifts; templates with z > 0.2, however, are ruled

out as the strong [O II]λ3727 emission line in our blue templates would enter into

the PRIMUS data.

6.5.2 Future Directions

Several modifications of the redshift fitter have been planned. Firstly, the current

redshift fitting technique includes no information about the broadband photom-

etry of any source. As the majority of our fluxing errors in PRIMUS are likely

long-baseline errors, the photometry of a galaxy can constrain the galaxy spectra

on long wavelength baselines while the spectroscopy uses the higher resolution

information to get the most precise redshift possible. In order to explore how

much including the photometry may help our current technique, we performed

a simple test. For each galaxy, we compared the broadband photometry to the

photometry predicted from a grid of Bruzual & Charlot (2003) SSPs. The compar-

ison between the photometry and SSPs yields a probability distribution function

(PDF) based on the photometry alone; we multiply this PDF by the PDF obtained

from fitting the spectroscopy using the method described in §6.5.1. If the best-

fitting redshift from this product was inconsistent at more than 3σ from the red-

shift determined from spectroscopy alone, we flag the galaxy. In this way, we
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Figure 6.16 PRIMUS redshift measurements are plotted against redshifts mea-
sured from high-resolution spectroscopy from the VVDS or DEEP2 surveys. The
PRIMUS redshifts here are derived by fitting the PRIMUS spectroscopy alone; no
photometric information from the broad-band photometry is included in our fits.
Many of the outliers from the one-to-one relation are due to errors in the tem-
plate construction based on the non-negative least squares combination of five
continuum templates and four emission line templates. This model basis allows
galaxies to be fit with unphysical templates such as an old stellar population with
a large contribution of young stars without any contribution of intermediate age
stars. Furthermore, the lack of emission lines redward of 4000Å in any of our
continuum templates, even those representing very young stellar populations,
allows for a wide variety of blue galaxies to be fit by young models at z < 0.2
where the wavelength range observed by PRIMUS would have no contribution
from [O II]λ3727 which is included in our continuum templates. As described in
§6.5.2, including photometry when performing fits will help break some of the
degeneracies between templates which result in poor redshifts. Future work on
new redshift fitting techniques will likely further decrease our rate of redshift
failures.
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discriminate between galaxies with good PRIMUS fits and those with problem-

atic fits. Figure 6.17 shows the correlation between the high-resolution redshift

and PRIMUS redshift after this cut has been applied. The flagging used in this

method provides a clean sample of galaxies with good PRIMUS fits; we find an

rms scatter of σz/(1 + z) ≈ 1.5%. Clearly the photometry for a large fraction of

the outlier sources would heavily disfavor the best-fit PRIMUS redshift and if

the photometry were used in the template fitting, it would likely influence which

template is chosen. The next step beyond using photometry as a check after the

spectroscopy has been fit is to include the photometry in the fitting directly. This

has the added benefit in that template choices which are heavily disfavored by

the photometry but which may be accepted in the presence of the spectroscopy

alone will be down weighted.

A second alteration underway is to move away from choosing the best linear

combination of five continuum templates to a scheme in which we have many

(perhaps 50-100) templates that we have chosen to span the full range of galaxy

properties as a set of individuals (i.e. without considering the linear combina-

tion). In this scenario, we would fit each galaxy as a linear combination of a

single continuum template and emission lines and then ask which of our tem-

plates best fits as a function of redshift. This technique is advantageous as one

can choose the training set from which to base the final template set to be an ac-

tual spectroscopic dataset; if the templates are representative of all the galaxies in

a high-resolution dataset, they will likely also be sufficient in describing PRIMUS

spectra. We plan on using the AGES dataset to train the templates used with this

method. The strength of this method compared to the current technique is that

one cannot choose non-physical galaxies in this approach. Each template is a real

example of a galaxy that exists in nature and non-physical combinations, which
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Figure 6.17 The same as Figure 6.16 except we also fit the broadband photom-
etry of each object with a grid of Bruzual & Charlot (2003) SSP models. We
recalculate the redshift of each object based on the product of the photometric
and spectroscopic probability distribution functions; if the new redshift is larger
than 3σ from the redshift derived from spectroscopy alone, we flag that galaxy.
The galaxies plotted here only include objects whose redshifts are consistent with
both their observed photometry and spectroscopy. While this method is not ideal
as a large fraction of the sample is rejected, it indicates that including photometric
information when fitting for redshifts may help improve the accuracy of PRIMUS
redshifts. Incorporating photometry into our redshift fitting is one chief path of
current work in the project.
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lead to errors in the current implementation, are eliminated by construction

6.6 Current PRIMUS Status

PRIMUS observations completed in January 2008. All data have been extracted

using the pipeline described in §6.3 and §6.4. As described in §6.5.2, several ad-

vancements are currently being coded for the redshift fitting, so the full dataset

have not been fully fit at this point, but all calibration objects with known red-

shifts have been fully fit and are actively being used to optimize our technique.

Table 6.4 lists the targeting and signal-to-noise statistics for each of the PRIMUS

fields. For each field, we list its area and statistics concerning the primary sample

galaxies, only bright (i < 22.5) galaxies, and full collection of slits. For both the

primary and bright samples, we list the total number of available targets in the

area we surveyed, the total number of objects that received slits, and the fraction

of galaxies which resulted in a spectrum with high enough signal-to-noise ratio

to recover a redshift. The threshold to determine a redshift is set arbitrarily at

S/N>12; we expect to recover many redshifts at lower-S/N, but the complete-

ness below this S/N will likely be a strong function of galaxy type. In general,

we assign slits to ∼ 95% of our primary galaxy sample and obtain redshifts for

70% of the primary galaxies with spectra extracted from PRIMUS images. Finally,

we list the total number of slits that were cut for each survey. It’s important to

note that the total number of slits reports each slit that was cut regardless of the

type of object. Thus, objects observed on multiple masks are counted more than

once and the total number includes observations of blank sky. In the primary

survey area suitable for statistical studies of galaxy evolution, PRIMUS collected

more than 350,000 spectra, ∼ 160, 000 of which were of our primary galaxy sam-

ple. If we consider the full sample of available i < 22.5 galaxies in our survey
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footprint, we target 77% of the galaxies meeting our flux limit and 80% of these

objects have spectra of quality sufficient to measure a redshift. Thus, we expect to

obtain redshifts for 62% of the galaxies to i < 22.5 in our fields Figures 6.18 - 6.23

show the sky coverage of each of the primary fields. In each figure, the points

show the spatial distribution of targets in the input photometry catalog and the

grey area show the footprint of the primary PRIMUS survey area. Blue regions

mark areas which are excluded from the primary PRIMUS survey area due to

target selection inhomogeneities or areas where only one mask of the designed

pair was observed. While these areas provide additional redshifts, they are not

considered for statistical studies to ensure they do not bias results.

The PRIMUS dataset holds a wealth of information about the evolution of

galaxies over the second half of cosmic history. PRIMUS is the largest existing

sample of redshifts for galaxies with Spitzer photometry and X-ray fluxes and

thus is uniquely suited to probe the evolution of the star formation rate, stellar

masses, and nuclear activity of galaxies since z = 1. In §7, we discuss several of

the scientific investigations planned using this dataset; these investigations will

not only allow us to use our superb dataset to do science but will also result in a

number of derived quantities associated with our galaxy sample.

While many of the details of our data reduction are in flux, we intend to con-

verge on an initial full reduction of our data by July 2008. During the summer of

fall of 2008, we intend to produce a limited data release of early PRIMUS spec-

troscopy to the public. While the scope of this data release is still being discussed,

it will likely constrain spectra and redshift for the brightest galaxies observed

during the spring of 2006.Even once we have a robust catalog of redshifts for

each object in our survey, our work is far from over. In order to do science, we

will need to understand the details of the PRIMUS window functions and se-
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Figure 6.18 PRIMUS coverage of the Chandra Deep Field South. The black points
show a random subset of the input catalog to outline the available optical imag-
ing. The shaded grey regions show the PRIMUS footprint; white holes in the
grey regions denote areas excluded due to the presence of a bright star. The blue
area marks a portion of the survey that has either partial observations (one mask
of a pair was observed) or have different selection functions from the majority
of the survey due to mask design problems. Blue regions are excluded from the
primary PRIMUS area are not included in any statistical investigations or in the
numbers presented in Table 6.4.
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Figure 6.19 Same as Figure 6.18 but illustrating the coverage of the COSMOS field.
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Figure 6.20 Same as Figure 6.18 but illustrating the coverage of two DEEP2 fields
with PRIMUS spectroscopy.
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Figure 6.21 Same as Figure 6.18 but illustrating the coverage of the DLS-D4 field.
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Table 6.4. PRIMUS Field Statistics Including Only Primary Survey Area

Survey Area (deg2) Nprim,phot Nprim,obs fprim,success Nbright,phot Nbright,obs fbright,success Nobserved fsuccess

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

CDFS 2.29 33958 32839 80.0 34410 29669 91.0 64713 64.9

COSMOS 1.08 18814 17620 67.0 28318 23539 73.0 52491 59.2

DEEP2-02hr 0.70 9578 9108 78.0 7782 5866 94.0 22507 67.9

DEEP2-23hr 0.84 10801 10519 76.0 10482 9026 85.0 18967 59.7

DLS-D4 1.03 21884 20838 59.0 26542 21941 66.0 43569 55.3

ELAIS-S1 1.03 15734 15022 79.0 15517 13116 90.0 52491 63.9

XMM-SWIRE 3.08 61692 57086 64.0 76798 51422 78.0 112987 49.1

Total 10.05 172461 163032 70.2 199849 154579 80.0 367725 57.9
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Figure 6.22 Same as Figure 6.18 but illustrating the coverage of the ELAIS S1 field.

lection functions, especially when comparing objects targeted based on different

imaging datasets. We will produce catalogs of galaxy properties such as stellar

masses, star formation rates, luminosities, and rest-frame colors. Furthermore,

we will produce k-corrections which transform the very inhomogeneous pho-

tometry used to target sample galaxies to a standard rest-frame scale allowing

for comparisons based on galaxies targeted from different input photometry. We

may also need to re-photometer the existing optical images used to select galaxies

to ensure we have aperture matched fluxes in each band for robust colors and to

ensure fluxes measured from all imaging datasets are self-consistent.

The key goal of the PRIMUS project is to maximize the legacy value of exist-

ing deep, wide-area imaging datasets, especially those with existing multiwave-

length data. Thus, it is a key goal of the project to release a user-friendly catalog

of all PRIMUS data, including derived raw frames, extracted spectra, redshift cat-

alog, window function, selection function, and derived galaxy properties to the

public. Our current plan is to produce this full data release the summer of 2010.



234

Figure 6.23 Same as Figure 6.18 but illustrating the coverage of the XMM-SWIRE
field. In this figure, we include targets selected as part of CFHTLS imaging of the
field as well as targets selected based on optical imaging from Subaru.
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CHAPTER 7

FUTURE DIRECTION

Throughout this disseration, we have focused on understanding the evolution of

the most massive galaxies. These galaxies, as the endpoints of the cosmological

history, provide an observational constraint on the details of the efficiency and

frequency of merging and star formation over the last half of cosmic history. The

massive galaxies considered throughout this work grow by less than ∼ 10% by

mass through the formation of stars since z = 1. Thus, any growth in the total

stellar mass in these systems must be fueled by the galaxies must be powered by

mergers between galaxies which result in little or no new star formation. Fur-

thermore, we find that total growth in the massive red galaxy population is quite

small with a growth of 50% in the total stellar mass in massive red galaxies over

the last half of cosmic history.

All of the results presented in this disseration have relied on high-resolution

spectra to measure redshifts, derive spectral line strengths, and to classify objects.

In Chapter 6, we introducted PRIMUS, a new redshift survey aiming to map the

universe to z ∼ 1 using low-resolution spectrsocopy to very quickly observe sev-

eral thousand galaxies simultaneously. This new sample will allow us to perform

countless investigations of the evolution of galaxy properties both as a function

of cosmic time and as a function on environment. This chapter serves as an intro-

duction to several of the scientific projects which will be made possible with the

new PRIMUS dataset.

As described in Chapter 6, the PRIsm MUlti-object Survey (PRIMUS) is a new

redshift survey which has obtained 300,000 galaxy spectra over 10 square degrees

with copious multiwavelength observations from Spitzer, Chandra, HST, GALEX,
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and XMM-Newton. My research in the coming years will capitalize on the wealth

of data we have in hand from PRIMUS as well as other deep, wide-field redshift

surveys, in order to measure the growth and evolution of galaxies over half of

cosmic history and to quantify the importance of AGN on these processes. Our

quantifications of galaxy growth since redshift of unity will be directly compared

to theoretical models to more physically constrain the phenomenological models

currently used to predict galaxy properties in simulations.

7.1 A Unique Redshift Survey

With the recent advent of wide-field imagers on large telescopes as well as deep,

wide-field, surveys with space observatories such as Spitzer, Chandra, and HST

the volume probed by photometry far overshadows the volume with comple-

mentary spectroscopy. While photometric redshifts are often sufficient to study

the gross properties of populations, redshifts with accuracies of ∆z/(1 + z) ≈

3 − 5% are not sufficient to accurately divide galaxy samples into all but the

coarsest environmental subdivisions Cooper et al. (2005). Higher accuracies can

be reached when enough photometric bandpasses are utilized, but the observa-

tional cost of obtaining many filters of deep, wide-field imaging in many bands

hinders all but pencil-beam applications.

As described in the previous chapter, PRIsm MUlti-object Survey (PRIMUS)

fills the need for deep, wide-field spectroscopy to maximize the scientific po-

tential of existing multiwavelength photometry. The fields observed as part of

PRIMUS were chosen to maximize the long-term impact of PRIMUS spectroscopy

and to increase the legacy value of existing panchromatic imaging. Specifically,

we targeted fields with deep Spitzer, Chandra, HST, GALEX, or XMM-Newton

observations but little existing spectroscopy. These panchromatic observations
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will allow for measurements of the stellar masses, morphologies, star formation

rates, and AGN activity, as well as the evolution of these properties as a func-

tion of redshift, local galaxy environment, and galaxy type over more than half

of cosmic history. Many attempts to measure the evolution of galaxy proper-

ties have utilized high-redshift surveys combined with a single low-reshift data

point from SDSS as an evolutionary baseline. By observing the full redshift range

0.2 < z < 1.0 in PRIMUS, we remove the need for external calibration samples

and the associated systematic effects; evolution will be measured fully within the

PRIMUS dataset. When completed, PRIMUS will include 300,000 galaxy spectra

to z = 1 over 10 square degrees and will probe comparable volumes and numbers

of galaxies as low-redshift benchmark surveys such as 2dF and SDSS. PRIMUS

is be the largest intermediate-redshift galaxy survey and the largest collection of

redshifts for galaxies with Spitzer and X-ray imaging observed to date. With its

unique size, PRIMUS will revolutionize investigations of AGN and galaxy evo-

lution at intermediate-redshifts and be the standard bearer for years to come. A

great deal of scientific investigations will be possible with PRIMUS and much of

my research in the next several years will draw upon this rich dataset.

7.2 The Assembly History of Galaxies Since z=1.0:

The popular ΛCDM cosmological world model predicts the late assembly of pro-

gressively more massive dark matter halos through mergers of smaller systems

(Kauffmann, 1995). Coupled with the mergers of dark matter halos is the merging

of luminous matter and thus it is expected that galaxies have grown significantly

through mergers since z = 1 (De Lucia et al., 2006). The relative importance of

mass growth through in-situ star formation versus the assembly of stars through

mergers is poorly observationally constrained, however. In Chapters 4 and 5 we
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showed that star formation plays a small role in the build up of massive galaxies

since z ∼ 1. This new investigation will constrain how much star formation ver-

sus star formation-less mergers contribute to the growth of galaxies of different

types and living in different environment over the same epoch.

Being the largest spectroscopic sample of intermediate-redshift galaxies with

superb panchromatic photometry, PRIMUS is an ideal dataset to measure the

evolution of galaxy properties as a function of redshift, environment, and galaxy

type. In order to understand the interplay between the stellar mass growth and

star formation rate in galaxies, we will use PRIMUS redshifts and mid-infrared

photometry from Spitzer to measure the evolution of the star formation rate and

stellar masses of galaxies as a function of galaxy color and local galaxy environ-

ment as well as the joint evolution of the star formation rate and stellar mass

distributions. The stellar mass growth in galaxies is directly controlled by the

assembly history of the galaxy plus the formation of new stars. Measurements

of the star formation rates determine the latter value, and thus careful measure-

ments of the joint evolution of the star formation rate and stellar mass growth will

allow us to measure the relative importance of mass assembly through mergers

and the creation of new stars in-situ in all types of galaxies over the latter half of

cosmic history, a key test of any model of galaxy evolution.

How stellar mass growth occurs is a fundamental question in galaxy astro-

physics. The universal stellar mass has increased consistently over the last eight

billion years, even as the global star-formation rate has declined (Brinchmann &

Ellis 2000; Rudnick et al. 2003; Fontana et al. 2004; Drory et al. 2005). More specif-

ically, recent work has indicated that L∗ galaxies on the red sequence have been

built up by about 30% in stellar mass through mergers since z ∼ 1 (Bell et al. 2005;

Faber et al. 2007; Blanton 2006; Brown et al. 2007), perhaps mostly with smaller
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red galaxies (Masjedi et al. 2007). Meanwhile, the blue galaxy sequence has ap-

peared to build up steadily (Blanton 2006), perhaps experiencing a significant loss

due to mergers and/or quenching (Bell et al. 2007).

Stellar mass growth of galaxies occurs through two basic routes: through star-

formation and through accretion of smaller galaxies. Star-formation rates out to

z = 1 tell us how much stellar mass has formed during that period (e.g. Hop-

kins 2004). By comparing this growth to the build-up in stellar mass, we can

determine the relative contribution due to the merging of galaxies. While galaxy

merging can also be detected directly (van Dokkum et al. 1999; Lin et al. 2004;

Masjedi et al. 2007; De Propris et al. 2007), it is notoriously difficult to convert

observations of close pair counts or interacting systems into estimates of galaxy

growth.

To distinguish these contributions to stellar mass growth, we must consider

jointly the red sequence of galaxies, and the blue sequence of galaxies. The for-

mer may grow primarily due to mergers, while the latter grow primarily due to

star-formation. Indeed, one of the roles of mergers may be to induce the con-

sumption of all remaining gas in blue galaxies, quenching their star-formation

and turning them into red galaxies (e.g., Robertson et al. 2006). Tracing this evo-

lutionary path requires measuring the relative build-up of stellar mass on each

sequence independently.

The growth of stellar mass as a function of time is clearly affected by the sur-

rounding environment of each galaxy, as local observations have made abun-

dantly clear (e.g. Blanton et al. 2005b). In some galaxies, it is clear that the en-

vironment actually plays the dominant role: either by ending star-formation in

disks (for example, spirals that fall into clusters and turn into S0s) or by growing

due to mergers with smaller galaxies (for example, cD galaxies in cluster centers).
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A careful, complete, and high signal-to-noise census of stellar mass growth can

track the effects of these processes.

7.3 Understanding the Quenching of Star Formation in All Galaxies Since z ∼ 1:

Numerous theoretical models have been proposed to remove the cold gas reser-

voir from massive galaxies in order to quench star formation in these systems

and allow them to fade into the population of red and dead galaxies observed

today (Scannapieco et al., 2005; Hopkins et al., 2005; Croton et al., 2006; De Lucia

et al., 2006). While, phenomenologically, these models reproduce the observed

distribution of galaxy colors and masses, the observational support for a direct

connection between AGN and the quenching of star formation is weak. Stud-

ies of the properties and evolution of AGN hosts can help place constraints on

this problem, but it is notoriously difficult to select a complete sample of AGN

without extensive multiwavelength observations. Furthermore, as the properties

of galaxies are highly correlated, it is vital that any investigation of AGN hosts

can quantify evolutionary effects as a function of stellar mass, local galaxy envi-

ronment, and galaxy color. In likely the best attempt to quantify the connection

between AGN and star formation quenching to date, the superb multiwavelength

observations of the 0.5 deg2 AEGIS field (Davis et al., 2007) were used to measure

the effect of AGN feedback on the star formation in galaxies at z < 1.4. Based on

240 AGN in the field, only weak evidence that AGNs are the direct cause for the

quenching of star formation at z < 1.4 was found (Bundy et al., 2007).

In order to maximize the volume probed by deep multiwavelength imaging

and spectroscopy, we will utilize a combination of the AGN and Galaxy Evolu-

tion Survey (AGES) and PRIMUS to investigate the impact of AGN on the trun-

cation of star formation in galaxies at 0.1 < z < 1.0. The superset of these two
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surveys will contain nearly 20 deg2 of spectroscopy with archival IRAC and MIPS

imaging, 7 square degrees of GALEX imaging, and nearly 15 deg2 of X-ray imag-

ing from Chandra and XMM-Newton. Thus, the combined area is a factor of 40

larger than previous attempts to statistically measure the importance of AGN

feedback on star formation quenching. The unprecedented area available with

multiwavelength imaging and spectroscopy available from the combination of

AGES and PRIMUS will dramatically decrease cosmic variance errors, making

this the best dataset available for this study in the near future.

Several studies have concluded that green galaxies have a higher fraction of

AGNs than their red and blue counterparts. This overabundance of AGNs as-

sociated with galaxies between the blue cloud of star forming galaxies and the

red-sequence of passive evolution may support the scenario wherein AGNs trig-

ger the quenching of star formation in their hosts (Yan et al., 2006; Salim et al.,

2007; Silverman et al., 2008). Using star formation rates traced by UV and far-

infrared photometry, we will measure the stellar mass at which star formation is

truncated in normal galaxies as a function of redshift. This quenching mass has

been well measured at z ∼ 1, but our study will be the largest such investiga-

tion at intermediate redshifts providing the first constraints on the evolution of

the quenching mass below z = 0.7 with massive statistics. If AGNs are, in fact,

the cause for the quenching of star formation, we would expect the evolution of

the characteristic mass of AGN hosts to evolve in a similar manner as the ob-

served evolution in the quenching mass; we will test this directly by comparing

the evolution of the stellar mass function of AGN hosts to that of normal galaxies

at z < 1.

Clearly, the presence of an AGN in a galaxy is of much concern when mea-

suring stellar masses, even when based on photometry extending from the X-ray
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to far-infrared. Great care will be taken to quantify this contamination to our

stellar masses to ensure our conclusions are not strongly biased. Previous au-

thors have claimed the stellar masses they estimate are robust to the presence of

AGN contamination using an X-ray selected AGN sample (Bundy et al., 2007).

We will utilize several AGN samples, each selected independently based on op-

tical, X-ray, and mid-infrared selection techniques to quantify the effects of AGN

selection on our conclusions. Additionally, we will utilize deep HST imaging

of the COSMOS field and ancillary mid-infrared and X-ray imaging to quantify

the fraction of galaxy light confined to a central point source based upon various

AGN selection methods as a secondary estimate of our contamination.

The uniquely large sample available from the combination of AGES and PRIMUS

will allow us to investigate the relative importance of AGN activity and the lo-

cal environment on shaping the star formation histories of galaxies. One may

expect the truncation of star formation to occur more strongly in overdense envi-

ronments where effects such as ram pressure stripping, galaxy harassment, and

strangulation heat and remove cold gas from galaxies in addition to any processes

at work in the field. Studies with DEEP2 at z ∼ 1 found that quenching is accel-

erated in extremely dense environments compared to very underdense systems,

but found only small differences between galaxies in less extreme environments

(Bundy et al., 2006). Our sample will survey over an order of magnitude larger

area at 0.1 < z < 1.0 with a factor of 35 more spectra allowing us to quantify the

effect of more subtle environmental changes on the downsizing of galaxy popu-

lations. By measuring the strength of star-formation quenching as a function of

local environment, we will directly measure the role of the ensemble of environ-

mental processes on the truncation of star formation in groups and clusters.
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7.4 AGN Formation and Feedback Models

Different models of AGN formation and evolution make measurably different

predictions for the local environments and clustering properties of AGNs. Kauff-

mann & Haehnelt (2002) use a semi-analytic model in which AGNs are fueled

by galaxy mergers, where the peak AGN luminosity depends on the mass of gas

accreted by the black hole, and the AGN luminosity declines exponentially after

the merger event. This leads to a natural prediction that brighter AGNs reside

in more massive galaxies, such that the AGN clustering amplitude should be

strongly luminosity-dependent.

More recently, Hopkins et al. (2005) present an alternative model in which

bright and faint AGNs are in similar physical systems but are in different stages of

their life cycles. This work is inspired by numerical simulations of galaxy mergers

which incorporate black hole growth and feedback. This model predicts that

faint and bright AGNs reside in similar–mass dark matter halos and that quasar

clustering should depend only weakly on luminosity. The model also predicts

that AGNs are initially obscured in the post-merger phase, and that feedback

from the central engine blows away much of surrounding gas and dust, revealing

an optically bright quasar. Eventually an elliptical galaxy is created, which may

host a lower-luminosity AGN.

In contrast, the semi-analytic model of Croton et al. (2006) combines a pre-

scription of merger-driven black hole growth with an independent mode for cold

gas accretion in large halos. This model assumes that some fraction of cold gas

must be present to trigger a bright AGN phase during a galaxy merger; thus

gas-free galaxies are not expected to shine as bright AGNs and only those merg-

ers which occur outside of group environments at z < 1 will contain the requisite

cold gas to fuel a strong AGN. This model predicts that bright AGNs should clus-
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ter similarly to star-forming galaxies at the same redshift, less than the clustering

predicted by other models.

The key to discriminating between different AGNs formation models is to

measure the clustering of AGN as a function of luminosity and redshift and put

the results in context by comparing to the clustering of galaxies over the same

epoch. Model predictions are currently poorly constrained, due to the small ex-

isting samples of AGNs with spectroscopic redshifts beyond z = 0.1. The corre-

lation function of bright optically-selected quasars has been measured to z = 3

using 20,000 objects in the 2dF QSO Redshift Survey (Croom et al., 2005) though

the error bars are large (∼30%) due to the low number density of QSOs. The

clustering amplitude of lower-luminosity AGNs has been measured well only at

z = 0.1 using the large SDSS dataset (Wake et al., 2004).

We can discriminate between AGN formation models by measuring the clus-

tering and environments of quasars and lower-luminosity AGNs at 0.2 < z < 1.0.

We will select AGNs in fields that have both Spitzer and Chandra imaging as well

as spectroscopy from the PRIMUS redshift survey. Using 200,000 PRIMUS red-

shifts over 10 deg2 with existing or proposed Spitzer photometry, we will measure

the local environment of each AGN using the overdensity of nearby galaxies rel-

ative to the mean density. We will also measure the clustering amplitude of the

AGNs as a function of scale, on both small and large scales, covering 0.1 − 20h−1

Mpc. To measure the clustering amplitude of AGNs we do not have to use

the auto-correlation function of the AGNs, which is very sensitive to spatially-

varying selection functions and would be noisy due to the relatively small AGN

sample size. Instead, we will measure the clustering of galaxies around the AGN

through the cross-correlation function and then divide by the correlation function

of the galaxies themselves to determine the AGN clustering strength. This allows
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a relatively high S/N measurement of the clustering of rare AGN as long as there

are large samples of galaxies to compare with (e.g, Coil et al., 2007).
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APPENDIX A

THE LUMINOSITY FUNCTION

The luminosity function is a key tool for many branches of astrophysics. Quite

simply, the luminosity function measures the probability distribution of objects

as a function of their luminosity. In galaxy studies, the luminosity has a history

beginning only shortly after Hubble discovered that M33 and M31 were too dis-

tant to be within in the Milky Ways itself. A full history of the galaxy luminosity

function is beyond the scope here, but the interested reader can find a historical

summary of the galaxy luminosity function and several examples of its utility in

Binggeli et al. (1988). By convention, the luminosity function, φ(M), is defined

to be the number of galaxies per luminosity (or magnitude) interval per volume

element and often has units of Mpc−3 Mag−1.

Numerous computational methods have been utilized when calculating lu-

minosity functions. The Vmax method (Schmidt, 1968), a simple method used

in this dissertation, groups objects into bins of luminosity. In this method, the

luminosity function is calculated simply as

φ(Mi) =
∑

j

WjVmaxj
(A.1)

where Vmax,j is the maximum volume object j could have occupied and been

included in the sample. Here, Wj is defined as

Wj =











sj ifMi − ∆M/2 < Mj < Mi + ∆M/2;

0 else.
(A.2)

and sj is the selection probability, included targeting rate, and spectroscopic and

photometric incompleteness, for object j. The Vmax method, while assuming no

parametric form for the shape of the luminosity function and simple to calculate
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for a flux-limited survey, can become difficult to determine when a sample has

complex incompleteness as a function of galaxy properties.

When fitting a luminosity function, parametric forms are often adopted to

characterize the evolution in the population. The exact form used depends strongly

on the population considered, but power-laws and Schecter functions (Schechter,

1976) are commonly used throughout the literature. The Schecter function is de-

fined such that

φ(L)dL − φ∗

(

L

L∗

)α

exp
(

− L

L∗

)

dL

L∗
(A.3)

In this parameterization, the luminosity function is a power-law with slope α at

low luminosities and exponentially declines at the bright end. As much of opti-

cal astronomy has been developed in the magnitude system, it is often practical,

though less elegant, to express the Schecter function in magnitudes such that

φ(M)dM =
2

5
φ∗(ln10)

[

10
2

5
(M∗−M)

]α+1
exp

[

−10
2

5
(M∗−M)

]

dM. (A.4)

In these parameterizations, L∗ (or M∗) represents the characteristic luminosity

where the luminosity function transitions between an exponential tail and a power

law and the characteristic number density of the population is characterized by

φ∗.
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