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an always open door for advice and guidance, summering in Europe, and the
insistence of writing four papers for my thesis. I also must thank John Bieging
for being a great adviser for my second-year project. As the first student of Mike
Meyer, I also thank him for a positive advising experience. While on the subject, I
feel I have to go out of my way to thank the faculty of Steward, who accepted me
twice (barely I’m sure), and with whom I always had positive experiences. Special
thanks to Jim Liebert. I must mention my committee, who were especially willing
to go out of their way to read such a dense thesis. Of course I have to thank
Michelle Cournoyer, who was always on top of the administrative stuff, which
I am incapable of doing. Also of notable assistance were Catalina Diaz-Silva,
Carmen Henley, Sharon Jones, and Neal Lauver. I do not have room to list the
many collaborators and contributors to this science, so I forward those for now
to the acknowledgments in the individual published papers.

As for friends and fellow grad students, I will only show a list here as I will
thank them more in a limited edition version. They include officemates: Desika
Narayanan, Brandon Kelly, Shane Bussman, Dave Sudarsky, Tammy Rodgers,
Audra Baleisis, Beth Biller, Paula White, Greg Rudnick, and of course Christian
Ott. In addition those who made my grad school experience special and unique
are Casey Meakin, Andy Marble, John Trump, Aleks Diamond-Stanek, Iva Mom-
cheva, Luc Dessart, Dave Sand, Chris Groppi, Andy Skemer, Brandon Swift,
Stephane Herbert-Fort, Stephanie Cortes, Murray Silverstone, Matt Kenworthy,
Tim Pickering, and how could I forget Eric Mamajek (I tried to). Of course I could
not have finished my thesis without Kristian Finlator, whose intimate knowledge
of the literature and willingness for discussions whenever were invaluable.

An incomplete list of influential people from worlds other than astronomy
include Ingrid Daubar, Joe Spitale, Krista Nunn, Dave O’Brien, Brooke White,
Beena Chandy, Mike Wyner, Ojas Tejani, and Stephanie Hawley.

I began my journey in astronomy as a summer student at the AAVSO, and for-
ever am indebted to Janet Mattei to whom I dedicate this thesis. She always be-
lieved in me in whatever goal I set for myself, whether it was observational vari-
able star astronomy, developing software for an internet company, or even the-
oretical cosmology. Special thanks go out to Don McCarthy (astronomy camp),
Dave Latham (junior thesis), and Elizabeth O. Waagen (also AAVSO).

Of course I have to thank my parents Annette and Dick for allowing me to
pursue my unusual career choice, plus my sister Emily for reminding me how
much of a dork I am. And of course, this thesis would not have been possible
without my love Lisa, who really bore the brunt of my thesis Dementia when I
had to write over half of the material in the last three months while I neglected
every other aspect of my life.



5

DEDICATION

In memory of Janet Mattei



6

TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1 IGM Metal-Line Observations . . . . . . . . . . . . . . . . . . . . . . 15
1.2 IGM Metal-Line Simulations . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 The Goal: A Consensus Between Simulation and Observation . . . 25
1.4 Thesis Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2 COSMOLOGICAL SIMULATIONS OF INTERGALACTIC MEDIUM ENRICH-
MENT FROM GALACTIC OUTFLOWS . . . . . . . . . . . . . . . . . . . . . 30
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.1 Hydrodynamic Simulations of Structure Formation . . . . . 33
2.2.2 Radiative Cooling With Metal Lines . . . . . . . . . . . . . . 35
2.2.3 Superwind Feedback . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.4 Runs and Outflow Models . . . . . . . . . . . . . . . . . . . . 43
2.2.5 Spectral Generation . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.6 UV Background . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.3 Global Physical Properties . . . . . . . . . . . . . . . . . . . . . . . . 51
2.3.1 Star Formation Rate Density . . . . . . . . . . . . . . . . . . 51
2.3.2 Outflow Properties . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3.3 IGM Enrichment and Heating . . . . . . . . . . . . . . . . . . 56

2.4 Physical Properties of Metals and C IV Absorbers . . . . . . . . . . . 60
2.4.1 Evolution of Metals in the IGM . . . . . . . . . . . . . . . . . 60
2.4.2 C IV Absorption in Phase Space . . . . . . . . . . . . . . . . . 65
2.4.3 Metallicity-Density Relationship . . . . . . . . . . . . . . . . 71
2.4.4 Evolution of Median C IV Absorber in Phase Space . . . . . 76

2.5 Testing Outflow Models Against Observations . . . . . . . . . . . . 78
2.5.1 C IV Mass Density . . . . . . . . . . . . . . . . . . . . . . . . 78
2.5.2 C IV Line Parameters . . . . . . . . . . . . . . . . . . . . . . . 85
2.5.3 Pixel Optical Depth Statistics . . . . . . . . . . . . . . . . . . 92

2.6 Numerical Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3 MASS, METAL, AND ENERGY FEEDBACK IN COSMOLOGICAL SIMULA-
TIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110



7

3.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.2.1 Metal Yields . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.2.2 Group Finder . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.2.3 Wind Model Modifications . . . . . . . . . . . . . . . . . . . 129

3.3 The Universal Energy Balance . . . . . . . . . . . . . . . . . . . . . . 135
3.4 The Universal Metal Budget . . . . . . . . . . . . . . . . . . . . . . . 138

3.4.1 Sources of Metals . . . . . . . . . . . . . . . . . . . . . . . . . 138
3.4.2 The Location of Metals . . . . . . . . . . . . . . . . . . . . . . 146

3.5 Galaxies and Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . 154
3.5.1 Feedback as a Function of Galaxy Mass . . . . . . . . . . . . 155
3.5.2 Feedback by Volume . . . . . . . . . . . . . . . . . . . . . . . 160
3.5.3 Wind Recycling . . . . . . . . . . . . . . . . . . . . . . . . . . 163
3.5.4 Wind Recycling Timescales . . . . . . . . . . . . . . . . . . . 168

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

4 THE NATURE AND ORIGIN OF LOW-REDSHIFT O VI ABSORBERS . . . . . 185
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
4.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

4.2.1 Model Runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
4.2.2 Post-Run Physics Variations . . . . . . . . . . . . . . . . . . . 194

4.3 Comparison of Simulated and Observed O VI Absorbers . . . . . . 199
4.3.1 H I Observables . . . . . . . . . . . . . . . . . . . . . . . . . . 201
4.3.2 O VI Observables . . . . . . . . . . . . . . . . . . . . . . . . . 206

4.4 Physical Conditions of O VI Absorbers . . . . . . . . . . . . . . . . . 221
4.4.1 A Photo-ionized Model for O VI Absorbers . . . . . . . . . . 222
4.4.2 Cooling Times . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
4.4.3 Alignment with H I . . . . . . . . . . . . . . . . . . . . . . . . 228
4.4.4 Turbulence in the IGM . . . . . . . . . . . . . . . . . . . . . . 241

4.5 Origin and Environment of O VI . . . . . . . . . . . . . . . . . . . . . 248
4.5.1 Ages of O VI Absorbers . . . . . . . . . . . . . . . . . . . . . 250
4.5.2 Galaxy Environments of O VI Absorbers . . . . . . . . . . . . 252
4.5.3 Collisionally Ionized O VI . . . . . . . . . . . . . . . . . . . . 255
4.5.4 COS Simulated Observations and Environment . . . . . . . 260

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

5 HIGH REDSHIFT METAL ABSORBER PREDICTIONS FROM COSMOLOGICAL
SIMULATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
5.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
5.3 Physical Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

5.3.1 Galaxy Mass Function . . . . . . . . . . . . . . . . . . . . . . 278
5.3.2 Star Formation . . . . . . . . . . . . . . . . . . . . . . . . . . 282



8

5.3.3 Winds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
5.3.4 Metallicity Distribution . . . . . . . . . . . . . . . . . . . . . 285

5.4 Ionization Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . 289
5.4.1 Ionization Cases . . . . . . . . . . . . . . . . . . . . . . . . . 289
5.4.2 Ionization Behavior . . . . . . . . . . . . . . . . . . . . . . . . 294

5.5 Observational Predictions . . . . . . . . . . . . . . . . . . . . . . . . 299
5.5.1 Column Density Distributions . . . . . . . . . . . . . . . . . 300
5.5.2 Metal Mass and Ion Densities . . . . . . . . . . . . . . . . . . 304
5.5.3 Equivalent Width Distributions . . . . . . . . . . . . . . . . . 314
5.5.4 Aligned Absorber Ratios . . . . . . . . . . . . . . . . . . . . . 317

5.6 Physical and Environmental Interpretation . . . . . . . . . . . . . . 322
5.6.1 Physical Conditions . . . . . . . . . . . . . . . . . . . . . . . 323
5.6.2 Origin of IGM Metals . . . . . . . . . . . . . . . . . . . . . . 326
5.6.3 The Galaxy-Absorber Connection at High Redshift . . . . . 329
5.6.4 Low Ionization Species . . . . . . . . . . . . . . . . . . . . . . 333
5.6.5 Evolution to z = 8 . . . . . . . . . . . . . . . . . . . . . . . . 335

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337

6 CONCLUSIONS AND FUTURE DIRECTION . . . . . . . . . . . . . . . . . . 342

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 356



9

LIST OF FIGURES

2.1 Simulated spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2 Lyman-alpha flux decrement plot . . . . . . . . . . . . . . . . . . . . 50
2.3 Integrated star formation history plot . . . . . . . . . . . . . . . . . 52
2.4 Wind property plots as a function of redshift . . . . . . . . . . . . . 54
2.5 IGM properties as a function of redshift . . . . . . . . . . . . . . . . 57
2.6 Simulation snapshots . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.7 Mass and metallicity by phase . . . . . . . . . . . . . . . . . . . . . . 64
2.8 Metal and mass in ρ − T phase space . . . . . . . . . . . . . . . . . . 66
2.9 Metallicity and C IV in ρ − T phase space. . . . . . . . . . . . . . . . 69
2.10 Metallicity-density relationships . . . . . . . . . . . . . . . . . . . . 73
2.11 Median values for C IV absorbers . . . . . . . . . . . . . . . . . . . . 77
2.12 Evolution of Ω(C IV) and Ω(C) . . . . . . . . . . . . . . . . . . . . . . 81
2.13 Effect of ionization background on Ω(C IV) . . . . . . . . . . . . . . 84
2.14 C IV column density distributions. . . . . . . . . . . . . . . . . . . . 86
2.15 C IV linewidth distributions . . . . . . . . . . . . . . . . . . . . . . . 90
2.16 Total and thermal linewidth distributions . . . . . . . . . . . . . . . 91
2.17 Pixel optical depth ratios . . . . . . . . . . . . . . . . . . . . . . . . . 94
2.18 Numerical resolution dependence for Ω(C) and Ω(C IV) . . . . . . . 99
2.19 Numerical resolution dependence for C IV column density. . . . . . 101
2.20 Numerical resolution dependence for linewidths . . . . . . . . . . . 102

3.1 AGB carbon yield plot . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.2 Group finder comparison . . . . . . . . . . . . . . . . . . . . . . . . 127
3.3 Wind launch velocity dependence . . . . . . . . . . . . . . . . . . . 133
3.4 Global energetics evolution . . . . . . . . . . . . . . . . . . . . . . . 136
3.5 Global star and delayed feedback evolution . . . . . . . . . . . . . . 140
3.6 Metal production for species and sources . . . . . . . . . . . . . . . 142
3.7 Evolution of mass and metals by baryonic phase . . . . . . . . . . . 148
3.8 Evolution of Ω(C IV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
3.9 Feedback properties as a function of galaxy mass . . . . . . . . . . . 156
3.10 Mass, metallicity, and energy feedback by volume . . . . . . . . . . 160
3.11 Recycling frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
3.12 Virial ratio and recycling timescales as a function of galaxy mass . . 169
3.13 Radial extent and fraction outflow time as a function of galaxy mass 173
3.14 Minimum density winds achieve as a function of galaxy mass . . . 176

4.1 Wind property evolution plot . . . . . . . . . . . . . . . . . . . . . . 192
4.2 Simulation snapshot . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
4.3 H I observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
4.4 O VI observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207



10

4.5 Metallicity density and volume filling factor plots . . . . . . . . . . 212
4.6 O VI observables for hzw wind models . . . . . . . . . . . . . . . . . 218
4.7 Physical properties as functions of O VI column density . . . . . . . 223
4.8 Alignment faction of O VI with H I . . . . . . . . . . . . . . . . . . . 229
4.9 H I and O VI multi-phase plots for density and temperature . . . . . 231
4.10 H I-nH plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
4.11 N(H I) − N(O VI) aligned absorber plot . . . . . . . . . . . . . . . . 237
4.12 b-parameters and turbulence as a function of N(O VI) . . . . . . . . 245
4.13 Physical and environmental conditions of O VI absorbers . . . . . . 249
4.14 Galaxy environment properties of O VI absorbers . . . . . . . . . . . 253
4.15 Alignment fraction of H I with O VI . . . . . . . . . . . . . . . . . . . 256
4.16 Metal-line system plots for two O VI absorbers . . . . . . . . . . . . 261
4.17 Extreme metal-line system plot with O VI in CIE . . . . . . . . . . . 264

5.1 z = 6 stellar mass function of galaxies . . . . . . . . . . . . . . . . . 280
5.2 Star formation and wind property evolution plot . . . . . . . . . . . 284
5.3 Metallicity density and volume filling factor plots . . . . . . . . . . 286
5.4 Simulation snapshots . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
5.5 Ionization background comparison plot . . . . . . . . . . . . . . . . 293
5.6 Ionization fraction and metallicity distributions in ρ− T phase space296
5.7 Differential column density distributions . . . . . . . . . . . . . . . 302
5.8 Global ion density evolution . . . . . . . . . . . . . . . . . . . . . . . 306
5.9 Cumulative equivalent width distributions . . . . . . . . . . . . . . 315
5.10 Aligned absorbers without ionization fields . . . . . . . . . . . . . . 318
5.11 Aligned absorbers with ionization fields . . . . . . . . . . . . . . . . 320
5.12 Density and environmental properties of z = 6 C IV absorbers . . . 324
5.13 Wind and outflow velocities of z = 6 C IV absorbers . . . . . . . . . 328
5.14 Galaxy environmental properties of z = 6 C IV absorbers . . . . . . 331
5.15 Physical and environmental properties of z = 6 C II absorbers . . . 334
5.16 Physical and environmental properties of z = 8 C IV absorbers . . . 336

6.1 Early enrichment scenario . . . . . . . . . . . . . . . . . . . . . . . . 346
6.2 Recent enrichment scenario . . . . . . . . . . . . . . . . . . . . . . . 348
6.3 Continual enrichment scenario . . . . . . . . . . . . . . . . . . . . . 349



11

LIST OF TABLES

2.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.2 Sources of Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.1 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191



12

ABSTRACT

I investigate the chemical evolution of the Universe in a series of cosmological

hydrodynamic simulations with the purpose of finding a self-consistent evolu-

tionary scenario of galaxy formation able to reproduce key observables focusing

on the enrichment of the intergalactic medium (IGM). The most successful mod-

els I run and analyze use the scalings of momentum-driven feedback whereby UV

photons generated during the Main Sequence stage accelerate dust-driven winds

while providing a significantly larger energy budget than from supernovae alone.

The success of this outflow model relies on its ability to drive highly mass-loaded

winds from small galactic haloes. These feedback relations, supported by obser-

vations of local starburst, are inserted into simulations at all epochs, reproduc-

ing observables including the C IV column density and linewidth distributions

at z = 6 → 1.5 and the O VI forest at z = 0 − 0.5. Outflows at z ∼> 5 propa-

gate early nucleosynthetic products traced by C IV and lower ionization species

into an otherwise metal-free IGM. Continual outflows at the peak ages of star

formation (z = 5 → 1.5) produce a non-evolving cosmic mass density of C IV

despite continual enrichment increasing IGM metallicity by a factor of ten. The

z = 0 − 0.5 O VI forest is composed of weaker absorbers tracing photo-ionized

diffuse IGM metals, sometimes injected by primordial galaxies, and stronger ab-

sorbers tracing recently injected metals, often unable to escape their parent haloes

and sometimes collisionally ionized. Tracking the individual histories of metals

in outflows shows the average outflow travels ∼ 100 physical kpc and returns

to galaxies on an average timescale of 1-2 Gyr; this result implies metals in su-

perwinds do not remain in the IGM for a Hubble time and are more likely to

rejoin galaxies. Metal absorbers aligned with Lyman-α are examined in detail,
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finding that the two often trace different phases of gas with the former tracing

an inhomogeneous distribution of metals exhibiting turbulence imparted during

the outflow phase dissipating on a Hubble timescale. I find this is the first model

to self-consistently reproduce the wide range of IGM observables spanning the

history of heavy metal production while being consistent with key galaxy ob-

servables. The link between star formation and galactic superwinds requires that

a successful model of galaxy formation reproduces both the evolution of galaxies

and the IGM.
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CHAPTER 1

INTRODUCTION

This thesis is devoted to the understanding of the physics and originating

circumstances of metal-line absorbers observed via quasar absorption line spec-

troscopy using the tool of cosmological hydrodynamic simulations. Any theory

of galaxy formation requires the explanation of the metals in the intergalactic

medium (IGM), because galaxies and the IGM are inextricably linked as many

publications in the literature have shown. Before motivating the set of problems

I plan to address, a little history lesson of quasar absorption line systems is in

order.

An abstract word/keyword search on ADS for papers including the four

terms “intergalactic,” “medium,” “metal,” and “absorption” yields 382 abstracts,

the first being from 1972. The growth in publications over the subsequent years

is predictably exponential, but the first publication really to link metal-line and

Lyα systems as both belonging to the IGM was Tytler (1987). This was a key

departure from the seminal work of Sargent et al. (1980), which first under-

stood Lyα absorbers as tracing “clouds” in the IGM separate from galaxies, while

metal lines probably were related to galactic haloes. Determining the amount

of metals associated with the Lyα forest was first done by Steidel (1990) finding

Z = 10−3 − 10−2 Z� for carbon, oxygen, and silicon in Lyman limit systems. The

advent of Echelle spectroscopy on 8-meter class telescopes allowed the discovery

that at least half of Lyα absorbers above 3 × 1014 cm−2 have measurable aligned

C IV (Cowie et al., 1995; Tytler, 1995; Songaila & Cowie, 1996).

Meanwhile, progress on the Lyα forest accelerated with coordinated observ-

ing efforts extending the coverage of the forest to high and low redshifts and
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down to lower column densities (see Rauch, 1998, for a review of results). Nu-

merical simulations provided the link from observation to a theoretical explana-

tion that this forest traced the fluctuating densities of the large-scale cosmological

structure in what became known as the Fluctuating Gunn-Peterson Approxima-

tion (Hernquist et al., 1996; Hui et al., 1997; Croft et al., 1998, e.g.). The con-

nection between observation and theory resulted in the Lyα forest becoming an

invaluable, independent tool in constraining cosmological parameters, especially

Ωb (e.g. Miralda-Escudé et al., 1996; Weinberg et al., 1997) and the initial power

spectrum of density fluctuations (e.g. Croft et al., 1998), as well as as the key de-

terminant on the ionization background and its evolution over cosmic time (e.g.

Davé et al., 1999). The related field of quasar absorption metal-line spectroscopy

has matured more slowly, although the consequences of reaching a similar level

of understanding holds similarly important answers for the encompassing theory

of galaxy formation.

1.1 IGM Metal-Line Observations

I subdivide the introduction of IGM metal-line absorption observations into three

categories simply based on their wavelengths: optical, ultraviolet, and infrared

corresponding to intermediate, low, and high redshift respectively1. Choosing

to discuss optical spectroscopy first only because of historical order, this corre-

sponds to wavelengths obtainable via high-resolution Echelle spectrometers at-

tached to 8-meter class telescopes able to integrate on quasars at z ∼ 2 − 5 where

UV transitions are shifted into the optical.

The diversity of metal-line species tracing different ionization states of var-
1My use of the terms low, intermediate, and high redshift can be confusing considering I gen-

erally use the term low redshift to mean anything under z = 1, while considering the realm of
high redshift to begin at z = 5. This is merely an easy subdivision corresponding to the observing
methods used to obtain each redshift range.
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ious atomic species provides a greater challenge, and conversely opportunity,

in their interpretation. Another challenge facing quasar absorption line spec-

troscopy is the inability to choose where to look; the location bright quasar con-

strains the observer to one randomly-chosen single pixel of information on the

two-dimensional sky. Another major difficulty, especially problematic at inter-

mediate redshifts, is the one dimensional vector in velocity space contains every

ionic species with overlapping absorption. The thicker Lyα forest makes observ-

ing transitions at energies greater than Lyα a monumental challenge and limits

the wavelength range over which species at redward wavelengths can be ob-

served.

C IV is the most commonly observed metal line in optical quasar absorption

line spectroscopy, easily distinguishable as a result of its 1548, 1551 Å doublet

(Sargent et al., 1988). Surprisingly, the column density distribution of these lines

is invariant within the errors between z = 1.5 − 5.0 (Songaila, 2001, i.e. the ages

of peak star formation in the Universe), meaning the global mass density of C IV

(Ω(C IV)) also remains unchanged. Using the pixel optical depth method to stack

velocity bins having the same H I optical depth (Ellison et al., 1999) Schaye et al.

(2003) could extend the detection of metals down into underdense regions of the

early Universe probing metallicities below 10−3 Z�.

A greater sample of intermediate redshift quasars pushing S/N ratios at

Echelle resolutions beyond 100 would constrain the errors on Ω(C IV) as well as

the metals in underdense regions, although the observational trends already ob-

served would likely remain intact (R. Simcoe, private communication). A more

fruitful observational approach is to extend the observational coverage of C IV be-

low z = 1.5 using ground-based Echelle spectrometers extending to 3000 Å and

space-based UV spectroscopy with instruments such as the Space Telescope Imag-
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ing Spectrograph (STIS) and the Cosmic Origins Spectrograph (COS) on the Hubble

Space Telescope (HST).

This moves to the realm of UV spectroscopy exploring the low redshift Uni-

verse where O VI becomes the most commonly observed metal line. The thinning

of the Lyα forest allows broad coverage of the O VI 1032, 1038 Å doublet (Burles

& Tytler, 1996), which is an ion that should trace lower overdensities than C IV if

photo-ionized (Davé et al., 1998). Tripp et al. (2000) demonstrated the potential

of O VI to trace a significant reservoir of baryons at least equivalent to the mass

of baryons in galaxies at z < 0.5. Echelle-resolution spectroscopy introduced

into space determined O VI linewidths were consistent with these absorbers trac-

ing gas in collisionally ionized equilibrium (e.g. Savage et al., 2002), which could

trace the large fraction of baryons predicted by simulations to exist in the warm-

hot IGM (WHIM, T = 105−7 K, Cen & Ostriker, 1999; Davé et al., 2001). Danforth

& Shull (2005) suggested 10% of the total baryons residing in the WHIM may be

traced by O VI, however more recent analysis of O VI indicated a significant pop-

ulation of such absorbers aligned with H I being consistent with a photo-ionized

origin (e.g. Thom & Chen, 2008a; Tripp et al., 2008).

An ironic nature of quasar absorption spectroscopy is that the highest quality

observations are still in the optical tracing the Universe 10 Gyr ago. The antici-

pated installation of COS and the re-activation of STIS should hopefully change

this to provide much better quality data exploring the local (i.e. z < 0.5) IGM. A

similar leap forward awaits the high-redshift (z ≥ 5) Universe with the advent

of near-IR spectroscopy in the range of 0.8-2.5 µm. The discovery of quasars at

z ∼> 6 (e.g. Fan et al., 2001, 2003) along with long integrations on 8-meter class tele-

scopes have already allowed the measurement of the first metal-line absorbers at

z ∼> 6. The observations of C IV by Ryan-Weber et al. (2006) and Simcoe (2006)
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suggest that Ω(C IV) may continue to hold steady even beyond z = 6, while the

excess density of O I lines in the SDSS J1148+5251 (Becker et al., 2006) may be an

indicator of metals in an IGM that has yet to be reionized.

1.2 IGM Metal-Line Simulations

Analysis of IGM metal line observations requires another massive effort on top

of that already used to obtain the data. The bread and butter analysis method in-

volves fitting a photo-ionized or collisionally ionized model assuming ionization

equilibrium calculated by CLOUDY (Ferland et al., 1998) to a metal-line system

using as many metal line detections (and non-detections) as possible. Free param-

eters include the ionization parameter (U , the number of photons per hydrogen

ion), temperature, and metallicity. In the case of photo-ionized models, usually

temperature is assumed and U is varied to find the ideal fit, followed by adjust-

ments in metallicity and abundance ratios if a number of species are observed.

This basic modeling concept is applied many times over in cosmological sim-

ulations with self-consistent structural evolution. Simulated quasar absorption

line spectra are generated by firing random lines of sight through a simulation

box integrating the density, temperature, and metallicity at each position and us-

ing the velocity of the gas to convert to redshift space. Optical depths (τ ) for

individual ionic species are calculated by summing up the density of a given

atomic species, applying an ionization correction, and multiplying by the oscil-

lator strength and wavelength transition. Ionization corrections for each ionic

species are obtained as a function of density and temperature at a given redshift

from a CLOUDY-generated lookup table, which has been calculated assuming

the appropriate impinging ionization background (e.g. Haardt & Madau, 2001).

The optical depths are turned into a single simulated spectrum for each sight line
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by taking e−τ at the corresponding wavelength for each species. Resolution and

signal-to-noise are chosen to be representative of the data, which has been con-

tinuum normalized by the observer. A comparison is made between a statistic

applied to both simulation and data and the level of agreement is ascertained.

Instead of varying U , a uniform ionization background is applied and calibrated

to match the Lyα forest statistics. Temperatures are either assumed or treated

self-consistently if hydrodynamics is included, although heating from the pro-

cess of reionization may need to be added if ionization equilibrium is assumed.

A more basic comparison skipping simulating observations involves an observed

estimate of the globally averaged metallicity and the corresponding simulated

value.

Not mentioned in this previous paragraph is how metals are produced, what

physical methods transport them into the IGM, and what the resulting state and

distribution of these metals are. This is the key difference between simulating

the Lyα forest tracing baryons, the vast majority of which are not affected by star

formation (e.g. Rauch, 1998). Simulating the metal-line forest requires simulating

the production of metals (i.e. star formation), the transport of metals, and the

state of the metals once in the IGM. Whereas the fundamental trends of the Lyα

forest depend on a handful of cosmological parameters and one parameter for

the ionization field strength, a similar level of understand for metal-line forests

requires a physically plausible theory of galaxy formation. The transport, state,

and distribution of metals require whole other levels of physics and chemistry

(e.g. chemodynamics) on top of this. This is why simulating the metal-line forest

is wholly different and far more complex than simulating the Lyα forest.

The treatment for the production of metals in simulations relies on the imple-

mented method of star formation, which is generally treated the same in most
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cosmological simulations. The basic requirements to form stars out of gas as laid

out by Katz (1992) are that the gas is in a flow that is both converging and Jeans

unstable (i.e. the sound crossing time is less than the dynamical time). Also a

threshold density is usually required for the star formation as this is required to

match where star formation occurs (Katz et al., 1996). Once these requirements

are met, a star formation rate (SFR) is determined for each gas parcel, where

the dependence usually mirrors the Schmidt (1959) law, where SFR∝ ρ
3/2
gas and

is normalized to observations (e.g. Kennicutt, 1998). Individual parcels of gas

are converted into collisionless star particles probabilistically, because computa-

tional limitations do not allow the production of stars for each step. Metals on

the other hand are incrementally updated if gas is undergoing star formation us-

ing the relation ṀZ = y×SFR, where y is the metal yield and ṀZ is the rate of

metal production (e.g. Springel & Hernquist, 2003a). In this approximation gas

is self-enriched with the metal products of stars living on timescales that can be

treated as instantaneous in a simulation. If Type II supernova (SN) are the pri-

mary enrichers then this may be a valid approximation because metals are ejected

by stars on the order of 106−7 yrs, which is comparable to a typical timestep in a

cosmological hydrodynamic simulation.

The transport of metals is more difficult to understand than their production

for the simple reason that it is much harder to observe metals being removed from

galaxies. Until more recent observations of outflows from galaxies (Heckman et

al., 2000; Pettini et al., 2001; Shapley et al., 2003; Martin, 2005a; Rupke et al., 2005,

e.g.), the only practical observational handles on metal transport were metals al-

ready in the IGM observed via quasar absorption line spectroscopy. Simulations

have therefore proved instrumental in the endeavor to understand how metals

can be physically removed from galaxies. Gnedin (1998) found the IGM could
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be enriched to the observed levels by the merger mechanism (Gnedin & Ostriker,

1997) whereby dynamical stripping of a galaxy’s interstellar medium (ISM) dur-

ing galaxy interactions is sufficient to remove enough metals to reproduce the

observed IGM metals.

A range of mechanisms were explored by Aguirre et al. (2001b) including

galactic superwind feedback powered by multiple SN explosions in a concen-

trated star formation region (i.e. H II region) driving the products of star forma-

tion to velocities above the escape velocity of the parent halo. The key conclusion

of this work was that star formation-driven outflows and not dynamical removal

is by far the most effective transport method capable of enriching the z = 3 IGM

to the observed levels (Aguirre et al., 2001a). The superwinds were not driven

self-consistently; instead star formation-produced metals bound in galaxies in

simulation outputs are manually moved out in quantities and at velocities as-

suming an energy coupling rate dependent on the calculated local SN rate. Such

semi-analytical methods can invoke detailed wind physics and conditions at the

post-processing stage of a simulation with relatively little computation at the cost

of self-consistent metal transport and its effects on metal production. Indeed

Bertone et al. (2005) used similar methods to find supernovae driving superbub-

bles are so efficient that perhaps they drive even more metals than observed,

thus suggesting a majority of metals remain unobservables as they are heated to

higher temperatures by the winds themselves.

Some semi-analytical treatments skip the self-consistent production of metals

in the first place and attempt to match detailed observations by varying the dis-

tribution of metals “painted” on top of the simulation gas or dark matter struc-

tures. Such methods have the advantage of opening a large range of parame-

ter space exploring metallicity distributions and morphologies that may arise if
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the method of metal enrichment is different than those resulting from numerical

treatments. Using static simulation outputs and painting on metallicity distribu-

tions have yielded the results of an unevolving metallicity-density gradient be-

tween z ∼ 2−4 (Schaye et al., 2003) and metallicity bubbles of radius 2 comoving

Mpc around 1012 M� haloes at z ∼ 3 (Scannapieco et al., 2006). Although these

methods neither produce nor transport the metals directly, they advocate an early

enrichment scenario for the IGM, likely at z > 6; self-consistent numerical meth-

ods have trouble resolving the first stars and/or primordial galaxies enriching

the early IGM in a cosmological volume.

The physical state of the IGM metals in such treatments has to be assumed.

Schaye et al. (2003) applied a metallicity-density relationship throughout their

hydrodynamic simulations and insert a temperature dependence based on the

measurements of Schaye et al. (2000). Scannapieco et al. (2006) assumed the tem-

peratures generated self-consistently in their simulations are unaltered by the ef-

fect of feedback. Painting on metals also leaves the velocity field unaltered by

feedback, which may result in serious discrepancies as outflows of hundreds of

km s−1 could alter the kinematics of observed metal-line systems.

Compared to semi-analytical methods, numerical methods of enrichment

have the key advantage of self-consistent treatment of the production, transport,

and resulting state of metals, which all are inter-related. The amount of material

transported out of galaxies has a bearing on further metal production as this gas

is ineligible for star formation in the IGM. The transport method is almost cer-

tainly tied to the resulting state of the metals as associated energy feedback heats

the metals. The state of metals may determine if this gas ever becomes re-accreted

again and produces more metals through star formation. The hydrodynami-

cal treatment of metal enrichment ideally should replace the need to simulate
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the complex physics associated with outflows inputted in semi-analytical treat-

ments. However given that so little is known about how outflows are driven plus

the insufficient resolution of cosmological simulations, wind treatments are usu-

ally inserted phenomenologically and not treated physically. Often times wind

parameters are varied to fit observations, and then these parameters lead to in-

sight about the physical driving mechanism. Varying wind parameters requires

running entire simulations, which severely limits the parameter space able to be

explored.

Numerical methods have been attempted by a number of authors to simu-

late IGM metallicity enrichment, including Cen et al. (2001) who could broadly

distribute metals traced by O VI over a variety of structures in their mesh-based

simulations. Although galactic superwinds were not included, this work could

account from the number of observed O VI absorbers as diffusion of the metals

could extend over the filamentary structure of the z = 0 baryon distribution. Cen

& Fang (2006) added a treatment of galactic superwinds (Cen & Ostriker, 2006)

and non-equilibrium ionization of oxygen into their simulations finding that they

could reproduce the low-z O VI observations of Danforth & Shull (2005).

The superwind feedback implementation of Springel & Hernquist (2003a)

provided velocity “kicks” to gas particles simulating outflows in their smooth

particle hydrodynamic (SPH) simulations. Unlike Cen & Fang (2006), this kinetic

wind implementation led to much greater enrichment of the IGM versus without

winds as SPH does not include diffusion. Along with a multi-phase approxima-

tion for the ISM in single SPH particles, Springel & Hernquist (2003b) could solve

the over-cooling problem whereby too many baryons form into stars (e.g. Balogh

et al., 2001) and enrich the IGM to the observed levels. Their implementation re-

quired the use of all the supernova energy converted to kinetic energy, which is
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impossible given that a fraction of supernova energy is radiated away. Further-

more, wind particles are hydrodynamically decoupled for a time after they are

launched, which approximates the formation of chimney outflow structures out

of galaxies lying below the resolution of a cosmological simulation.

Alternatively, feedback was implemented thermally by Kobayashi (2004) by

heating neighboring SPH particles. The addition of hypernovae with 10× the typ-

ical supernova energy included was required to both enrich the IGM and solve

the over-cooling problem (Kobayashi et al., 2007) as thermal feedback less effi-

ciently couples to surrounding gas due to short radiative cooling times in ISM gas

(e.g. Navarro & White, 1993). The inclusion of metal-line cooling in this treatment

makes the required feedback energy input even greater as metal-line cooling in-

creases the star formation efficiency of the ISM and the accretion of IGM accretion

onto galaxies (Choi & Nagamine, 2008). Sommer-Larson & Fynbo (2008) added

efficient thermal feedback and temporarily disable local cooling, finding only a

top-heavy initial mass function (IMF) is able to enrich the z = 3 Universe to ob-

served levels.

It is a significant accomplishment that numerical models have been able to

solve the over-cooling problem while enriching the IGM to observed levels with

the addition of superwind feedback. However, these winds, although depen-

dent on star formation, are inserted “by hand” into the simulations in a similar

level of approximation as metallicity distributions are painted onto simulations

in semi-analytical treatments. These winds require on the order of 100% SNe en-

ergy efficiency coupling to the winds, which is impossible considering radiative

losses. Including the rigorous physics to dynamically drive winds in a simulation

spanning cosmological scales is far beyond the capabilities of today’s computing.

However, running a series of simulations exploring a range of physical feedback
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mechanisms will lead to more insight into how galaxies quench baryons from

over-cooling via feedback and in what manner the IGM is enriched. Most pre-

vious simulations of IGM metal enrichment generally fitted only one value or

observable for the metallicity despite the availability of a number of key observ-

ables. Semi-analytical models are ahead of numerical treatments in their ability

to explore a larger parameter space to fit such data, however the speed of com-

puters now allows a series of test simulations to explore a range of self-consistent

input physics.

1.3 The Goal: A Consensus Between Simulation and Observation

My goal in this thesis is to input new physics and chemistry into cosmological

simulations, which can reproduce the range of high quality IGM metal-line ob-

servations while matching the properties of star formation in galaxies in a self-

consistent framework of galaxy formation. I will do this by exploring a range

of physically-motivated input parameters in a series of simulations with notable

improvements over past implementations. As a research group2 we use the state-

of-the-art GADGET-2 SPH code (Springel, 2005) with significant modifications we

have added over the standard release.

Improvements over the standard code include our implementation of cool-

ing, which uses timesteps much smaller than the hydrodynamical timestep to

accurately model the short cooling times in dense regions. Metallicity-dependent

cooling, which increases cooling efficiencies at T = 104.5−5.5 K by several times, is

also added.

While the original GADGET-2 code tracks only a global metallicity from one

source, Type II SNe, I improve on this by tracking the production of four atomic
2Romeel Davé, Kristian Finlator, and collaborators at the University of Massachusetts and the

Ohio State University.
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species from three difference sources. I include the addition of metallicity-

dependent SNe yields. Delayed feedback and enrichment is included for Type

Ia SNe and asymptotic giant branch (AGB) stars.

I will explore a number of different outflow models in addition to the

Springel & Hernquist (2003a) constant wind model where a single velocity is as-

sumed and all energy from SNe is assumed to couple to the winds. I consider

other physically-motivated and observationally-confirmed wind models includ-

ing momentum-driven winds where the UV radiation pressure from massive O

and B stars provides a much larger energy budget to drive winds. This wind

model (Murray, Quatert, & Thompson, 2005) depends on the velocity dispersion

of the launch galaxy, therefore I input an on-the-fly group finder into our version

of GADGET-2 to provide an up-to-date determination of this value. A physically

plausible outflow model is a critical component of a theory of galaxy formation,

therefore I make a significant effort to determine if it is both dynamically feasible

and able to reproduce key observables.

Throughout I will consider different ionization backgrounds applied to

our simulation in the post-run analysis stage, plus I will explore a spatially-

dependent field that depends on the local ionizing field of the nearest galaxy.

Other post-run modifications will be used to explore the details of the data; these

modifications include the broadening by turbulence at resolutions below the SPH

particle, non-equilibrium ionization, and the addition of a metallicity floor simu-

lating primordial enrichment schemes. My efforts here seek to improve upon the

physics, chemistry, and chemodynamics inputted in previous numerical imple-

mentations in order to intimately reproduce and understand the excellent quality

of metal-line observations.

The analysis and interpretation will focus on the evolutionary life cycle of
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metals. I will consider the formation of various heavy elements by exploring

different Type II SNe yield models and other sources including Type Ia SNe and

AGB stars. The cosmic metal production of the various species I track will be

evaluated. The IMF also will need to be constrained as this heavily influences the

amount of metals produced in supernovae.

The transport of metals into the IGM will be explored using a variety of phys-

ically and observationally-motivated galactic superwind models. I attempt to

answer the following questions– What efficiencies of feedback mechanisms are

required to enrich the IGM? Can locally observed outflows from starburst galax-

ies explain the enrichment of the IGM at all redshifts, or is there a need for an

exotic enrichment scenario at early times? When exactly is the IGM enriched?

How far do metals travel? Do all winds reach the IGM, and how does this de-

pend on the launch galaxy of the wind?

Once metals are in the IGM, I will consider the state of metals in the IGM.

What temperature are metals when they reach the IGM via superwinds, and what

are the implications for observations? How does metallicity vary with density in

the IGM and how does this vary with epoch? Are metals homogeneously dis-

tributed? Are kinematic signatures of the outflow process implanted in observ-

ables? Do metals remain in the environments of their launch galaxies? Do metals

stay in the IGM or recycle back into galaxies?

Taking advantage of the Lagrangian nature of SPH simulations, I will track

the evolution of individual parcels of metal-enriched gas. I consider the lifetimes

of metals in the IGM and their environments. If metals do not escape into the

IGM I consider what effect that has on galaxy evolution. The relation between

galaxies and absorbers is assessed at a wide range of redshifts. In this vein, I ask

if metal-line absorbers at z ∼> 6 are related to absorbers in the local Universe IGM.
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Throughout this thesis I will emphasize the need to fit multiple observables. It

is not enough to fit a single observable in the IGM or an estimate of the metallicity

from an observation considering the high quality of data now available. The va-

riety of data types cover practically all ages of metal production over the history

of the Universe; therefore I underscore the importance of a self-consistent evo-

lutionary model of metal enrichment. This approach goes hand-in-hand with a

model of galaxy evolution covering the formation of the first primordial galaxies

to the current state of the Milky Way Galaxy and the local Universe. A physical

understanding of the life cycle of metals in the IGM is a vital piece of a unified

theory of galaxy formation.

1.4 Thesis Layout

The chapters of this thesis are ordered in the sequence the papers were submitted

with each chapter builds upon its predecessor. Chapter 2 introduces metal-line

cooling and a variety of outflow models. The resulting metallicity distributions

are explored, then compared to observations by simulating C IV observables be-

tween z = 6 → 1.5. A test of resolution convergence is also included. Chapter 3

extends our simulations down to z = 0 using a modified version of GADGET-2 in-

cluding a group finder and a sophisticated yield model. The energy and metal

budgets resulting from the addition of feedback are followed over the history of

the Universe, subdividing each species by source (i.e. Type II SNe, Type Ia SNe,

& AGB stars) and IGM phase in §3.3 and §3.4. A detailed discussion of feed-

back centered on galaxies introduces some of the fundamental points about the

IGM-galaxy connection in §3.5. Chapter 4 returns to the analysis of metal-line

absorbers, this time in the low-z Universe as traced by O VI. Several key Lyα

and O VI observables are simulated for a variety of models. Both the physical
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and environmental nature of our favored model are considered in detail with an

eye toward observations with COS. Chapter 5 explores high-redshift Universe

providing metal-line observational predictions for future near-IR spectrometers,

while providing a detailed physical explanation for the handful of published ob-

servations at z ∼ 6. Chapter 6 integrates my key findings from the previous

chapters into a unified model of IGM metallicity enrichment extending over the

history of the Universe. Some future directions and possible simulation improve-

ments are briefly discussed.
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CHAPTER 2

COSMOLOGICAL SIMULATIONS OF INTERGALACTIC MEDIUM ENRICHMENT

FROM GALACTIC OUTFLOWS

2.1 Introduction

The intergalactic medium (IGM) contains the majority of the Universe’s baryons

(Davé et al., 2001) and its largest structures, yet paradoxically can typically only

be painstakingly observed in absorption against a background source. The mar-

riage of high-resolution Echelle spectroscopy on 8-10m class telescopes with cos-

mological hydrodynamic simulations in the last decade has led to the under-

standing that the Lyman-α forest arises from highly-photoionized H I tracing

fluctuations in the underlying IGM density in the so-called Fluctuating Gunn-

Peterson Approximation (Croft et al., 1998). This ionization state of the absorbing

gas is governed by a balance between photo-ionizational heating due to the meta-

galactic UV background and adiabatic cooling from Hubble expansion, yielding

a tight density-temperature relation known as the IGM equation of state (Hui &

Gnedin, 1997).

A surprising discovery was that the diffuse IGM is enriched with metals, seen

as C IV, Si IV, and O VI absorption lines in quasar spectra. Despite our under-

standing of H I absorption, the origin of these metals far from sites of star forma-

tion remains puzzling. Currently the leading candidate for enriching the IGM is

supernova-driven outflows, because dynamical disruption of galaxies is too in-

efficient (Aguirre et al., 2001b, see also Figure 2.10). Understanding such galactic

feedback processes is crucial for developing a complete theory of galaxy forma-

tion and evolution (Dekel & Silk, 1986), as observations such as the shallow faint-
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end slope of the galaxy stellar mass function (Cole et al., 2001) versus the halo

mass function (Jenkins et al., 2001), the galaxy mass-metallicity relation (Tremonti

et al., 2004; Erb et al., 2006), and the overproduction of stars in the Universe in

models without feedback (Davé et al., 2001; Springel & Hernquist, 2003b) indicate

that outflows significantly affect galaxy properties.

Observations of metal abundance in various ions that trace different densi-

ties can quantify the metallicity-density relation in the IGM (Davé et al., 1998),

thereby constraining the nature of the enriching outflows. Early results from

Keck’s High Resolution Echelle Spectrograph (HIRES) constrained typical IGM

metallicities as traced by C IV to be −3 ∼<[C/H]∼< −2 (Songaila & Cowie, 1996;

Davé et al., 1998). Subsequent observations by Songaila (2001), Schaye et al.

(2003) (hereafter S03), and Songaila (2005) further showed that C IV absorption

evolves very little from z ∼ 5 → 2, which is surprising considering that the vast

majority of stars in the Universe form at z < 5. These results have been inter-

preted as implying early enrichment by primeval galaxies and/or Population III

stars at z > 6, where physical distances are small and shallow potential wells al-

low winds to distribute metals over large comoving volumes (Scannapieco et al.,

2002). In contrast, Adelberger et al. (2003, 2005) observe enhanced C IV and O VI

absorption in the vicinity of galaxies at z ∼ 2 − 3, suggesting that enrichment is

ongoing at lower redshifts in the form of superwinds from Lyman-break galaxies

(Pettini et al., 2001; Shapley et al., 2003). Porciani & Madau (2005) counter this by

showing that such strong correlations can arise from metals ejected from dwarf

galaxies between z ≈ 6 − 12, because outflows from highly biased early galaxies

should lie in highly overdense regions at lower redshifts. Hence the sources and

epoch of IGM enrichment remain controversial.

Recent observations of local starbursts have provided new insights into the
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nature and impact of supernova-driven winds. Observations of dwarf starbursts

and luminous infrared galaxies generally find outflows when detectable (Mar-

tin, 2005a; Rupke et al., 2005), observed as blueshifted Na I absorption arising

from cold clumps entrained in hot metal-rich outflowing gas. While earlier data

showed little trend of outflow properties with host galaxy properties (Martin,

1999; Heckman et al., 2000), these more recent data suggest that massive galaxies

with higher star formation rates (SFR’s) drive faster and more energetic winds. It

is of particular interest here that recent data exhibit trends that are broadly con-

sistent with theoretical expectations for momentum-driven (or radiation-driven)

winds (Martin, 2005a; Murray, Quatert, & Thompson, 2005), thereby providing

for the first time some intuition on the physical mechanisms that drive outflows.

In such a model, radiation from young stars impinges on dust in the outflow,

which then couples to the gas and propels matter out of the galaxy (Murray,

Quatert, & Thompson, 2005). This is somewhat different than the canonical sce-

nario where the overpressure from local ISM heating causes a bubble that eventu-

ally bursts out of the galaxy (e.g. Fujita et al., 2004). An advantage of momentum-

driven winds is that, unlike heat, momentum cannot be radiated away, and hence

can plausibly drive winds over large distances.

For our purposes, such scenarios for outflows provide a physically and

observationally-motivated model connecting wind properties with host galaxy

properties, which we can exploit in order to understand the global impact of out-

flows on the IGM across cosmic time. Doing so requires modeling large-scale

outflows within the context of hierarchical structure formation. This is the main

focus of this paper.

In this paper we explore the impact of various feedback mechanisms on

IGM metallicity using cosmological hydrodynamic simulations, based on an ex-
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plicit implementation of superwind feedback pioneered by Springel & Hernquist

(2003b) (hereafter SH03). Our simulations also include metal-line cooling, which

significantly affects the temperature structure of metal-enriched IGM (Aguirre et

al., 2005). Our goal here is to construct an enrichment model that can reproduce

both the metal-line observations of the IGM as well as the star formation history

of the universe. We focus primarily on C IV absorption line observations between

z = 1.5− 6.0 since this species is the cleanest tracer of IGM metallicity observable

over this redshift range (Songaila & Cowie, 1996; Hellsten et al., 1998).

This paper is organized as follows. §2 discusses the simulations including the

modifications we made to GADGET-2, the various feedback models we run, and

the generation of simulated spectra. §3 gives an overview of the global IGM phys-

ical properties in our suite of outflow simulations, while §4 discusses the physical

characteristics of IGM metals and C IV absorbers. §5 compares our findings to ob-

servations analyzed by Voigt profile fitting of lines and the Pixel Optical Depth

(POD) method. In §6 we show that our results are robust against the effects of

numerical resolution. We present our conclusions in §7.

2.2 Simulations

2.2.1 Hydrodynamic Simulations of Structure Formation

We employ the N-body+hydrodynamic code GADGET-2 (Springel, 2005), which

uses a tree-particle-mesh data structure to efficiently compute gravitational forces

on a system of particles, along with an entropy-conservative formulation of

Smoothed Particle Hydrodynamics (SPH; Springel & Hernquist, 2002) to model

the pressure forces and shocks in the gaseous component. The code is fully adap-

tive in space and time, enabling simulations with large dynamic range crucial for

studying galaxies together with large-scale structure.
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Additionally, GADGET-2 models a number of physical processes important

for the formation of galaxies. Star formation is modeled using a subgrid recipe

in which each gas particle above a critical density where fragmentation becomes

possible (calculated from the thermal Jeans mass based on the local cooling rate)

is treated as a set of cold clouds embedded in a warm ionized medium, similar

to the interstellar medium of our own Galaxy. The processes of evaporation and

condensation are followed analytically within each particle using the formalism

of McKee & Ostriker (1977). Stars are allowed to form in the cold clouds at a rate

proportional to its density squared. This produces a disk surface density-star

formation rate relationship that is in agreement with the relation observed by

Kennicutt (1998), when a single free parameter, the star formation timescale, is

set to 2 Gyr (Springel & Hernquist, 2003a). Feedback energy from Type II super-

novae is then added to the hot phase of the ISM, using an instantaneous recycling

approximation. SH03 found that the multi-phase model produces self-regulated

star formation that does not suffer from runaway star formation with increasing

resolution, as seen in previous simulations (Balogh et al., 2001; Davé et al., 2001).

However, the converged star formation rate was still found to be too high when

compared with observations, motivating SH03 to include galactic outflows as we

describe in §2.2.3.

Photo-ionization heating is incorporated based on a spatially-uniform ultravi-

olet background taken from Haardt & Madau (2001), described in detail in §2.2.6.

GADGET-2 also includes radiative cooling. In the simulations run by SH03, the

cooling rates were computed assuming primordial composition with 76% hydro-

gen by mass. In §2.2.2 we describe improvements to the cooling module and

extend it to include metal-line cooling.

GADGET-2 tracks the metallicity of gas and stellar particles. Gas particles that
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are eligible to form stars continually enrich themselves with metals based on an

assumption of instantaneous recycling and using a yield of 0.02 (i.e. solar metal-

licity). This yield is roughly what one would expect using supernova yields from

Woosley & Weaver (1995) in a Chabrier IMF. When a particle is converted into a

star (which happens in two stages, such that each star particle has half the mass of

its original gas particle), then the star particle inherits the metallicity of its parent

gas particle at the time of conversion.

2.2.2 Radiative Cooling With Metal Lines

In the simulations of SH03, cooling is done using an implicit scheme wherein

the cooling timestep is the same as the hydrodynamical timestep as set by the

Courant condition (Springel & Hernquist, 2002). While in most cases this is a

stable and accurate method, in dense regions surrounding galaxies the cooling

time can be considerably shorter than the sound crossing time, but still not so

rapid so that the particle reaches thermal equilibrium within such a time. Since

the implicit method uses the cooling rate at the end of the timestep to evolve

the thermal energy over the entire timestep, it can give inaccurate answers in

regions where the slope of the cooling curve is varying rapidly. This happens at

moderately high densities, and at temperatures ∼ 104.5 − 105.5 K (see Katz et al.,

1996, for some examples of cooling curves).

In order to handle this regime better, we have modified GADGET-2 to imple-

ment a scheme to follow cooling on the cooling timescale. As with Springel &

Hernquist (2003a), we assume that the particle’s density and non-radiative rate

of change of thermal energy remain fixed during the dynamical timestep; these

assumptions are of course not valid in detail, but are made to facilitate ease of

computation. We also continue to assume ionization equilibrium at all times,

although the algorithm we have implemented makes it easier to follow non-
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equilibrium evolution; non-equilibrium effects are not expected to be important

in the moderately overdense IGM that will be the focus of this paper.

We compute the cooling time as

tcool = εcool
u

du/dt
, (2.1)

where u is the thermal energy, du/dt is the rate of change of thermal energy, and

εcool is a tolerance factor that we set to 0.002. This choice means that in a single

cooling timestep a particle cannot cool away more than 0.2% of its thermal energy.

We further limit the cooling timescale such that it cannot be less than 0.2% the

dynamical timescale, so a particle can take up to 500 cooling timesteps for each

dynamical timestep. The value of this tolerance parameter was chosen based on

numerous tests on individual particles in the moderate overdensity, warm-hot

temperature regime.

du/dt for a given particle is obtained from a lookup table based on its density

and temperature. The lookup table is computed for a given strength of the photo-

ionizing background, redshift (for Compton cooling), and assuming primordial

composition. The strength of the ionizing background is interpolated to the sys-

tem redshift from the Haardt & Madau (2001) model, and when its strength has

changed by more than 1% the lookup tables are recomputed. The lookup tables

are also recomputed whenever ∆z > 1 since the last lookup table computation,

which is important in the early universe when Compton cooling off microwave

background photons is strong. The rate balance for primordial species are calcu-

lated as described in Katz et al. (1996). If a particle is enriched, we add cooling

due to metal lines as described below.

We advance the particle’s thermal energy explicitly based on the cooling rate

computed at the beginning of the cooling timestep, and then recompute the cool-

ing rate based on the new thermal energy. If the cooling rate has changed sign,
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then the particle has passed an equilibrium point, and we return to the origi-

nal state and reduce the timestep until either it no longer changes sign, or the

timestep falls below the minimum value. If the cooling rate has not changed sign,

we advance the thermal energy using the average of the cooling rates calculated

at the beginning and end of the cooling timestep, thereby preserving second or-

der accuracy. We continue to advance the particle until it has been evolved over

its dynamical (or Courant) timestep.

To quantify the difference between the old implicit method and our new algo-

rithm, consider particles with nH ≈ 10−3 (i.e. overdensity of 100 at z = 2.5) and

T ≈ 104.5 K. By running GADGET-2 with the old and new versions of cooling,

we found that such a particle has a mean absolute difference in the final temper-

ature of 1.4% over a single hydrodynamical timestep. At T = 105 K it is 0.5%,

and at higher temperatures it rapidly becomes irrelevant. These values are small

but non-trivial, and may accumulate over many timesteps. At higher densities

the effects become more significant: For nH = 10−2 and T = 105 K, the mean

difference is 8% (with values discrepant up to ∼ ×2) and it is highly systematic

in the sense that the new method produces temperatures higher by about 7%.

This depends on the exact temperature, however, because whether the implicit

method over or underestimates the temperature depends on the sign of the cool-

ing curve slope at that temperature. Although the new method increases the total

run time by typically 20-30%, it seems worthwhile in order to track the thermal

history of particles more accurately in the moderately shock-heated, moderately

overdense regime, since as we shall show (see Figure 2.9) a substantial amount of

C IV absorption arises here.

As GADGET-2 tracks gas-phase metallicities, it is possible to use this informa-

tion directly to compute the additional contribution to cooling rates from metal
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line cooling. To do so, we employ the collisional ionization equilibrium models

of Sutherland & Dopita (1993) to generate a lookup table of metal cooling ver-

sus temperature and metallicity, obtained by subtracting their zero-metallicity

models from their metal-enriched cooling curves. If enriched, a gas particle then

experiences additional cooling from its metals based on a bilinear interpolation

within the metal cooling table. We also account for the impact of metal cooling on

the multi-phase subgrid ISM model, since the density at which the fragmentation

sets in and star formation begins depends on the cooling rate.

2.2.3 Superwind Feedback

SH03 found that even with the resolution-converged multi-phase ISM model for

star formation, the global star formation rate predicted by simulations exceeded

observations by ∼ ×3. Hence they additionally included an explicit model for

superwind feedback in order to reduce the reservoir of gas available for star for-

mation. In GADGET-2, particles that are capable of star formation are given a

probability of entering into a superwind based on their current star formation

rate. If a particle enters a superwind, then it is kicked with a velocity given by

vwind, in a direction given by v×a (which would yield a polar outflow in the case

of a thin disk). Furthermore, the wind particle is not allowed to interact hydro-

dynamically until it has escaped from the star forming region such that its SPH

density is less than 10% of the critical density for multi-phase collapse; SH03 find

that the results are not very sensitive to the choice of this value, so long as the

winds escape the dense star forming region. This is intended to mimic a free-

flowing chimney of gas extending outside the star-forming region as observed in

local starbursts.

In the SH03 prescription there are two main free parameters: The wind speed

vwind and the mass loading factor η, which is the rate of material being ejected
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from the galaxy relative to its star formation rate. Following observations by

Martin (1999) and Heckman et al. (2000) and IGM enrichment considerations

from Aguirre et al. (2001b), these values were both taken to be constant in the

runs done by SH03, at values of 484 km/s and 2, respectively. We will call this

the constant wind (cw) model. This model resulted in a z = 0 stellar mass density

in broad agreement with observations.

The constant wind prescription, while simple and effective, has some defi-

ciencies. Although the nature of the winds from the smallest protogalaxies are

currently unobtainable by observations, using the same large wind velocities for

these galaxies would heat the IGM too much by z = 3 to agree with C IV observa-

tions (Aguirre et al., 2005), though metal-line cooling performed self-consistently

may alter that conclusion. Additionally, we find that this model has poor resolu-

tion convergence in terms of global metal enrichment– a higher-resolution simu-

lation that resolves small galaxies earlier will distribute a great deal more metals

throughout the IGM at early times as compared to a lower-resolution run.

Observations of outflows from starburst galaxies have improved consider-

ably in recent years. Martin (2005a) found that the terminal wind velocity scales

roughly linearly with circular velocity, with top winds speeds around three times

the galaxy’s circular velocity. Rupke et al. (2005) studied a large sample of lumi-

nous infrared galaxies to find that, at least when combined with smaller systems

from Martin (2005a), those trends continue to quite large systems. It is worth

noting that these observations generally target cold clouds entrained in the hot

wind as traced by Na I absorption, not the hot wind itself that carries most of met-

als. Still, Heckman (2003) argues that the wind speeds and mass loading factors

are likely to be more accurately inferred from this cold component owing to the

observational difficulty of detecting X-ray emission from hot gas.
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A feasible physical scenario for the wind driving mechanism is deduced by

noting that the observed scaling are well explained by a momentum-driven wind

model (Martin, 2005a), such as that outlined in Murray, Quatert, & Thompson

(2005). In such a scenario, it is the radiation pressure of the starburst that drives

the outflow, possibly by transferring momentum to an absorptive component

(such as dust) that then couples to the bulk outflowing material. The presence of

large amounts of dust surrounding the classic starburst galaxy M82 (Engelbracht

et al., 2006) lends circumstantial support to this type of scenario. The momentum-

driven wind model provides us with a physically motivated and observationally

constrained way to tie outflow properties to the star forming properties of the

host galaxy. Furthermore, it provides the impetus for our approach of tying local

observations of starbursts with outflows across cosmic time.

The idea of using winds observed in local starbursts as a template for winds

at all epochs in all galaxies may seem like quite a leap of faith. Locally, starbursts

are relatively rare objects, so it is unclear whether galactic winds are ubiquitous

and tied solely to the galaxy’s star formation rate. However, as Heckman et al.

(2000) showed there is a threshold of star formation surface density of around

0.1 M�yr−1kpc−2 above which winds are typically seen, and unlike with local star

forming disks, virtually all star forming galaxies at high redshift satisfy this cri-

terion because they are more compact and more vigorously forming stars (Heck-

man et al., 2000; Erb et al., 2006). Hence down to z ∼ 1.5 at least, it is plausible

that essentially all galaxies are forming stars that drive galactic superwinds. In-

deed, direct observations of Lyman break galaxies at z ∼ 2 − 3 by Pettini et al.

(2001) and Shapley et al. (2003) show outflows of hundreds of km/s. Of course,

there is no guarantee that outflows from these high-redshift systems follow simi-

lar relations as local starbursts, but as we shall see this Occam’s razor assumption
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turns out to be remarkably successful.

Guided by local observations, we choose to focus mainly on a class of models

based on momentum-driven winds. As Murray, Quatert, & Thompson (2005)

describes, in such a model the wind speed scales as the galaxy velocity dispersion

(see their eqn. 17), as observed by Martin (2005a). Since in momentum-driven

winds the amount of input momentum per unit star formation is constant (their

eqn. 12), this implies that the mass loading factor must be inversely proportional

to the velocity dispersion (their eqn. 13). We therefore implement the following

relations:

vwind = 3σ
√

fL − 1, (2.2)

η =
σ0

σ
, (2.3)

where fL is the luminosity factor, which is the luminosity of the galaxy in units

of the critical (or sometimes called Eddington) luminosity of the galaxy, and σ0

provides a normalization for the mass loading factor. Here we assume that the

final radius that the wind is driven to is approximately 100× the initial radius,

i.e. r/R0 ∼ 100 in the Murray, Quatert, & Thompson (2005) formalism; the de-

pendence on this term is weak. Since we are unable to reliably calculate galaxy

stellar velocity dispersions directly in our simulations owing to a lack of reso-

lution, we approximate σ using virial theorem as σ =
√

−1
2
Φ, where Φ is the

gravitational potential at the location of the particle being placed into the wind.

We enlist observations and some theoretical considerations to determine the

free parameters σ0 and fL. Murray, Quatert, & Thompson (2005) argue that for a

Salpeter IMF and a typical starburst SED, σ0 = 300 km/s. As we will show, the

mass loading factor controls star formation at early times, so σ0 can also be set by

requiring a match to the observed global star formation rate. It turns out that for

our assumed cosmology, σ0 = 300 km/s broadly matches this constraint as well,
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so we will use this value throughout for our momentum-driven wind models.

Martin (2005a) suggests fL ≈ 2, while Rupke et al. (2005) find a range of values

fL ≈ 1.05 − 2. In a momentum-driven wind scenario, the relevant luminosity is

set by the Lyman continuum emission from the stars that is absorbed by the dust

particles that propel the wind. In such a radiation pressure scenario, stars with

lower metallicity that produce greater Lyman continuum emission (such as those

in the early universe) would be expected to drive stronger winds. Stellar models

by Schaerer (2003) suggest an approximate functional form for far-UV emission

as a function of metallicity (his equation 1), which we use to obtain the following

relation:

fL = fL,� × 10−0.0029∗(log Z+9)2.5+0.417694. (2.4)

For Z = 0.02 (solar metallicity), the value of the exponent is zero, making fL =

fL,�, while e.g. for a metallicity of 10−3Z�, fL = 1.7fL,�. The metallicity used to

determine fL is that of the gas particle entering the wind. We typically use fL,� =

2 from Martin (2005a), since the galaxies observed in that sample generally have

around solar metallicity (or perhaps a tenth-solar, which makes little difference).

We will also consider models where we do not include this low-metallicity boost,

and yet other models where we allow the fL,� to randomly vary between 1.05−2

in accord with Rupke et al. (2005).

The form of the mass loading factor η is also uncertain. While the momentum-

driven wind model of Murray, Quatert, & Thompson (2005) predicts η ∝ 1/σ,

observations seem to find little if any trend of η with σ (Martin, 1999; Rupke et

al., 2005). There does appear to be a large scatter, so some trends may be hidden in

the scatter, and it is worth noting that constraining the mass loading factor is even

more uncertain than determining outflow speeds. Hence we use equation 2.3

as our fiducial relations, but we will also consider a model where vwind varies
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according to equation 2.2 and η is constant.

Finally, we must circumvent another technical difficulty with implementing

momentum-driven winds within a cosmological simulation. The winds are gen-

erally driven in a manner that continually increases its velocity out to some de-

coupling radius as in equation (15) of Murray, Quatert, & Thompson (2005); this

radius can be quite large, perhaps ∼ 150h−1kpc for typical winds. However,

our implementation only gives an instantaneous kick to a gas particle entering

a wind, and does not continue to accelerate it further. In order to account for

this discrepancy, we optionally give the winds an additional kick corresponding

to the local escape velocity (given by 2σ), so that the escaping wind will have

approximately the desired velocity as it leaves its galaxy’s halo. This may be an

overcorrection, but if the wind is actively driven to well outside the halo scale

radius, this should be a fairly good approximation.

2.2.4 Runs and Outflow Models

In summary, we consider the following outflow models:

• “nw” model: No winds.

• “cw” model: Constant winds: vwind = 484 km/s, η = 2. This is the model

used in SH03 and many subsequent papers using those simulations.

• “zw” model: vwind from eqn. 2.2, a constant η = 2, and fL from eqn. 4. Note

that this is not formally a momentum-driven wind model.

• “mw” model: Momentum-driven winds: vwind and η from eqns. 2 & 3, but

without a 2σ kick and using fL = fL,� = 2 (no metallicity dependence).

• “mzw” model: Momentum-driven winds as above, with a varying fL as

given in eqn. 4, fL,� = 2 and with a 2σ kick.
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Table 2.1: Simulation parameters

Namea Lb εc md
SPH md

dark Md,e
∗,min zend

w8n256 8 0.625 0.484 3.15 15.5 3.0

w16n256 16 1.25 3.87 25.2 124 1.5

w32n256 32 2.5 31.0 201 991 1.0

aAdditionally, a suffix is added to denote a particular wind model as described

in §2.2.4.
bBox length of cubic volume, in comoving h−1Mpc.
cEquivalent Plummer gravitational softening length, in comoving h−1kpc.
dAll masses quoted in units of 106M�.
eMinimum resolved galaxy stellar mass.

• “vzw” model: Like mzw, but where fL,� is allowed to randomly vary be-

tween 1.05 − 2, as observed by Rupke et al. (2005).

Table 2.2.4 lists parameters for our three simulation volumes having 8, 16, and

32 h−1Mpc (comoving) box lengths. Each volume is run for all of the above wind

models. The initial conditions used are identical for all the wind models, and

are generated when the universe was still well within the linear regime using an

Eisenstein & Hu (1999) transfer function with Ωm = 0.3, ΩΛ = 0.7, h = 0.7, n = 1,

σ8 = 0.9, and Ωb = 0.04. Each run has 2563 gas and dark matter particles, with gas

particle mass resolutions spanning 5×105M� to 3×107M�. Our smallest volume

still doesn’t quite resolve the Jeans mass in the high-z IGM (Schaye et al., 2000),

but because we will mostly examine C IV absorption which arises in moderate

overdensity regions, our resolution constraints are less stringent, as we discuss

in §2.6. We will mainly focus on the 16 h−1Mpc box simulations, because as we
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show in our resolution convergence study in §2.6, this is the largest volume for

which we can robustly predict C IV observables.

2.2.5 Spectral Generation

From these simulations, we extract the optical depths along random lines of sight

for 25 ions representing 12 species, along with density, temperature, and metal-

licity for each atomic species (which differ because of thermal broadening), all

as a function of redshift. We use CLOUDY to calculate ionization fractions as-

suming an optically thin slab of gas with the given density, temperature, and

impinging ionizing radiation field (see §2.2.6). The 25 ions selected have been

previously observed in optical/UV absorption line spectra, even though many

ions are too weak to show up in our simulated spectra, as well as theoretical ex-

pectations for IGM densities and temperatures (Hellsten et al., 1998). The three

ions that are considered in this work are H I, C IV, and C III, while the remainder

are included only to simulate chance contamination. The main contaminants are

N V, O VI, Si II, Si III, and Si IV. When using the pixel optical depth (POD) method

(Ellison et al., 1999; Aguirre et al., 2002; Aracil et al., 2004), we must generate

the contaminants as accurately as possible, and we use alpha-enhanced abun-

dances ([N/C]=-0.7, [O/C]=0.5, [Si/C]=0.4 where [C/Fe]=0.0), even though this

increases the total amount of metals by about 150% because half of all metals are

oxygen. For much of our analysis however, we generate uncontaminated C IV

spectra and compare to data where contaminants have been removed. Our goal

in this paper is to explore how simulated observations evolve over our redshift

range, so we leave for the future a more painstakingly detailed comparison (as

done for Lyα in e.g. Davé & Tripp, 2001).

Our software, called specexbin, extracts spectra at angles such that the lines

of sight can wrap around the periodic simulation box and continuously sample
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different structure. We generally run 30 lines of sight at 30 separate angles be-

tween 10 and 82 degrees (angles too close to 0 and 90 will keep sampling the

same structure) for a simulation beginning at z = 6 and ending at the redshift of

the final output (usually z = 1.5). We choose 30 lines of sight because we want a

sample size comparable to a survey of quasar spectra achievable currently or in

the near-term future, so that we can calculate relevant error bars in our plots. A

single line of sight between z = 6.0 → 1.5 will traverse a 16 h−1Mpc box straight

across approximately 150 times. We extract from simulation snapshots at least

every 0.25z, while varying the ionization background as described in the next

subsection and smoothly accounting for Hubble expansion.

specexbin first calculates the physical properties (gas density, temperature,

metallicity, and velocity) as a function of position along the line of sight by av-

eraging the contribution of every SPH particle whose smoothing kernel overlaps

the current pixel. To generate a spectrum in velocity space (redshift space), one

needs to include the effects of Hubble expansion, bulk motions of the gas, and

thermal broadening. For each ionic species, the ionization fraction is determined

at each position by using a lookup table where the inputs are density and tem-

perature, assuming ionization equilibrium. The ionization fraction is then re-

binned into velocity space with the inclusion of thermal broadening specific to

each atomic species. The oscillator strength of the line converts this value to an

optical depth. The metallicity for each atomic species in velocity space is saved

along with the optical depths assuming solar metallicity so the we can apply any

desired metallicity distribution. We typically take the metallicity directly from

our simulations, but this approach retains the option of applying an external ρ−Z

relation.

We then compute fluxes from the optical depths outputted by specexbin.
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We generate 0.05 Å-resolution spectra, then convolve with an instrumental pro-

file typical of an Echelle spectrograph such as HIRES or the Very Large Tele-

scope’s Ultraviolet and Visual Echelle Spectrograph (VLT/UVES), in particular

R ≡ λ/dλ = 43, 000, and finally add Gaussian noise (S/N = 100 per pixel). As

alluded to above, we make two type of spectra: C IV-only spectra with only the

1548 Å C IV component, and complete spectra with all 25 ions included. We use

C IV-only spectra to measure C IV column densities and b-parameters, and to cal-

culate Ω(C IV) (see §2.5.2.1). We use the complete spectra when we apply the

pixel optical depth (POD) method (see §2.5.3), because contamination can affect

the C IV flux decrement. We make multiple spectra for each line of sight, placing

the quasar redshifts such that all portions of the C IV forest from z = 6.0 → 1.5

are “observed” at wavelengths uncontaminated by the Lyα forest (e.g. zQSO =6.0,

5.0, 4.1, 3.4, etc.).

Figure 2.1 demonstrates how Lyα flux, C IV flux, density, temperature, and

metallicity appear at three different redshifts in one of our lines of sight. Some of

the trends apparent in this model spectrum relate to the main conclusions of this

paper. First, the evolution in C IV absorption is significantly less than that seen

for Lyα due to the complicated interplay between enrichment, photoionization,

and IGM heating in expanding large-scale structure. At higher redshifts, C IV ab-

sorption faithfully traces metal enrichment, but at lower redshifts this correlation

becomes significantly weaker.

Except where noted, we will group individual Voigt-profile fit C IV absorbers

(i.e. “components”) into “systems” if they lie within 100 km s−1 of another. This

is done in order to facilitate a more robust comparison among data of varying

quality and to avoid systematics arising from different line fitting techniques.

For example, in Figure 2.1, the C IV line at z = 1.594 is a single component while
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Figure 2.1: Example simulated spectra from the w16n256vzw simulation at three
redshifts, z ≈ 1.5, 3.0, & 4.5, showing Lyα absorption, C IV absorption, and the
underlying overdensity, temperature and metallicity distributions. Black lines
show the properties with peculiar velocities and thermal broadening applied,
while green lines show the underlying physical distribution.
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the lines around z = 4.1 form a multi-component system.

2.2.6 UV Background

We apply a spatially-uniform photoionizing background is taken from Haardt

& Madau (2001) to the matter distribution, both during the simulation runs and

during the spectral extraction. Unless otherwise noted, the background used is

the one that is comprised of quasars and 10% of UV photons escaping from star-

forming galaxies (referred to as QG), which turns on at z ≈ 9. The slope of the QG

background is softer than the Haardt & Madau (1996) quasar-only background

short-wards of 1050 Å (α = −1.8 vs. α = −1.55).

The amplitude of the QG background can be constrained by approximately

matching the Lyα flux decrement, DLyα, to observed values over this redshift

range. To do so, we divide the background amplitude by 1.6 at all redshifts to

match the observed mean Lyα flux decrement, DLyα. We do not do this during the

simulation run, but only in post-processing as we extract the spectra, but as Croft

et al. (1998) showed, because photoionization is subdominant in gas dynamics

such a post facto correction yields virtually identical results as having done the

entire run with the lower background.

In Figure 2.2 we compare the mean flux decrement in our spectra to measure-

ments by Press et al. (1993), Rauch et al. (1997), and Kirkman et al. (2005), which

have been corrected for metal line contamination. The Press et al. (1993) func-

tional fit and Rauch measurements are meant to measure the total DLyα as they

apply corrections for their continuum fitting at high redshift, hence we do not

continuum-fit our spectra for this comparison. Continuum fitting would have

a non-trivial effect on z ∼> 3 where the Lyα transmission almost never reaches

100% in our spectra. The difference declines at lower redshift; for instance, Davé

et al. (1997) find that continuum fitting to the tops of Lyα peaks results in 5.7%
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flux loss at z = 3 and 1.2% at z = 2. The data points from Kirkman et al. (2005),

which have been continuum fitted, show deviations in the highest redshift bins

as expected. Their data agree within reason with our measurements, except at

z = 3.0 where they find a 22% lower DLyα. Other than this measurement, we find

that the HM01 ionizing background simply divided by 1.6 provides a good fit to

the available data. The fact that we don’t need a redshift-dependent correction

indicates that the HM01 background in conjunction with density growth in our

assumed ΛCDM universe yields the correct evolution for DLyα.

Figure 2.2: Lyman-alpha flux decrement (DLyα) averaged over 30 lines of sight
generated from each outflow simulation, using a HM01 background amplitude
divided by 1.6 across all redshifts. This simple correction results in a simulated
DLyα evolution generally in accord with observations. Our outflow models have
little effect on DLyα.

Interestingly, our outflow models have typically a negligible effect on the Lyα

flux decrements, with the values mostly agreeing to 2% among the various sim-

ulations. This indicates that winds are not affecting the density and temperature

structure over much of the Universe’s volume, or put another way, the filling fac-

tor of winds is fairly small (as we will show more quantitatively in §2.3.3). This

is consistent with the results of Theuns et al. (2002b) and Bertone & White (2006);
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the latter finding that the only quantitative effect of galactic winds on the Lyman-

α forest is an increase in the the number of sub-Å saturated regions resulting from

dense shells plowed up by the winds.

2.3 Global Physical Properties

2.3.1 Star Formation Rate Density

A major impetus for including superwind feedback is to suppress star formation

and solve the overcooling problem. As SH03 showed, the constant wind model

broadly matches the observed star formation history of the universe, the so-called

Madau plot (Madau et al., 1996). Here we examine Madau plots for our various

wind models to ensure that they fall within the observed range as well.

Figure 2.3 shows the total star formation rate density as a function of red-

shift averaged over our three simulation volumes, for all our wind models. Data

points shown are from a compilation by Hopkins (2004). We include all star for-

mation in each volume, without selecting out any particular galaxy population.

In general, all our wind models roughly fall within the observed range down to

their lowest redshift (z = 1.5 or z = 2), with possible discrepancies versus z ∼> 3

data that are more poorly constrained. With no wind feedback, far too many

stars are produced as found by SH03, while our various wind models suppress

star formation at z ∼ 3 by ∼ ×3 − 5 relative to no winds. Hence all our wind

models broadly pass the Madau plot test.

More detailed examination reveals that there are some differences between

wind models that yield insights into the impact of varying feedback parameters.

For instance, in models where we have a variable η (mzw,mw,vzw) that produces

high mass loading factors at early times, we end up with a global star formation

history that is peaked towards later epochs (zpeak ≈ 2 − 4) than in the constant
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Figure 2.3: The total integrated star formation history compared to observations
compiled by Hopkins (2004). Wind models suppress star formation from the no-
wind case (long-dashed) to bring then into broad agreement with data. The mass
loading factor controls early star formation, while wind speeds become more im-
portant later on. Outflow models with large η at early times suppress star forma-
tion, resulting in a peak in global star formation at later times.

η = 2 cases (cw,zw) which show zpeak ≈ 5. This arises because the high early mass

loading factors in small early galaxies keep gas puffy and warm, suppressing

early star formation despite the fact that the wind velocities are low. As a case

in point, note the vzw and mzw models show virtually identical star formation

histories at high redshift despite having significantly different (mean) values of

vwind, showing that it is indeed η that primarily governs early star formation.

The wind speed is not irrelevant, though, as that represents the only difference

between vzw and mzw, and they show noticeable differences at later epochs.

There, the universe becomes less dense, winds travel farther, and cooling rates

are lower, so the wind speed vwind increasingly governs the global star formation

rate.

At face value, variable η models appear to be in better agreement with obser-

vations that show zpeak ∼ 2 − 3, particularly the vzw model which shows a peak
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at z ∼ 2. However, since we are not selecting galaxy populations in the simu-

lation analogous to observed samples from which the data are calculated, such

comparisons are at best preliminary. For now, we simply note that the feedback

recipe can have significant impact on the global star formation history, including

the peak of the star formation rate density in the Universe, and all wind models

we consider here fall broadly within the allowed range.

2.3.2 Outflow Properties

As outflows represent the main new feature of our simulations, it is worth exam-

ining their properties in more detail. Here we highlight the differences between

wind models in their typical speeds, mass loading factors, and energy deposition

rates as a function of redshift. These provide useful background information for

understanding the behavior of C IV absorption in our various outflows scenarios.

Figure 2.4 (upper left) shows the mean wind speed as a function of redshift for

our various wind models. The zw and mzw models show similar wind speeds

because they both employ equation 2.2, while the mw model shows lowered

wind speeds primarily because it lacks the 2σ kick. The mean vzw wind speed is

more in line with the mw model at z ∼< 6, but vzw produces a wider range of wind

velocities due to its random assignment of fL,�, and hence ends up being quite

different than mw in many other ways. The boost from low-metallicity stars (not

present in mw) is only important at very early times, because stars enrich them-

selves fairly quickly (Davé et al., 2006), and once the metallicity exceeds around

1% of solar the boost becomes fairly small. The mean wind speed when we em-

ploy equation 2.2 becomes comparable to the constant wind case (horizontal line)

at z ∼ 2. It is worth noting that the wind speeds at z ∼ 3 in all our models are

comparable to the range of outflow velocities observed in Lyman break galaxies

(Pettini et al., 2001).
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Figure 2.4: Wind property averages as a function of redshift for various outflow
models. Panels (a) and (b) show the average wind velocity and mass loading fac-
tor, respectively. Panel (c) shows the energy inputted into the wind particles, and
panel (d) shows the energy injected into the IGM, after we subtract the energy
needed to leave the potential well of the galaxy. The energies are normalized by
the energy injection from supernovae. The wind speeds and mass loading factors
at z ∼ 2 − 3 in momentum-driven wind models are in agreement with observa-
tions by Pettini et al. (2001); Erb et al. (2006). The energy input can significantly
exceed that from supernovae in our momentum-driven wind models, but this is
physically plausible since radiation energy is the primary driver of momentum-
driven winds.
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The upper right panel of Figure 2.4 shows that allowing mass loading fac-

tor dependence according to equation 2.2 results in much more material being

ejected from early galaxies. Of course, because the wind speeds are small and

material is infalling gravitationally, the winds do not reach very far before be-

ing re-accreted. However, they do keep the gas somewhat hotter and more dif-

fusely distributed around galaxies, so the high mass loading factors are effective

at suppressing early star formation. Note that Davé et al. (2006) found that such

suppression is necessary in order to match observed z ∼ 6 galaxy luminosity

functions. At low redshifts, Erb et al. (2006) estimated a required typical mass

loading of around 4 in order to understand the trends observed in the galaxy

mass-metallicity relation at z ≈ 2; our momentum-driven winds broadly agree

with this.

In the bottom two panels of Figure 2.4, we show the kinetic energy injected by

the winds (left), and the amount of energy that reaches the IGM once subtract-

ing off the energy required to leave the potential well and enter the IGM (right).

We normalize these quantities to the average supernova energy for a Salpeter

IMF, namely 4 × 1048 ergs per M� of star formation (the fiducial value used by

SH03). The cw model was constructed by SH03 to return 100% of the supernova

energy into kinetic feedback (although thermal feedback was included in addi-

tion), while the energy input from the momentum-driven wind models increases

as galaxies grow. Eventually, the energy inputted by winds exceeds the super-

nova energy; this is physically possible because these winds are driven by UV

radiation from massive stars over their entire lifetimes. An important feature of

momentum-driven winds is that deeper potential wells in larger galaxies do not

inhibit feedback of energy into the IGM, in accord with observations by Rupke et

al. (2005). The reverse is true for the cw model, where the energy injection into the
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IGM is quite high at high-z and declines to lower redshift, which as we shall see

leads to excessive heating of the IGM (see §2.3.3 and Aguirre et al., 2005). Indeed,

Ferrara et al. (2000) showed that metal enrichment via supernova-driven winds

alone is energetically insufficient to enrich the IGM to the observed levels, and

another unknown mechanism was required; momentum-driven winds provide

such a mechanism.

2.3.3 IGM Enrichment and Heating

Winds add metals and energy simultaneously to the intergalactic medium, and

both quantities affect the characteristics of metal absorption in the diffuse IGM.

In this section we examine how outflow parameters affect the evolution of metal-

licity and temperature in the IGM.

Figure 2.5, upper left, plots the mass-averaged metallicity in gas in our var-

ious runs. These curves track the cumulative amount of star formation in each

run, with the slight difference that metals locked up in stars are not included in

this plot. Consistent with expectations from Figure 2.3, the no-wind case has the

largest amount of metal mass, while mzw and vzw have the smallest global metal

production.

Comparing that plot to the volume-averaged metallicity in the upper right

panel shows some interesting differences. Note that when quantifying IGM

metallicity using absorption lines, it most directly traces the volume-averaged

metallicity. In our outflow models, the amount of metals that enters into the

IGM depends on a complicated interplay between the mass of metals (or stars)

formed, the wind speeds, and the mass-loading factor. The large wind speeds in

the constant wind case, together with relatively vigorous star formation, produce

the most widely distributed metals, with a mean metallicity at z ∼ 3 of ≈ 1% so-

lar. The difference between zw and mzw, which have similar wind speeds, arises
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Figure 2.5: IGM properties averaged over the simulation box for various outflow
models as a function of redshift. Panel (a) displays the global mass-weighted
gas-phase metallicity, a quantity proportional to stellar mass except that the met-
als locked up in stars are not included. Panels (b) shows the volume-weighted
metallicity, which is governed more by outflow speeds than by metal produc-
tion, as the relative trends between models follow that seen in Figure 2.4a. Panel
(c) shows the fractional volume of the simulation enriched to over [Z/H]> −3,
which again is broadly governed by outflow speeds. Note that the no-wind cases
is unable to enrich more than 0.1% of the volume at any epoch. Panel (d) shows
the volume-weighted temperature, showing that constant winds dramatically en-
hances IGM temperature, while momentum-driven wind models heat the IGM
substantially less. Panel (e) shows the amount of energy reaching the IGM in
terms of supernova energy per year, per h−1Mpc; this is essentially a cumulative
version of Figure 2.4. Panel (f) shows the amount of metals in the diffuse IGM
(ρ/ρ̄ < 100) relative to the z = 2 IGM metallicity; an increase of ∼ ×10 from
z = 6 → 2 is typical.
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because the low mass loading factor in zw yields more star formation and hence

more metals. The lower wind speeds in mw and vzw produce relatively low

volume-averaged metallicities. Canonical values inferred from C IV observations

at z ∼ 3 suggest [C/H]≈ −2.5 (e.g. Songaila & Cowie, 1996; Davé et al., 1998),

which is broadly consistent with all the wind models. We will engage in more

careful comparisons to observations in §2.5.

The no-wind model does not distribute metals into the IGM hardly at all

([C/H]volume never exceeds -5.0), leaving most of its volume pristine, and show-

ing that dynamical stripping of enriched gas owing to interactions cannot enrich

the diffuse IGM. Our results are in qualitative agreement with high-resolution

Eulerian simulations by Gnedin & Ostriker (1997) with no winds, having spatial

resolution comparable to our runs but in much smaller volumes. They found a

volume-averaged metallicity of ≈ 3 × 10−4 at z = 4, which is an order of magni-

tude higher than what we find but is still much too low to enrich the diffuse IGM

to the observed levels.

The two middle panels show the filling factor with metallicity greater than

one-thousandth solar (left) and the volume-averaged temperature (right). The

trends in these panels are related. In order to expel metals to large distances and

fill volume, high wind speeds are required that results in high IGM temperatures.

Hence the trends are similar among our wind models in the two plots: Constant

winds produce high filling factors and large temperatures, zw and mzw are vir-

tually identical, while the mw and vzw models fill less of the volume and hardly

heat the IGM much above the primarily photoionization-established tempera-

tures seen in the no-wind case. Interestingly, the spread of velocities in the vzw

model both enrich the IGM while injecting relatively little energy, which as we

will show turns out to be favored by observations.
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The volume filling factor increases with time in all models because (1) met-

als have escaped their potential wells and are coasting away from their parent

galaxies, and (2) galaxies are forming in less biased regions at later times. The

volume filled in the cw model begins to asymptote as hierarchical buildup oc-

curs and metals ejected by small galaxies falls back into larger halos. The volume

will eventually asymptote for the other models, but at lower redshift since the

smaller enriched volumes around galaxies will not overlap until later, and be-

cause the peak star formation is shifted to later epochs.

As a side note, Schaye et al. (2000) demonstrated that at z ∼ 3, the temper-

ature of the IGM as traced by Lyα absorption line widths is ≈ 1.5 − 2 × 104 K.

This temperature is above that expected for pure photoionization (e.g. Hernquist

et al., 1996, or alternatively our no-wind case), which they interpret as arising

from latent heat owing to He II reionization. Our mzw and zw models broadly

agree with the Schaye et al. (2000) measurement, but in our case the excess heat is

due to outflow energy deposition. Hence outflows can produce elevated temper-

atures without requiring He II reionization (Sokasian et al., 2003). We leave more

detailed studies of Lyα line widths for future work.

The lower left panel of Figure 2.5 shows the energy injected into the IGM

per year per h−1Mpc3, in terms of amount of supernova energy produced. This

energy injected is proportional to η×SFR×v2
IGM where vIGM is the velocity after

leaving the potential well of the galaxy. The large amounts of early feedback

energy in the cw model explains how its IGM becomes so hot by z = 6. The

momentum wind models peak in their energy output at z = 2 − 4, with weaker

winds peaking later. We will show later that this heat input results in significant

variations in the global ionization fraction of C IV, which is a key ingredient in

understanding C IV evolution.
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The lower right panel shows the amount of metals in the IGM where ρ/ρ̄ <

100 relative to that at z = 2. This shows that in all models, the amount of IGM

metals at z = 6 is less than one-eighth of that at z = 2. In other words, in all

of our models the vast majority of metals are injected into the IGM during z =

6 → 2, rather than at z ∼> 6. Note that we do not include any “pre-enrichment”

from exotic star formation at early times; our models are instead intended to

test whether normal star formation in ordinary galaxies can enrich the IGM with

outflow models included.

Overall, these results highlight the importance of the oft-overlooked connec-

tion between metal and energy input into the IGM. The mass-loading factor η

roughly governs the amount of total metal production at early times, while the

outflow velocity vwind mostly determines the physical extent to which the dif-

fuse IGM (ρ/ρ̄ < 10) is enriched and heated. As we shall see, the complicated

interplay between metal production rate, wind speed, mass loading factor, and

radiative cooling makes observations of IGM metallicity a highly sensitive probe

of the physics of large-scale outflows.

2.4 Physical Properties of Metals and C IV Absorbers

2.4.1 Evolution of Metals in the IGM

Figure 2.6 shows density, temperature, metallicity, and C IV absorption at z =4.5,

3.0, and 1.5, in 15 × 15 h−1Mpc slices that are 100 km s−1 wide, from the

w16n256vzw model. We have deliberately centered the velocity slice on an over-

dense region (both in density and C IV absorption) to show the large variety of

structures formed. This figure illustrates some of the trends that will be quanti-

fied in upcoming sections1.
1For movies of this evolution, see http://luca.as.arizona.edu/˜oppen/IGM/.
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Figure 2.6: A 100 km s−1 slice of the w16n256vzw simulation centered on a grow-
ing galaxy group at z = 4.5, 3.0, and 1.5. In addition to the well-understood
growth of large-scale structure (overdensity), the middle panels show that metal
enrichment is tied with the early heating of the IGM, especially at high-z before
virialization dominates at low redshift. C IV absorption traces nearly all metals at
high-z, and then declines to trace only the most overdense structures at low-z as
the overall ionization correction rises. Close inspection of the absorption struc-
tures indicates an evolution from smooth and diffuse to clumpy knots tracing the
higher overdensities at low-z.
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The growth of large-scale structure, dominated by gravitational instability, is

evident in the gas density snapshots (top panels). Outflows increase the metal

filling factor while growing the metallicity level in previously enriched regions.

Bubbles of shocked gas grow around star forming systems and trace the filamen-

tary structures that house galaxies. In the high-redshift snapshot, much of the

heating is due to winds, as the hot bubbles trace precisely where the metals ap-

pear. Later, as a proto-group forms in the center of this region, the temperature

also tracks the virialization of gas in the growing potential well. Interestingly,

cold mode accretion (Kereš et al., 2005) is evident along the dense filaments feed-

ing galaxies; hence despite the heat input, outflows do little to stop rapid accre-

tion at high redshifts, because they tend to flow into lower density regions.

The C IV absorption is shown in front of a backlit screen to highlight the mor-

phology of absorption, such as if our Universe was infinite and static (Olbers,

1826). In reality, quasars provide the backlight, and any quasar only probes a

single pixel. At z = 4.5, nearly all metals show C IV absorption when the ioniza-

tion fractions are highest in the IGM. τ (C IV)∼ 0.05 − 0.10 traces IGM gas with

ρ/ρ̄ = 3 − 10 and τ (C IV)> 0.10 traces ρ/ρ̄ = 10 − 30 between z = 4.5 − 6.0,

a time when the vast majority of these overdensities remain unenriched by our

prescribed winds. By z = 3.0, metals have enriched the filaments, which show up

as strong absorbers connecting the growing galaxy groups. By z = 1.5, much of

the diffuse IGM carbon is ionized to higher states, and C IV preferentially traces

higher overdensity structure.

Figure 2.7 shows the mass and metal evolution in the diffuse IGM (ρ/ρ̄ < 100,

T < 30, 000 K) in the top panels, the warm-hot IGM (WHIM, ρ/ρ̄ < 100,

T ≥ 30, 000 K) in the middle, and the condensed IGM (ρ/ρ̄ ≥ 100, includes stars)

on the bottom for the cw, mzw, vzw, and nw models. The mass fraction in diffuse
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gas falls in all models from z = 6 → 2, as mass transitions mostly to the WHIM

phase resulting from both shock heating on large-scale structure and energy feed-

back. Not surprisingly, the WHIM fraction follows the mean temperature evolu-

tion in Figure 2.5. The no wind model provides a baseline for the amount of

WHIM formed purely from growth of structure. At z = 2, the cw model has a

WHIM fraction of 50%, double the nw case, indicating half the WHIM results

from feedback, and even more at higher redshift. The WHIM formed by energy

feedback is moderate in the mzw case, and slight in the vzw model, thus lead-

ing to our conclusion that the fraction of WHIM formed by feedback depends

most on wind speed. Meanwhile, the condensed phase understandably grows

the fastest in the nw case, while the vzw model clearly distinguishes itself from

other two feedback models shown here by producing more condensed matter

resulting from low wind velocities unable to escape their parent haloes.

Both wind parameters, vwind and η, have a significant effect on the fraction

of metals in various phases, especially compared to the nw case where virtually

no metals leave the condensed phase. The cw model has a significant amount

of metals in the condensed phase due to its lower mass loading factor, but the

metals that do escape into the IGM usually are shocked to WHIM temperatures.

In momentum-driven winds (vzw and mzw), although η is larger which sup-

presses star formation, the lower wind speeds allow more metals to return to the

condensed phase, more so in the vzw case.

The mean gas metallicities (minus the stars in the condensed phase) are plot-

ted in the right set of Figure 2.7. The condensed gas has a slowly-evolving metal-

licity of 5-20% solar in all wind models at these epochs at z < 4. This enrichment

level and evolution is similar to that seen for damped Lyα systems (Prochaska

et al., 2003a), which are expected to arise in condensed gas. In contrast, diffuse
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Figure 2.7: The fractional mass, fractional metals, and mass-weighted metallicity
of the IGM (from left to right) subdivided into diffuse IGM (ρ/ρ̄ < 100, T < 30, 000
K), warm-hot IGM (WHIM, ρ/ρ̄ < 100, T ≥ 30, 000 K), and condensed IGM (ρ/ρ̄ ≥
100) (from top to bottom). The condensed component includes stellar mass and
metals, although the [Z/H] measurement is just for the gas.
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gas shows a steadily increasing metallicity in all models, as star formation and

winds combine to drive metals into the diffuse IGM. Interestingly, all wind mod-

els show similar diffuse phase metallicities and mass fractions, a result of the

self-regulating nature of feedback (i.e. more feedback curtails star formation and

metallicity enrichment). The WHIM at high redshift is primarily the result of

feedback and is more enriched than the diffuse IGM. As virialization forms more

WHIM at lower redshift, the WHIM metallicity becomes more similar to that of

the diffuse IGM.

These figures illustrate that winds polluting the IGM also affect the tempera-

ture structure of the IGM, making C IV absorption an evolving tracer of metallic-

ity. Next we quantify these trends from the perspective of C IV absorbers.

2.4.2 C IV Absorption in Phase Space

Currently the only observational probe we have of diffuse high-redshift IGM gas

are one-dimensional quasar absorption line spectra skewering a complex matter

distribution. In this section we present physical properties of the underlying gas

for C IV absorption in our simulated spectra, in terms of the cosmic phase space

(overdensity & temperature) of absorbing gas. We focus on the cw, mw, mzw, and

vzw models as a representative range of wind scenarios: cw displays abundant

early energy and metal injection, mw has comparatively little metals injection and

almost no increased temperature compared to the no-wind case (see Figure 2.5),

while mzw and vzw represent two intermediate cases that, as we shall see, are

our favored models, with vzw being slightly preferred. Hence for illustrative

plots we shall utilize the vzw model, with the understanding that the qualitative

trends are similar in other models unless otherwise noted.

Figure 2.8 shows the ionization fraction as a function of density and tempera-

ture, in three different redshift intervals for the w16n256vzw model. The ioniza-



66

Figure 2.8: Solid (colored) contours show metal mass, while dashed contours
show total mass plotted in ρ−T phase space. Shading corresponds to the ioniza-
tion fraction in C IV. These contours have 0.5 dex steps and are normalized across
the three redshift bins. The shading goes from 0 → 40% C IV ionization fraction,
where the highest fraction occurs in collisionally ionized regions (T ∼ 105 at
ρ/ρ̄ ∼> 10). The magenta dashed line in the lower two redshift panels is the ρ − T
relation used by Schaye et al. (2003) to derive their metallicity-density-redshift
relationship. Metals occupy a large region of phase space leading to a variety of
ionization conditions that evolve with redshift.

tion fraction shows two distinct regions: A horizontal band corresponding to col-

lisional ionization around 105 K, and a diagonal band at lower temperatures and

densities corresponding to photoionization. Dashed contours overlaid on top of

these shaded regions trace the total mass distribution from the vzw model. C IV

absorption would be visible where these contours overlap the shaded regions, if

metals are present. Metallicity (solid) contours that overlap shaded regions rep-

resent areas that are in fact traced by C IV for the vzw model.

One interesting result from this figure is that C IV is not an optimal tracer of

photo-ionized IGM gas, particularly at lower redshifts. C V (40.3Å) would be

a better tracer, but such an observation requires X-ray spectroscopy far beyond

the current capabilities. Conversely, there is significant amounts of gas heated to

around 105 K in this and the other models, in which C IV should be prominent,
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even at high redshifts. The number of actual observed systems as a function of

density is governed by an additional factor, namely the physical cross-section of

the absorbing gas; this will be greater at lower densities, which is why weak C IV

absorption is still more common despite having a relatively low C IV ionization

fraction.

Comparing the solid and dashed contours also shows that in the diffuse IGM,

which holds the majority of baryons and the vast majority of volume at these

epochs, contains few metals. Hence the filling factor of metals is small (as seen

in Figure 2.5), especially at high-z. The magenta dashed line in the two lower

redshift bins is the density-temperature relationship used by S03 to derive their

mass-metallicity relation, obtained by assuming that the metals occupy the dif-

fuse IGM and can be described by a 1-dimensional ρ−T relationship correspond-

ing to the IGM equation of state. Their ρ−T relation is flatter because they assume

substantial latent heat from H I reionization at z ∼ 6; we did not include this be-

cause latest results from the Wilkinson Microwave Anisotropy Probe show that

the Universe was predominantly reionized out to z ∼ 10 (Page et al., 2007), and

our Haardt & Madau (2001) model assumes reionization at z ≈ 9. The tempera-

tures they use result in a global ionization correction that does not change much

over their redshift range, leading to their conclusion that their lack of evolution

in the C IV systems implies little redshift evolution in the true IGM metallicity.

From this plot, it is clear that our self-consistent enrichment models predict C IV

absorbers lying in a wider range of densities and temperature, and are not consis-

tent with the assumption that C IV almost always arises in a photoionized phase.

We quantify this in the next section.

Figure 2.9 compares the metal mass contours from the previous plot (shown as

dashed contours) with the distribution of the actual C IV absorption (solid), in the
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(ρ, T ) plane, for the cw, mw, and vzw models (top, middle, and bottom panels,

respectively). We obtain the C IV absorption density from the lines of sight in

physical space, i.e. without peculiar velocities and thermal broadening that can

significantly alter the relationship between absorption and physical properties.

The two sets of contours illustrate the difference in phase space between the true

metallicity and the metallicity traced by C IV.

The three wind models shown tell very different stories about IGM metallic-

ity, observed and actual. The constant wind model has high wind speeds and

greater star formation at high redshift, resulting in earlier enrichment of lower

overdensities and the shock-heating of the IGM. The C IV ionization fractions

grow increasingly smaller at later times as the hot metals are ionized to higher

states and cannot cool efficiently at such low densities. In contrast, the low wind

speeds of the mw model copiously enrich high overdensities while minimizing

shock-heating, and lead to a higher overall C IV ionization fraction, allowing C IV

to more closely trace the metals. The intermediate vzw model with its variable

outflow velocity has both higher wind speeds capable of injecting metals into the

diffuse IGM and lower wind speeds replenishing metals in the galactic halo gas.

The result is IGM enrichment at a wider range of densities than mw with less

feedback heating than cw, which as we shall see is a better match to observations.

All forms of feedback result in metals occupying a large range of temperatures

by z = 3 resulting in many metal lines being collisionally ionized, a prediction

also made by Theuns et al. (2002b) in their simulations with feedback.

Generally, at high redshifts C IV is a nice tracer of diffuse metals, but it misses

the low-temperature high-density regime of the metal distribution (i.e. con-

densed phase metals) where much of the metals are residing. At z < 3, C IV traces

diffuse metals less well, because an increasing amount of metals arises in hot gas
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Figure 2.9: Dashed contours corresponding to metallicity mass (similar to those
in Figure 2.8) and solid contours corresponding to the summed C IV optical depth
(derived from lines of sight) in ρ−T phase space for three different redshift from
the w16n256cw, w16n256mw, and w16n256vzw models. The blue line divides
regions dominated by collisional ionization (top) and photo-ionization (bottom).
The cw model predominantly enriches the low density IGM while causing signifi-
cant shock-heating, whereas the mw model enriches mostly higher overdensities
and heating occurs mostly due to virialization at low redshift. The vzw model
manages to enrich a variety of overdensities while causing little more shock heat-
ing than the mw model.
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that is too highly collisionally ionized for C IV. It also fails to trace very diffuse

gas that is too highly photoionized for C IV. Hence in what could be termed the

“Age of C IV”, this ion between z = 3− 4.5 is able to trace metals over the largest

range of overdensities corresponding to the largest variety of structures. As a

side note, the relative invariance in C IV absorption across these redshifts can be

seen by the similar areas covered by the C IV contours, despite the fact that the

total metallicity (the area of the metallicity contour) is increasing with redshift;

we will quantify this effect later.

In the low redshift bin, C IV traces typical overdensities of ρ/ρ̄ ∼ 100 despite

the peak in metallicity moving downwards to ρ/ρ̄ ∼ 30. This indicates that C IV

absorption, particularly strong absorption, is arising primarily in galactic halo

gas. Unfortunately for our simulations, if the gas in these halos has a struc-

ture similar to our Milky Way with cold clumps (i.e. high-velocity clouds) and

a complex multi-phase structure (Mo & Miralda-Escudé, 1996; Maller & Bullock,

2004), then we cannot hope to resolve the detailed density and temperature struc-

ture in our simulations. Indeed, observations by Simcoe et al. (2006) of quasar

HS1700+6416 between z = 1.8 → 2.7 suggest sub-kpc length scales for many of

the strongest absorbers. However, lensed quasar image pairs do not show sig-

nificant deviations until above a few hundred pc in C IV line profiles indicating

highly ionized gas traces structure on at least kpc scales (Rauch et al., 2001). While

these observations probe the IGM between z = 1.6 → 3.6, smaller separations are

probed at higher redshifts, so it is difficult to determine if the characteristic size

of the absorber does in fact decrease at low redshift as our models predict.

Figure 2.9 further shows that C IV arises from both photo-ionized and col-

lisionally ionized absorbers; we show a line above which collisional ionization

dominates. Interestingly, the fraction of collisionally ionized C IV is highest at the
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earliest times despite a overall cooler IGM. The diffuse IGM densities are too high

and the background is too low to ionize most metals to C IV, while at the same

time the collisionally-ionized band intersects regions with metals heated almost

entirely by early feedback. It is because of this that early observations of C IV

absorption provide the greatest discrimination between feedback models, as we

shall show more explicitly later on.

The fractions of C IV collisionally ionized between z = 5.5 − 6.0 are 68% and

43% for the cw and vzw models respectively. These fractions fall precipitously

to 29% and 15% by z = 4.0, mainly because the photo-ionized C IV component

rapidly increases due to the changing ionization conditions. The amount of colli-

sionally ionized C IV never really drops, and grows rapidly below z = 2.5 in the

vzw model as metal-enriched gas collapses back into halos (especially overden-

sities ρ/ρ̄ > 300) leading to a ∼50% collisionally ionized fraction at z ∼ 2.

In summary, C IV absorption in cosmic phase space clearly demonstrates that

there is no one simple C IV absorber type relevant to all redshifts and large-

scale structures we are investigating. Instead, the photo-ionized and collisionally

ionized absorption probe two different regions of the metal-enriched IGM that

evolve independently over redshift. As the collisionally ionized component in

particular is quite sensitive to the outflow model, C IV can in principle provide

interesting constraints on galactic feedback, especially at early epochs.

2.4.3 Metallicity-Density Relationship

Since metals are generated in galaxies that lie at highly biased peaks of the

early matter distribution (e.g. Davé et al., 2006), it is expected that there will

be a positive correlation between metallicity and local overdensity. Indeed,

such a relation was determined based on C IV pixel optical depth statistics by

S03. They inferred that the median metallicity followed the relation [C/H] =
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−3.47 + 0.08 (z − 3) + 0.65 (log(ρ/ρ̄) − 0.5) between z = 1.8 − 4.1, i.e. that IGM

metallicity shows a moderate density gradient with little redshift evolution. Such

a relationship provides a constraint on models of metal injection, though as we

shall see this S03 relationship is sensitive to assumptions about the thermal state

of the gas which are not supported in our more successful wind models.

The top panels of Figure 2.10 show the metallicity-density relationship for all

our wind models at three redshifts. These are not log-linear relationships as have

often been assumed in fits (e.g. SO3). Instead, the metallicity-density relations

are generally fairly flat out to some moderate overdensity, and then drop increas-

ingly rapidly to lower overdensities. Furthermore, metallicities are continually

growing at all overdensities in all our simulations as outflows extend to lower

overdensities and the condensed regions are constantly replenished with new

metals from galactic superwinds.

The cw model shows some different behaviors compared to the momentum-

driven wind cases. The large early wind speeds in cw push metals so far out that

the < Z/Z� > shows almost no gradient between ρ/ρ̄ = 1 − 10, while various

forms of the momentum wind models clearly show a gradient. For compari-

son, Cen et al. (2005) find a “metallicity trough” between ρ/ρ̄ = 0.1 − 1 in their

TIGER simulations, because their winds propagate from the most massive galax-

ies anisotropically, enriching the underdense IGM to higher metallicities than the

filaments. The initial velocities in their model are 1469 km s−1, which quickly

slow down to a few hundred km s−1 after accumulating material. Our cw model

is probably most similar to theirs, but with lower outflow velocities that are not

quite sufficient to produce a dramatic inversion in the metallicity-density rela-

tion.

The momentum-driven wind models have a stronger metallicity-density gra-
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Figure 2.10: Top panels show the mean metallicity as a function of overdensity
for all our wind models in three redshift bins. For comparison, the Schaye et al.
(2003) relation with its log-normal distribution is included at the two lower red-
shifts. All models show steady growth in metallicity at all overdensities as out-
flows reach lower overdensities while the metals are continuously replenished
around galaxies. The bottom panels show the mean C IV/C ratio for all IGM gas
independent of metallicity, demonstrating how the overall ionization fraction de-
creases and C IV preferentially traces more overdense gas. C IV absorption will
be observed where the ionization ratio and the metallicity are both significant.
The differences between the models result from the effect of feedback on the tem-
perature structures of the IGM. The density-temperature relation assumed by S03
yields a steeper ionization fraction as a function of density (solid line), resulting
in an inferred metallicity-density relation that is shallower than our simulations.



74

dient, because smaller galaxies living at lower overdensities enrich smaller vol-

umes with smaller velocities. The vzw model has the smoothest gradient result-

ing from the assumed spread in velocities enriching a variety of overdensities.

The zw model, despite its significantly lower mass loading factor than mzw, en-

riches all overdensities more efficiently, because it has a higher overall star for-

mation rate. Wind speed is the biggest determinant of metallicity in the diffuse

IGM (especially at ρ/ρ̄ < 10) while mass loading factor determines the metallicity

of the condensed phases of the IGM (ρ/ρ̄ > 1000); with larger values of η remov-

ing more gas from galaxies, curtailing star formation, and decreasing enrichment.

These difference emphasize the interplay of feedback, star formation, and energy

deposition in the IGM.

Our metallicity-density relationship is generally higher than that inferred by

S03 at most overdensities The primary reason for this discrepancy is the IGM

temperature structure in our simulations. As we showed in §2.4, our simulated

IGM is continually growing hotter at lower redshift making the C IV ionization

fraction smaller where the metals are, and hence requiring higher true metallici-

ties to match a given Ω(C IV) absorption. To demonstrate this, the bottom panels

of Figure 2.10 plot the overall C IV/C ratio (i.e. the inverse of the ionization cor-

rection) for all IGM gas independent of metallicity as a function of overdensity

for the various models, along with that derived from the density-temperature re-

lation assumed by S03 (the dashed line in Figure 2.8). C IV should be primarily

observed at overdensities where both the metallicity and this ratio are large.

The S03 relation shows a much steeper ionization fraction growth with den-

sity in the mildly overdense regime than any of our simulations. This is because

they assume pure photoionization, whereas our models have significant contri-

butions from collisionally ionized C IV. This is even true of our no-wind model,
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owing purely to the growth of structure around galaxies. This explains why S03

obtains a shallower metallicity-density relation in this regime from C IV obser-

vations, while (as we will show in §2.5) we match similar data with our steeper

metallicity-density gradient. Interestingly, Scannapieco et al. (2006) suggested

that a top-hat distribution of metals around galaxies is a better fit to the observed

C IV auto-correlation function, as compared to the S03 fit. Our simulations pro-

duce a distribution that at least comes closer to this.

Figure 2.10 is also helpful in visualizing some of the trends described in §2.4.2.

First, the C IV/C ratio peak shifts from overdensities of about 1 to over 100 from

z = 5.5 → 2.0, a startling increase due to the decreasing physical densities and

(more weakly) the increasing ionizing background. The overdensities of the ob-

served C IV do not shift as much because lower overdensities have less optical

depth, plus the diffuse IGM has few or no metals at high-z where the ratio is

highest. Although the photo-ionized and collisionally ionized regions are dis-

tinct in ρ − T phase space, the ratio merges into a single smooth peak when the

temperature axis is collapsed (to visualize this look at the shading relative the

the IGM dashed mass contours in Figure 2.8). Also, the overall decrease in the

C IV/C ratio toward low-z demonstrates the decline in the ability to use C IV as a

tracer of metals.

The differences between outflow models isolate the effect of feedback on the

temperature structure of the entire IGM. At z = 5.5, feedback has not affected

much the diffuse and underdense gas as can be seen by the similarity in the mod-

els; only the cw model is able to inject energy significantly to lower the ratio.

During the Age of C IV at z = 3.5, the ionization ratio is high at metal-rich over-

densities high enough to create significant optical depth in all feedback models.

The temperature structure causes the most divergence in the ratio by z = 2 be-
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cause of the transition to collisionally ionized C IV, especially in the cw model.

Our models clearly contrast with the S03 linear density-temperature relationship,

which intersects higher ionization fractions in the photo-ionized regime (see Fig-

ure 2.8), leading to their estimates of lower metallicity.

In short, C IV ionization conditions evolve with density and redshift, with an

increasing contribution from collisionally-ionized absorbers at lower redshifts.

Our metallicities at a given density are higher than inferred previously by S03

because the broad distribution of metals in the ρ − T plane results in a higher

overall C IV ionization correction.

2.4.4 Evolution of Median C IV Absorber in Phase Space

Figure 2.11 presents the evolution of absorbers in terms of the median phase

space properties of C IV lines. We show three bins of column density (log(N (C IV))

= 12-13 (weak), 13-14 (intermediate), 14-15 (strong)) over three different redshift

ranges (z = 6 → 4.5, 4.5 → 3, 3 → 2), for three of our wind models (cw, mw,

vzw). The values are obtained by summing over parcels of gas in redshift space

(i.e. including peculiar velocities and thermal broadening), and is thereby likely

to underestimate the density and metallicity of the parcel(s) of gas contributing

most to the absorption within a given line. This is more true at lower redshift

as C IV absorbers become compressed in comoving space while the comoving

pathlength per redshift increases. Nevertheless, these outflow models are clearly

distinguished, allowing us to draw some simple conclusions about the physics of

the absorbers.

In the cw model, the median absorber exists at a temperature that is domi-

nated by collisional ionization (≈ 105 K), which as we shall show produces poor

agreement with observations. The typical overdensity increases with time at all

column densities, as diffuse gas becomes increasingly ionized to C V and beyond.
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Figure 2.11: Median values of C IV absorbers subdivided into column density
bins (point size) and redshift (color and shape) along with the median values
of metallicity ([Z/H], written below with larger text for higher column den-
sity). Left, middle and right panels show the w16n256cw, w16n256mw, and
w16n256vzw models. The medians plotted are derived from spectra that in-
clude peculiar velocities and thermal broadening. The cw model is dominated
by collisionally-ionized absorbers at all redshifts, while mw is photo-ionization
dominated. The vzw model probes the widest range of densities from weak to
strong systems, showing its ability to enrich a wide range of environments, while
still maintaining mostly photoionization-dominated temperatures.
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In contrast, the mw model’s absorbers are almost always photo-ionized except at

the strongest lines at high-z, and show relatively little evolution in overdensity

over our redshift range, because the low wind speeds do not eject metals much

outside the relatively dense regions that are well-traced by photo-ionized C IV.

Meanwhile, the vzw model manages to shock heat more metals creating a larger

collisionally ionized component, while concurrently allowing significant metal

enrichment of denser halo gas by virtue of some outflow velocities being low.

This creates a wider range of overdensities and temperatures traced by different

column densities at any given redshift as compared with either the cw or mw

models, with weak absorbers tracing ρ/ρ̄ ≈ 4 − 5, and strong absorbers tracing

ρ/ρ̄ ≈ 30 − 100.

In brief, the behavior of C IV absorption in cosmic phase space shows notice-

ably different behavior for various wind models, suggesting that C IV observa-

tions can provide a sensitive probe of galactic outflows. In the next section, we

demonstrate this explicitly by comparing our outflow models to observations.

2.5 Testing Outflow Models Against Observations

2.5.1 C IV Mass Density

So far we have seen that outflows can have a significant impact on the physical

properties of the IGM. We now compare C IV absorption line properties from our

various outflow models in order to determine which ones, if any, successfully re-

produce available observations. We begin by examining the most global statistic

that can be derived from C IV absorption, namely the total mass density in C IV

absorbers, Ω(C IV).

Ω(C IV) provides a benchmark observational test for models of IGM enrich-

ment. The observed lack of evolution of Ω(C IV) from z ≈ 6 → 2 has been cited
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as evidence for very early (z ∼> 6) enrichment of the IGM (Songaila, 2001; Scan-

napieco et al., 2002; Porciani & Madau, 2005; Songaila, 2005) from a putative gen-

eration of early massive stars and/or primeval galaxies. Such a scenario is at-

tractive at face value because winds can easily escape the small potential wells of

early galaxies. But it should be remembered that the metals must be expelled to

densities approaching the cosmic mean in order not to have been gravitationally

re-accreted onto galaxies by lower redshifts (e.g. Porciani & Madau, 2005). This

means winds must not only escape galaxies, but must also overcome Hubble flow

which is quite rapid at these early times, approaching 1000 km/s. A population

of early galaxies that is energetically able to expel winds at ∼ 1000 km/s may be

difficult to reconcile with limits on pre-reionization massive star formation from

the latest WMAP Thompson optical depth results (Page et al., 2007).

None of our models directly test this early IGM enrichment scenario. In-

stead, our outflow models attempt to reproduce the observed C IV evolution self-

consistently from standard stellar populations combined with locally-calibrated

outflow models. We find that our models are successful, thereby removing the

need for widespread early IGM enrichment. We further find that observations

non-trivially constrain our outflow models.

Songaila (2001) determined Ω(C IV) by integrating the total column density

of systems between 1012 ≤ N (C IV)< 1015 cm−2 and dividing by the pathlength

using

Ω(CIV)(z) =
H0mCIV

cρcrit

ΣNtot(CIV, z)

∆X(z)
(2.5)

where

∆X(z) =

∫

(1 + z)2dz
√

ΩM (1 + z)3 + ΩΛ

. (2.6)

These limits are chosen because larger column density systems are likely to arise

from galactic halo gas, while the lower column densities suffer from observa-
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tional incompleteness. When needed, we convert observations to our simula-

tions’ ΛCDM cosmology (ΩM = 0.3, ΩΛ = 0.7). Measurements of Ω(C IV) have

highlighted some interesting trends that already provide a key test for our vari-

ous feedback models.

Figure 2.12 shows the evolution of Ω(C IV), as well as Ω(C), calculated simi-

larly to equation 2.5, except using the total metallicity along our simulated lines

of sight. Observations of Ω(C IV) by Songaila (2001), Pettini et al. (2003), Bokens-

berg, Sargent, & Rauch (2003), Songaila (2005), Simcoe (2006), and Ryan-Weber et

al. (2006) are shown. We also show a measurement at z ∼ 0 by Frye et al. (2003)

for reference, although we will not compare to this data here.

The first striking result from this plot is that while the true IGM metallicity

continually grows from z = 6 → 1.5, most wind models show Ω(C IV) to be

relatively constant, and perhaps even decreasing at the lowest redshifts. This

is especially true for our stronger wind models (cw, mzw, zw), indicating that

outflows play a key role in governing C IV evolution. The key point is that in our

models, Ω(C IV) evolution is not a true indicator of metallicity evolution.

Two counteracting effects conspire to make Ω(C IV) appear nearly constant.

All feedback models grow IGM metallicity at a similar rate, but in the stronger

wind models this is offset by a decreasing C IV ionization fraction owing mainly

to an increasing IGM temperature from feedback energy. In the case where the

feedback energy is minimal such as in the mw model, the globally-averaged ion-

ization correction (shown in the bottom panel) remains more constant. Neverthe-

less, even this model’s ionization correction increases beyond z = 3 as physical

densities of the IGM decrease and the ionization background reaches its maxi-

mum strength. However, for feedback models that heat the IGM significantly

(cw,zw,mzw), the ionization correction from C IV to [C/H] increases significantly
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Figure 2.12: Evolution of Ω(C IV) (closed circles) and Ω(C) (open circles), the mass
density in C IV and metals, respectively. Our five feedback models are compared
to observations from Songaila (2001) (black circles), Pettini et al. (2003) (small
filled black squares), Bokensberg, Sargent, & Rauch (2003) (open triangles), Frye
et al. (2003) (open square), Songaila (2005) (large open dots), Simcoe (2006) (large
black squares), and Ryan-Weber et al. (2006) (black triangle is a lower limit). All
models show an increasing Ω(C) over this redshift range, but most show a rela-
tively constant Ω(C IV). The ratio is shown as a “global ionization correction” in
the bottom panel. The cw model is the most metal rich with the most IGM heat-
ing, while the weak momentum wind model (mw) produces little evolution in
the ionization correction because it does not heat the IGM significantly. The zw
model overproduces Ω(C IV) because it produces too many metals overall. The
mzw and vzw models provide good fits to the observations, with the greatest
discrimination between the two occurring at the highest redshifts.
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with time, resulting a fairly flat Ω(C IV) from z = 5 → 2 despite nearly an order

of magnitude increase in Ω(C).

Intermediate wind-speed models, mzw and vzw, provide the best fit to obser-

vations of Ω(C IV) over this redshift range. Recall that these are both momentum-

driven wind models where fL,� = 2 and fL,� = 1.05 − 2, respectively. Indeed,

the vzw model reproduces the most recent SuperPOD analysis by Songaila (2005,

open circles) almost exactly, though without a more careful comparison to data

this should not be taken too seriously. Interestingly, vzw and mzw provide good

fits to Ω(C IV) evolution for somewhat different reasons. In the mzw model sub-

stantial IGM enrichment is accompanied by significant heat input, so that ioniza-

tion corrections evolves rapidly to maintain a roughly constant Ω(C IV). In the

vzw model, there is less IGM enrichment owing to lower wind velocities, but

also less heat input. Indeed, mzw and vzw seem to bracket the allowed range

of heat/energy input combinations: cw and zw produce too many metals in the

IGM, while mw provides too little heat to obtain an ionization correction that

grow sufficiently from z = 6 → 1.5. Hence even from a relatively blunt tool such

as Ω(C IV), it is possible to place interesting constraints on outflow models.

To further constrain models using Ω(C IV) requires probing to lower and

higher redshifts. Lower redshift C IV observations should in principle be able to

break this model degeneracy, but may be difficult to interpret because C IV traces

increasingly denser regions that may be subject to multi-phase collapse, and the

photoionizing background is more poorly constrained. Additionally, there is the

observational challenge of C IV moving into the ultraviolet. Nevertheless, the de-

termination of Ω(C IV) in the local universe by Frye et al. (2003) would appear to

favor a model with lower ionization corrections, since the IGM metallicity should

level off because of the rapidly dropping global star formation rate at z ∼< 1.5. We
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leave comparisons to z < 1.5 data for future work.

Conversely, moving to higher redshifts may provide more robust constraints.

In particular, new observations by Simcoe (2006) and Ryan-Weber et al. (2006) at

z > 5.5 continue to show no apparent drop in Ω(C IV) while our models predict a

gradual decline. These measurements are dominated by a few strong systems (as

these are the only ones detectable with current technology), so it is possible that

may be associated with recent outflows that do not occupy a significant volume

rather than indicative of widespread enrichment. Upcoming near infrared spec-

tra of high-z quasars discovered by the Sloan Digital Sky Survey should confirm

just how widespread the C IV is, and whether our models require a further en-

richment mechanism at high-z or perhaps an increase in yields from the earliest

stars. The lack of strong C IV observed above z > 5.90 by Simcoe (2006) along

with the observation of a sudden increase in O I Becker et al. (2006) at z > 6 may

mean a sudden change in the ionization conditions of metals at this epoch cor-

responding to the last stages of reionization Fan et al. (2006) (R. Simcoe, private

communication).

Finally, we examine a potential source of systematic uncertainty in comparing

models to observations of Ω(C IV), namely the effects of Helium reionization. The

epoch and duration of He II reionization is controversial, with some observations

suggesting a rapid transition (Songaila & Cowie, 1996; Schaye et al., 2000; Theuns

et al., 2002a; Zheng et al., 2004) at z ∼ 3, while others favoring a more gradual

evolution before z = 3 (Davé et al., 1998; Sokasian et al., 2003). Although the

ionization potential of C IV is around 3.5 Ryd while He II is optically thick above

4 Ryd, there may still be some residual effect on C IV absorption. To test this, we

generate spectra using a soft QG ionizing background where we have reduced the

photoionizing flux above 4 Ry by ×10, and derive the resulting Ω(C IV) evolution.
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Figure 2.13 shows the results for the vzw case; the trends are similar for

other outflow models. C IV traces less overdense material especially between

ρ/ρ̄ = 1 − 10, because of the lack of photons capable of ionizing C IV into C V;

thus decreasing the overall C IV ionization correction. Hence if He II reioniza-

tion is a sudden process, there should a sudden decrease in Ω(C IV) by a factor of

around two at the epoch. Such a drop is not obvious in the data, although error

bars are large and could conceivably hide it. At face value, it instead appears

that He II reionization is a gradual process, which could also somewhat affect the

evolution of Ω(C IV) possibly making this measurement even more constant over

the redshift range. In fact, Bolton et al. (2006) find evidence that the fluctuations

in the He II/H I ratio require a patchy background at energies > 4 Ryd between

z = 2 − 3. We plan to examine the effects of this in more detail in the future.

Figure 2.13: The comparison of the evolution of Ω(C IV) with the standard Haardt
& Madau (2001) ionization background (solid) and a softer ionization back-
ground where we have reduced the ionization at > 4 Ryd by 90% to simulate
pre-He II reionization conditions above z = 3 (dotted). The same data points de-
scribed in Figure 2.12 are displayed. The soft background increases the observed
C IV by as much as a factor of two. This difference favors a gradual He II reion-
ization, as a sudden transition would produce an observable drop in C IV.
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To summarize, our models indicate that the invariance in Ω(C IV) at 2 ∼< z ∼< 5

does not require the majority of IGM enrichment to occur at z > 5. Our fa-

vored feedback simulations prefer an interpretation where metals injection fol-

lows global stellar mass production, but the accompanying energy injection con-

spires to make Ω(C IV) roughly constant over the observed redshift range. We

cannot rule out an early enrichment scenario that invokes a speculative early gen-

eration of stars to distribute metals in a manner that matches Ω(C IV) data, but our

self-consistent outflow models provide a more straightforward explanation.

2.5.2 C IV Line Parameters

2.5.2.1 C IV Column Density Distributions

While we showed that Ω(C IV) can provide interesting constraints on outflow

models, in fact there is more information contained in the statistical properties

of C IV absorption systems from which Ω(C IV) is derived. In this section we

compare our models to observations of the column density distribution (CDD),

which is the number of lines per unit redshift interval per log column density bin.

The CDD is observed to fairly accurately follow a steep power law (Ellison et al.,

2000; Songaila, 2001). The slope, amplitude, and any deviations from this power

law provide key diagnostics for testing models of IGM enrichment.

We use the AutoVP package (Davé et al., 1997) to fit 30 simulated spectra per

run generated continuously from z = 6 → 1.5. For now we only consider the

1548 Å C IV component to avoid confusion; in real spectra, the sparseness of C IV

absorption generally results in little ambiguity in line identification and charac-

terization. This sparseness also provides a robust determination of the quasar

continuum, so we do not continuum-fit our C IV spectra. Theuns et al. (2000)

demonstrated that AutoVP provided nearly identical fits to lines as the standard

fitting package VPFIT (Carswell et al., 1987) for non-saturated lines (as is virtu-
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Figure 2.14: C IV Column density distributions for four of our outflow models
in three redshift bins, compared to observations by BSR03 (black triangles). The
cw model clearly overpredicts the CDD, while the mw predicts too few weak
systems showing that its winds are too weak to enrich the low-density IGM. The
mzw and vzw model provide promising fits to the data; the overprediction at
weak column densities is likely a result of lower S/N in the BSR03 data.

ally always the case for C IV), and the quality of the fits in the figure appears good

even in complex systems. One technical difference in fitting simulated spectra is

that here we fit only the stronger component of the doublet, while observations

generally require the presence of both doublet components to unambiguously

identify C IV. Because of this, observations are more likely to miss weak lines.

This difference is negligible when we integrate the total metal mass, but can be-

come significant when we discuss the small-N (C IV) end of the CDD.

To compare our models with observations, we take line lists from 9 high-

resolution spectra taken with HIRES published by Bokensberg, Sargent, & Rauch

(2003) (hereafter BSR03). The BSR03 data have typical signal-to-noise ratios of

S/N ∼ 100 and span z = 1.6 → 4.5. We subdivide the BSR03 dataset into systems

with z > 3 and z < 3, which covers a total of 9.19 and 7.73 in C IV redshift path

length, respectively. We have also compared with line lists from 19 VLT/UVES

spectra kindly provided to us by E. Scannapieco (Scannapieco et al., 2006), which



87

covers a path length of 25.12 from z = 1.5 − 3.0 with lower signal-to-noise than

BSR03. However, the results are similar to BSR03, and the lower S/N and smaller

redshift range motivates us to focus on the BSR03 data for clarity. In the future

we hope to obtain the spectra themselves in order to do more careful comparisons

including detailed noise characteristics and resolution effects (e.g. Davé & Tripp,

2001), but for now these data will suffice in order to ascertain the basic trends

versus our various wind models.

Figure 2.14 plots CDDs for systems of C IV absorbers in three redshift bins,

z = 1.5 − 3.0, 3.0 − 4.5, 4.5 − 6.0. We will refer to these as the low, intermediate,

and high redshift bins, respectively, throughout this paper (though we recognize

that z = 1.5 − 3 is not often regarded as “low” redshift). For simplicity we omit

the zw and nw models from discussion, because the relevant trends are well-

illustrated by the other four models (cw, mzw, vzw, and mw). Also shown are

the BSR03 data (black triangles) in the relevant redshift ranges.

As can be seen, all the simulations generally produce a power law between

1012.5 ∼< N (C IV)∼< 1014.5 whose shape is in agreement with observations. In fact,

at early times the simulations show more of a deviation from a power law in the

sense of fewer weak lines, because the enrichment has not spread yet to very low

densities; such a trend is vaguely noticeable in the data as well. At the very lowest

column densities the effects of incompleteness become significant. For concrete-

ness, here are our completeness limits from simulated spectra with S/N = 100:

75% for 1012.00 < N (C IV)< 1012.25, 88% for 1012.25 < N (C IV)< 1012.50, and 97% for

1012.50 < N (C IV)< 1012.75. BSR03’s completeness limits are probably similar but

somewhat lower given their requirement of identifying the weaker doublet line.

As we are looking to understand general physical trends rather than engage in

a detailed comparison versus observations, we do not attempt to mimic the data
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in any greater level of detail. We simply note that if a simulated CDD exceeds

the data at the small N (C IV) end, one cannot draw conclusions from this without

more carefully analyzing the incompleteness level in the data.

While qualitatively similar, these four wind models do show statistically sig-

nificant differences, indeed quite large ones. The difference in CDD amplitude

(and its evolution) tells basically the same story as the evolution of Ω(C IV): cw

produces too much C IV, while mw produces quite little, particularly early on.

But the decomposition into column density bins provides additional information.

For instance, the mw model does not enrich the low-density IGM much owing to

its small wind speeds, and hence cannot produce enough weak lines at z = 3−4.5

to agree with data. We note that the incompleteness in the observations is likely

greater than that in the simulated spectra, so this effect works in the wrong direc-

tion to reconcile the mw model CDD. So even though mw looked promising at

early times in the Ω(C IV) comparison, it actually fails significantly when examin-

ing CDDs. In contrast, the mzw and vzw models provides very good agreement

with observations, with the only discrepancies at N (C IV)∼< 1012.5 which may be

explained by larger incompleteness in the observations.

Moving to the low redshift bin, model CDDs draw closer for two reasons.

First, C IV traces denser gas where metals have been injected earlier on, and sec-

ond because the metallicity in the denser regions starts to saturate, reaching an

equilibrium between galaxies producing new metals and outflows driving those

metals to lower densities. Again, there are still non-trivial differences, as cw

still overproduces C IV absorption at all column densities, and mw still produces

fewer weak lines. At face value the mw model seems to match the weak lines

best, but recall that additional incompleteness in the data is quite significant here

(particularly since the BSR03 observations with HIRES are less sensitive in the
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blue), so the turnover in the data at N (C IV)< 1013 may be at least partly artificial.

There is a hint that all models produce too few of the very strongest systems with

N (C IV)> 1014.5, which may be due to an increasing population of C IV absorb-

ing gas in small, cold clumps that our simulations cannot resolve. For instance,

Simcoe et al. (2006) derive small thicknesses (< 1 kpc) and high overdensities

(ρ/ρ̄ > 100) for many of their strongest C IV components, which is below our

spatial resolution limit.

Overall, the C IV CDD provides a sensitive test of the manner in which out-

flow models push metals into the IGM. Comparisons to observed C IV column

density distributions favor the vzw and mzw models, which shows little redshift

evolution at all but the smallest column densities, and whose total C IV absorp-

tion is close to that observed. More generally, it demonstrates that outflows must

have wind speeds large enough to enrich the very diffuse IGM (giving rise to

weak C IV absorption) at early times, but must not be so strong as to overproduce

C IV absorption overall.

2.5.2.2 C IV Linewidths

While column density distributions probe the spatial distribution C IV in the IGM,

line widths are more directly related to the temperature and dynamics of the ab-

sorbing gas. For H I, the line widths at z ∼> 2 are dominated by Hubble flow

broadening (e.g. Hernquist et al., 1996), i.e. the cosmic expansion velocity spread

across an unbound absorbing structure. This becomes less true at lower redshifts,

where H I line widths obtain an increasing contribution from thermal broadening

(Davé & Tripp, 2001), mainly because they arise in higher overdensity structures

that do not have substantial Hubble flow across them (Davé et al., 1999). In the

case of C IV, even at high redshifts they arise in fairly overdense regions (see

Figure 2.9), so we can expect that their line widths would have a significant con-
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tribution from thermal broadening.

Figure 2.15 shows histograms of b-parameters (i.e. Voigt profile line widths)

of components with 1013 < N (C IV)< 1014 cm−2 in four of our outflow models for

our three redshift bins, compared with BSR03 observations (filled circles in the

lower two redshift bins). This column density range is optimal because observa-

tions both yield a statistically significant number of lines and generally approach

100% completeness. Arrows at the bottom of the plot show the median values.

Figure 2.15: Line width (b-parameter) distributions for 1013 < N (C IV)< 1014 cm−2

systems for our various outflow simulations compared to observations by BSR03
(black dots). The arrows at the bottom show to the median values of the distribu-
tion for each model, and the top arrow is the median of the BSR03 data. The data
agree with the mzw model at intermediate redshift, but suggest more compact,
cooler C IV absorbers at low redshift such as those in the vzw or mw model.

The trends in this plot follow those in Figure 2.5, middle right panel (which

showed the mean temperature evolution of the IGM). The cw model has signifi-

cantly larger b-parameters owing to substantial shock heat input from outflows,

and appears to be clearly discrepant when compared to observations. Indeed,

the cw model actually has more lines (∼ 66%) at z > 4.5 that arise from colli-

sional ionized C IV (T ∼> 105 K, bthermal > 11.8 km s−1) than at z < 4.5 where

C IV is photoionized in cooler gas; this partly explains the bmed evolution down-
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ward. Observations from BSR03 (solid points) suggest the mzw model is the best

fit at intermediate redshift, while the vzw model better approximates the low-z

absorbers. The momentum-driven wind models (mw, mzw, vzw) are remarkable

in that bmed does not vary by more than 1 km s−1 from z = 6 → 1.5, especially

considering that one of the main points of this paper is that C IV absorbers show

significant physical evolution.

Figure 2.16: Histograms of total linewidth (solid lines) for the vzw model and
thermal linewidth (bth) derived from the temperature of the C IV absorbing gas
(dashed lines). Thermal broadening comprises the majority of the total linewidth,
especially at low redshift, showing that the b-parameter distribution can provide
a sensitive test of feedback energy input into the IGM.

As an informative exercise, we subdivide the width of the vzw model line

into a thermal component, bth, that depends only on temperature, and a spa-

tial component, bsp, due to Hubble expansion across the physical extent of the

absorber. We ignore turbulent broadening since the IGM at these overdensities

is very quiescent (Rauch et al., 2005). Specifically, we assign btot =
√

b2
th + b2

sp,

where bth = 3.7
√

T/104 for carbon, and bsp = H(z) w(C IV) where w(C IV) is the

spatial extent of the C IV. Figure 2.16 shows the total (solid) and thermal (dashed)

b-parameter histograms for the vzw model, with bth calculated from the temper-

atures at the line centers. The thermal widths are the most significant component
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of the total line width, especially at low redshift, demonstrating (as expected)

that at the moderate overdensities of C IV absorbers the Hubble broadening is

sub-dominant. This implies that b-parameters can effectively trace the IGM tem-

perature in C IV absorbing gas.

In summary, the line width distributions and the low-column density end of

the CDD together put significant constraints on the wind speeds of early out-

flows: They must be strong enough to pollute the diffuse IGM at early times,

but weak enough so as not to overheat the IGM. Some heating is accommodated,

and in fact during the Age of C IV there is a hint that without wind heating, line

widths are too narrow. More careful comparisons will be necessary to place more

detailed constraints, but the fact that our locally-calibrated momentum-driven

wind scenarios naturally fall within these relatively tight constraints represents a

significant success for these models.

2.5.3 Pixel Optical Depth Statistics

The pixel optical depth (POD) method provides a powerful way to measure the

metallicity in the diffuse IGM across a wide range of densities. The idea is to

directly utilize optical depth information in the spectrum rather than fit lines,

so that even weak absorption that would not yield a statistically significant line

identification can be quantified. Songaila (1998) pioneered this approach, which

was also used by Davé et al. (1998) to quantify O VI absorption in the crowded

high-redshift Ly-α forest. More recently, Aguirre et al. (2005) and Songaila (2005)

have expanded on POD analyses to precisely quantify C IV absorption in the

IGM. In this section we compare POD analyses of simulated spectra with such

observations.

In POD analyses, a histograms of optical depth ratios of two ions is con-

structed. This is done by identifying significant absorption in one ion, and exam-
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ining the location in the spectrum where the other ion should be, and inferring

the optical depth ratio of the latter to the former. In our case, we will consider

C IV/H I and C III/C IV ratios, in order to compare with data from Aguirre et

al. (2005). Since C III has a rest wavelength of 977Å, we must also correct for

coincident absorption from H I Lyman series lines; we apply the method de-

tailed by Aguirre et al. (2002) to do so. Specifically, the lowest order unsatu-

rated Lyman-series line is used to determine the H I optical depth, which is then

subtracted from all Lyman lines leaving the absorption component of any metal

lines. Higher-order Lyα lines with their lower oscillator strengths allow one to

probe much higher H I, up to τ (H I)> 1000 as opposed to τ (H I)∼ 3 using Lyα

alone. The POD method is surprisingly effective at extracting metal lines in the

Lyman forest, although the effectiveness declines at z > 4 due to the thick Lyα

forest. While the full POD histograms are rich in information, for brevity here we

focus on the median of the optical depth ratios as a function of H I or C IV optical

depth.

We apply the POD method to the 30 lines-of-sight extracted from each simula-

tion, where we include all 25 ions and continuum-fit the spectra blueward of Lyα

as described in §2.2.6. We compare our results with POD statistics from Aguirre

et al. (2005) for a sample of 6 quasars with < z >≈ 3.1.

2.5.3.1 C IV/H I POD Statistics

Figure 2.17 (top panels) shows the median C IV/H I ratio as a function of H I op-

tical depth for a variety of redshift ranges, for the cw, mw, mzw, and vzw models

(left to right). This POD statistic shows even more dramatic differences between

the various feedback models than the CDDs. For comparison, we plot the data

from Aguirre et al. (2005) in the z = 2.8 − 3.4 panels.

The overall trend is that the median POD ratio rises with time. This is primar-
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Figure 2.17: Median pixel optical depth ratios for our outflow models in three
redshift bins, compared to observations by Aguirre et al. (2005) (solid lines).
The mzw model provides the best fit to the observed C IV/H I ratio where H I
is a proxy for overdensity, indicating that the metals are properly spatially dis-
tributed in this model. The vzw model does nearly as well, while the cw model
injects far too many metals and the mw model is only able to enrich the most
overdense regions. The vzw and mw models adequately fit the C III/C IV ratio
while the cw and mzw models underestimate this ratio due to excessive heating
of the IGM. The mismatch at τ (C III)∼ −0.1 is likely a result of our simulated
spectra having lower S/N than the observations resulting in worse Lyman series
subtraction at high optical depths in the C III forest. The C IV/H I ratio grows
toward lower redshift due to increasing metal enrichment, while the C III/C IV
decreases due to heating of the IGM and decreasing physical densities.
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ily because the H I optical depth at a given overdensity is dropping more rapidly

with time than the C IV optical depth because as the universe becomes less dense

H I becomes more ionized, while C IV ionizing to C V is offset somewhat by C III

ionizing up to C IV. However, a secondary non-trivial effect is that the IGM is be-

coming increasingly enriched. While the median POD ratio is relatively flat with

H I optical depth, the peak does shift to lower H I optical depth with time, owing

to winds pushing metals further out into the IGM.

Comparing to observations, it is clear that the cw model overpredicts the me-

dian POD ratio at z ≈ 3.1, consistent with over-enrichment of the IGM as has

been seen from the Ω(C IV) and CDD comparisons. What is new here is that the

shape of the curve is also discrepant, in that the peak value is produced around

log τ (H I)∼ 1, while observations prefer a peak at log τ (H I)∼ 1.5. This is indicat-

ing that metals are too widely distributed in the cw model, in addition to being

overproduced.

The mw model represents the other extreme, where it fits only the high den-

sity regions (log τ (H I)∼> 2) but does not distribute the metals widely enough to

match at log τ (H I)∼< 1.5. Clearly, the winds are too weak in this model to enrich

the diffuse IGM.

In contrast, the mzw does and excellent job fitting the full range of H I optical

depths, indicating the winds are both producing the correct amount of C IV as

well as distributing it correctly versus the underlying H I absorption. The vzw

model is nearly as good, although it appears to produce slightly too little C IV

absorption overall. Without doing a more careful comparison, we can only say

that both these models are in reasonable agreement with observations.

Aguirre et al. (2005) applied the POD method on simulations including a 10

h−1Mpc, 2 × 2163 particle GADGET-2 simulation from SH03 (the Q4 simulation)
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with the cw feedback model, but without metal-line cooling. They added an ad

hoc cooling method wherein SPH particles with cooling times less than Hubble

times instantaneously reach T ∼ 104 K; resulting in a C IV/H I ratio increasing by

about ∼ ×10 with cooling. Using a test simulation, an 8 h−1Mpc box vzw sim-

ulation with 2 × 1283 particles with and without metal-line cooling, we find the

metal-line cooling increases C IV absorption only by between 60-90%, likely be-

cause in the denser regions the IGM is continuously reheated by feedback, while

in the underdense regions the cooling time even with metals approaches the Hub-

ble time. Hence the additional effects of metal line cooling cannot reconcile the

cw model with observations.

2.5.3.2 C III/C IV Statistics

The C III/C IV POD relation is used by S03 to provide a constraint on the tem-

perature of the absorbing C IV. This is a difficult measurement to obtain since

C III (977Å) is buried in the Lyβ forest, but their method applied identically to

observations and simulations shows that the ratio can still be instructive. They

conclude that the high ratios (τ (C III)/τ (C IV)> 3 at z > 3) rule out large frac-

tions of C IV-absorbing gas at T > 105K where collisional ionization dominates

and the ratio drops precipitously (refer to their Figure 7 to see how this ratio

depends on density and temperature using the QG background). Aguirre et al.

(2005) find that their GADGET-2 simulation remained much too hot to reproduce

the observed ratio, and ratios were 0.65 dex too low even when including metal

cooling, only a modest improvement.

We find that our cw model indeed produces too low a median POD ratio. This

indicates that the IGM is too hot in this model compared with observations, as

we also saw in the b-parameter comparison. In contrast, our momentum-wind

models fare considerably better. The mzw model still appears to heat the IGM
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too much, but the vzw and mw models (with relatively low wind speeds that do

not add much heat to the IGM) fare quite well.

S03 points out that the observed C III/C IV ratios are inconsistent with the

absorbing gas being at T ∼> 105K. However, even the vzw and mw models have

a substantial fraction of their C IV-absorbing gas collisionally ionized, about 30%

at z ∼ 3. Despite this, these models match the POD ratios quite well, showing

that some collisionally-ionized C IV is still accommodated by observations.

S03 further observes a gradual decline in τ (C III)/τ (C IV) with time. All wind

models produce a gradual decline qualitatively consistent with these data. In

photo-ionized gas this decline is mainly driven by Hubble expansion increasing

the IGM ionization level, and secondarily by the increasing temperature of the

IGM.

In summary, pixel optical depth techniques provide a complementary tech-

nique to Voigt profile fitting for examining IGM C IV absorption. The overall

results from both of these techniques support the same basic conclusions: Our

cw model overproduces metals, distributes them too widely, and makes the IGM

too hot, while the mw model underproduces metals, does not distribute them

widely enough, and keeps the IGM (possibly) too cool. In between lie the mzw

and vzw models that seem to span the allowed range of metal and energy in-

put. More generally, these observations already provide a non-trivial bracketing

of the allowed energy and metal input into the IGM as a function of redshift.

More careful comparisons with observations, particularly pushing to higher and

lower redshifts, should allow us to provide strong constraints on the properties

of galactic outflows across cosmic time.
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2.6 Numerical Resolution

Numerical simulations by necessity have a finite dynamic range, and even ad-

vanced ones such as ours cannot fully resolve the relevant scales from star for-

mation to the Hubble volume. Hence we must ensure that our results are not

sensitive to issues of numerical resolution. For this purpose we have run with

8, 16 and 32 h−1Mpc box lengths, as described in §2.2, which span a factor of 4

in spatial resolution and a factor of 64 in mass resolution . The results presented

so far have been derived from the 16h−1Mpc volumes for each outflow model,

because as we will show in this section, their results show good convergence rel-

ative to the higher-resolution 8h−1Mpc runs (at least for the momentum-driven

wind models), but the 32h−1Mpc runs do not show good convergence. We present

simple arguments that explain this behavior in terms of the Jeans length in the

moderately-overdense IGM giving rise to C IV absorption. Finally, we show that

the constant wind model shows poor convergence at all resolutions. We focus on

the convergence properties of the observable quantities that we have compared

to in previous sections.

In Figure 2.18 we show Ω(C IV) and Ω(C) (or more accurately the carbon in

the IGM) for the cw (top) and vzw (bottom) models. The cw model shows poor

convergence, with more metals and C IV absorption being produced in higher

resolution simulations. This is in stark contrast with the global star formation

rate in these models, which shows excellent convergence at late times as demon-

strated by SH03 (higher-resolution simulations do resolve earlier star formation).

In the cw model, all galaxies roughly enrich the same volume independent of

galaxy mass since they eject winds at the same speed. Hence higher resolution

simulations that resolve star formation in smaller halos at earlier times distribute

metals much more widely. To obtain a convergent IGM enrichment in a constant
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wind model requires resolving every galaxy that has ever driven a wind, which

is exceptionally challenging computationally. Since the disagreement with ob-

servations is even greater in higher resolution runs, this model is unlikely to be

successful in explaining IGM enrichment.

Figure 2.18: The numerical resolution dependence of Ω(C) (as measured along
our lines of sight) and Ω(C IV) in the cw and vzw models in the 8, 16, and 32
h−1Mpc boxes with 2563 gas and dark particles. The same data points described
in Figure 2.12 are displayed. Ω(C) and Ω(C IV) converge quite well in momentum-
driven wind models, unlike for the constant wind case. The Ω(C IV) measurement
suggests slightly larger ionization corrections at lower redshift in larger boxes.

The vzw model, on the other hand, shows much better resolution convergence
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over most of the redshift range in both Ω(C IV) and Ω(C), with a minor exception

at z ∼> 5 where the stochastic nature of biased early star formation may be pro-

ducing differences between the realizations.

The impact of a finite volume is also seen in the vzw model at z ∼< 3. Here, the

32h−1Mpc volume produces a larger global C IV ionization correction, owing to

larger and hotter structure being formed in the larger volume. The differences are

small, but illustrate that large volumes are needed as well as high resolution in

order to properly model the IGM. Hence it is desirable to use the largest possible

volume that is resolution-converged.

Despite these minor issues, our overall conclusions should be robust as long

as the simulations are capable of accurately resolving the properties of C IV ab-

sorbers. As Figure 2.19 shows, this is a good assumption for the CDD, with the

8 and 16h−1Mpc vzw volumes showing good convergence over most of the red-

shift range. The other momentum-driven winds follow similar trends, while cw

is not converged (as with Ω(C IV); not shown). The deviations in the vzw case

are primarily associated with the 32h−1Mpc volume. It underestimates weak ab-

sorbers at high-z because it cannot fully resolve all metal production, and it un-

derestimates strong absorbers at low-z because strong C IV systems arise in small

galactic halos that it cannot resolve. Hence our 16 h−1Mpc volume is optimal.

Unfortunately, we cannot directly determine if our 16 h−1Mpc volume is robust

at z < 3, since we have only evolved our 8 h−1Mpc volume to z = 3 due to CPU

time considerations. Some effects of multi-phase collapse in high density regions

may therefore persist in this volume, which may explain the deficit present in all

models compared to data at the largest column densities.

The linewidths provide an even more stringent test of resolution, because they

are keenly sensitive to small fluctuations in diffuse gas. Figure 2.20 shows the b-
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Figure 2.19: Column density distributions of C IV for the w8n256vzw,
w16n256vzw, and w32n256vzw simulations, compared to the BSR03 points
(black triangles). The 8 and 16 h−1Mpc simulations appear resolution converged,
while the 32 h−1Mpc box underestimates weak absorbers at high-z and possibly
stronger absorbers at low-z.

parameter distribution for the vzw model in three redshift intervals. While the

8 and 16h−1Mpc agree very well, the w32n256vzw model clearly shows wider b-

parameters at all redshifts. If we split the width of the lines up into their thermal

and spatial component as we did in §2.5.2.2, we find that the increase is mostly

in bsp. At z > 4.5, we find w(C IV)= 12.7, 11.5, and 16.5 kpc for the 8, 16, and

32 h−1Mpc boxes respectively. Hence the line widths, as with the CDDs, are well

converged up to 16h−1Mpc but falter at lower resolution.

Can we understand why the 16 h−1Mpc volumes are converged but 32 h−1Mpc

ones are not? To do so, we estimate the minimum spatial resolution needed

to properly model IGM fluctuations at any given density. We begin with the

minimum SPH resolution, which is approximately 0.5 lbox/npart × (ρ/ρ̄)−1/3, or

0.5 d̄mis(ρ/ρ̄)−1/3 where d̄mis is the mean interparticle spacing (i.e. a single reso-

lution element generally requires two SPH particles in any given direction). The

physical minimum optically-thin absorber size depends on the Jeans length, the

limit below which the thermal kinetic energy prevents the IGM from collapsing.
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Figure 2.20: The b-parameters distributions in our three volumes for the vzw
model. This demonstrates the w8n256vzw and w16n256vzw absorbers are
resolution-converged and fit the observations by BSR03, while the w32n256vzw
absorbers are too wide. Using a Jeans length argument (see text), we show that
the 32 h−1Mpc often has too poor resolution to properly resolve diffuse C IV ab-
sorbers.

The Jeans length is rj = 975
√

T4/[(ρ/ρ̄)(1 + z)3] kpc at a given density ρ, where

T4 = T/104. Equating the minimum SPH resolution to rj, we derive the follow-

ing expression for the maximum interparticle spacing allowable in a simulation

to resolve an absorber,

dres = 170 (ρ/ρ̄)−1/6(4/(1 + z))−3/2
√

T4 h−1kpc. (2.7)

Because of the inverse density dependence in dres, SPH simulations actually

tend to resolve the low-density IGM fluctuations slightly better than the high-

density ones, at a given temperature. However, particularly at high redshifts,

low-density fluctuations tend to be colder (see Figure 2.11), making them the

dominant resolution constraint. The typical value of 170 h−1kpc above is uncom-

fortably close to our 32 h−1Mpc volume’s d̄mis = 125h−1kpc, hence this volume is

starting to fail to resolve some absorbers, resulting in poor convergence.

At low-z, Simcoe et al. (2006) observed strong metal-line absorbers to have
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T ∼ 104 K and ρ/ρ̄ ∼ 100 between z = 2.7 → 1.8. These are similar to the physical

parameters of our strongest C IV systems at these redshifts. At z = 2, we obtain

d̄res = 51h−1kpc for these parameters, which would not quite be resolved even in

our 16 h−1Mpc runs (d̄mis = 63h−1kpc). Hence the deficit in strong systems in our

models may be due to lack of resolution.

To summarize, the resolution convergence for the vzw model is quite good

up to our 16h−1Mpc volume, which is precisely why we chose to quote predic-

tions for this volume throughout the paper. Our 32h−1Mpc shows poorer con-

vergence, but it also suggests that at lower redshifts (z ∼< 3) the small 16h−1Mpc

volume may slightly impact strong absorber statistics. We have checked that

our results for the vzw case are generally applicable to all the momentum-driven

wind models. In contrast, the cw model shows poor resolution convergence, and

the disagreements with observations are significantly exacerbated as one moves

to higher resolution.

2.7 Conclusions

We have explored various models of galactic outflows incorporated into cosmo-

logical hydrodynamic simulations of structure formation, and compared them

with observations of IGM enrichment at z ∼> 1.5. With no outflows, we show

(in agreement with previous studies, e.g. Aguirre et al., 2001b) that a smattering

of metals are distributed out to moderate overdensities through dynamical inter-

actions, but cannot come close to enriching the diffuse IGM to observed values.

Hence high-velocity outflows are required to enrich the IGM to observed values.

In order to allow flexibility and perform controlled tests of various scenarios, we

implement these outflows “by hand”, tying the wind velocities (vw) and mass

loading factors (η) to galaxy properties through various parameterizations.
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In this paper we show tests of five outflow models. Most of these models,

and all successful ones, are based on momentum-driven wind scenarios that are

favored by observations of local starburst galaxies. We consider a constant-wind

(cw) model that produces strong, early outflows; a weak momentum-wind model

(mw) that yields little IGM heating; an “observed” wind model (zw) obtained by

taking the observed scalings of local outflows at face value (not a momentum-

driven scenario); a strong momentum-wind model (mzw) calibrated by local

starburst observations of Martin (2005a); and a variable momentum wind model

(vzw), where we have included a spread in wind speeds in accord with observa-

tions of Rupke et al. (2005). Our models are chosen to span an interesting range

in outflow strengths, while broadly reproducing the global star formation rate

density evolution down to z = 1.5.

Our first main result is that the outflow models favored by local starburst ob-

servations, when applied to galaxies forming hierarchically across cosmic time,

are able to reproduce a wide range of C IV absorption line observations during

the epoch of peak cosmic star formation (z ∼ 1.5 − 5.5). We further demon-

strate that this agreement is non-trivial, requiring particular levels of metal and

energy input into the IGM as a function of time. In particular, winds should have

high enough speeds to enrich the diffuse IGM at early times, but low enough

speeds not to overheat the IGM. Winds should also have mass loading factors

high enough to suppress early star formation, but low enough to produce enough

early metals. Generically, momentum-driven wind models produce the desired

scalings, because they heavily suppress early star formation but are able to dis-

tribute many of the metals formed into the IGM due to the high early mass load-

ing factors in small galaxies. Yet, their low wind speeds from small galaxies do

not overheat the IGM. It is therefore quite remarkable and non-trivial that our



105

stronger momentum-driven wind scenarios (mzw and vzw), based on physical

models calibrated by local observations of outflows, naturally reproduce a wide

variety of observations.

Our second key result is that the lack of evolution observed in the properties

of C IV absorption such as the global mass density in C IV systems (Ω(C IV) from

z ∼ 5.5 → 1.5 is not necessarily indicative of a lack of continual enrichment, as

has been argued previously (e.g. Songaila, 2001; Scannapieco et al., 2002). In all

our models, most of the metals are ejected into the IGM during the heydey of

star formation at z ∼< 6, but our successful models also inject sufficient heat into

the IGM to generate a drop in the C IV ionization fraction that roughly balances

the increase in metallicity. The success of the mzw and vzw models in matching

Ω(C IV) evolution renders unnecessary a putative population of early star forma-

tion that enriches a large fraction of the IGM at z ∼> 6.

Comparing various models to Ω(C IV) data showed that C IV is overproduced

in the cw and zw models, primarily because early star formation is insufficiently

suppressed and copious metals are produced. While the large heat input from

the cw model partially counteracts metal overproduction by lowering the C IV

ionization fraction, it is insufficient to bring this model into agreement with data.

Note that a comparison to observed z ∼ 6 galaxy luminosity functions by Davé

et al. (2006) also indicated that star formation is not suppressed sufficiently early

on in the cw model. One could envision lowering the wind speed in the cw

model to reduce the heat input and lower Ω(C IV), but this would exacerbate

the overcooling problem at high redshifts. The highest-z observations of Ω(C IV)

tend to favor models that suppress early star formation, which occurs naturally in

the momentum-wind driven scenarios (mzw, vzw) owing to high mass loading

factors in small galaxies.
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The column density distributions of C IV absorbers present a test of the spatial

distribution of metals. Models with overly weak winds such as mw cannot pol-

lute the low overdensity (ρ/ρ̄ ∼ few) IGM to reproduce the population of weak

absorbers seen at z ∼ 3 − 4. Once winds are strong enough (vzw, mzw, even cw

and zw), the shape and (lack of) evolution of the CDD is roughly as observed.

Observations of the C IV linewidth (b-parameter) distribution shows little evo-

lution, which again is generally reproduced in all our models. The linewidths

provide constraints on the temperature of absorbing gas, which seem to accom-

modate some but not too much feedback energy input, as provided by the vzw,

mzw, and mw models.

Pixel optical depth (POD) ratios provide a different way of characterizing C IV

absorption, yet yield broadly similar conclusions. The C IV/H I POD ratio tests

the amount and spatial distribution of the metals, because H I absorption is cor-

related with underlying gas density. Comparisons with our models show that cw

distributes metals too widely, mw not widely enough, and mzw and vzw lying

in the intermediate range that agrees with data. The C III/C IV POD ratio is a

sensitive measure of temperature, and shows that the cw and possibly even mzw

heat the IGM too much, while the vzw and mw models match well.

In short, vzw and to a slightly lesser extent mzw are the only models that

match all observations of C IV absorption we have considered, while reproduc-

ing a promising match to the global observed star formation history. These ob-

servations provide sensitive tests of the metallicity and temperature structure of

the IGM, making the agreement of these models an impressive achievement. The

fact that these models are consistent with local observations of outflows provides

an interesting connection between starbursts-driven outflows at all epochs.

Our simulations also provide insights into the physical effects of outflows on
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the IGM. Both the vzw and mzw models show relatively low volume filling fac-

tor of Z > 10−3Z� gas, increasing from ∼ 2 → 10% from z = 6 → 2. Hence

widespread enrichment of the IGM is not required to match observations, and in

fact is disfavored as models that distribute metals more widely tend to overpro-

duce C IV absorption. These results broadly agree with measurements of the qui-

escence of the IGM at high redshift that suggest outflows cannot have impacted

a significant volume (Rauch et al., 2005). The metallicity-overdensity relation in

the IGM is not a power-law as is sometimes assumed, and instead shows rela-

tively flat enrichment at high overdensities, dropping off steeply at lower over-

densities. An interesting prediction of our models is that a significant fraction

of C IV lines are collisionally ionized. However, this does not violate tempera-

ture constraints on the IGM as seen from b-parameter distributions or C III/C IV

POD ratios. The median C IV absorber traces higher overdensity and hotter gas

at lower redshifts, and the optical depth is only weakly correlated with under-

lying gas density, unlike the tight relationship inferred for Lyα absorbers (e.g.

Davé et al., 1999). This primarily owes to the large range of ionization fractions in

C IV systems, from cooler photoionized absorbers to collisionally ionized systems

reaching T ∼ 3 × 105K. The idea that C IV absorption arises almost exclusively in

diffuse, photoionized gas following a tight density-temperature relation similar

to H I absorbers is not favored by our models.

While we present five wind models in this paper, we have actually simulated

over a dozen wind models, and decided to focus on these five because they are

physically and/or observationally motivated, and best illustrate the relationship

between outflow properties and IGM enrichment. Nevertheless, the range of out-

flow models investigated in this work is far from exhaustive, as one could envi-

sion more complex recipes that might still be consistent with observations. Hence
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our favored models should be regarded as plausible, but not uniquely successful.

Further uncertainties in the exact model that best describes galactic outflows

comes from a range of systematic uncertainties we have not extensively consid-

ered in this work. One uncertainty is the impact of Helium reionization (inves-

tigated briefly in §2.5.1), which can impact the comparison of C IV absorption at

early epochs. Unfortunately including this effect requires fairly precise knowl-

edge of the topology and epoch of Helium reionization, which is poorly con-

strained at present. A second uncertainty is that our simulations were run with a

cosmology that is slightly different than that now favored by the 3rd-year WMAP

release. In particular, the new values of σ8 (now 0.75 as opposed to 0.9 as we used)

and Ωm (0.24 vs. 0.30) will significantly lower the halo collapse fraction at high

redshift (Spergel et al., 2007). This means that the mass loading factors will need

to be reduced relative to equation 2.3 to match observations of high-redshift star

formation rates. The net effect should be small: Given that observations dictate a

certain global star formation rate, any wind model that matches it will produce a

similar amount of metals. A third uncertainty involves the possible contribution

of Population III stars to early IGM enrichment. Our models, while not requir-

ing it, cannot rule out some contribution from early massive star formation that

might have higher yields and larger supernova energy input. More generally we

have not considered the possibility of IMF variations, although recent work hints

at this (Fardal et al., 2007). A fourth uncertainty arises from possible contributions

from AGN feedback in unbinding enriched gas from galaxies, as bright quasars

have been observed at z > 6 (Fan et al., 2006). A fifth uncertainty is the effect

of enriched stellar winds recycling metals into the ISM, mostly from asymptotic

giant branch stars, which will increase the net carbon yield from stars. Despite

these caveats, the fact that a plausible feedback model exists connecting local
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starbursts and high-z IGM enrichment represents significant progress towards

quantifying the impact of outflows on galaxies and the IGM across cosmic time.

Further constraints on outflows can be provided by examining IGM metal

evolution to z ∼ 0, studying early IGM metal enrichment extending into the

reionization epoch, matching the mass-metallicity evolution in galaxies, and re-

producing the abundances patterns and gradients in galaxy clusters, among other

things. We are currently investigating all these aspects, especially the impact

of various outflow models on galaxy populations (see Davé et al., 2006). On

the theoretical side, it is of course preferable to generate and drive winds self-

consistently out of galaxies rather than having to include them “by hand”, and

progress is being made towards that end (e.g. Scannapieco et al., 2006). Obser-

vationally, we stress the need to obtain z > 4.5 observations of C IV capable of

resolving thermal linewidths in order to constrain the physical nature of early

feedback and metallicity enrichment. In short, there remains much work to be

done in order to obtain a fully self-consistent model of metal evolution and distri-

bution in the universe. Our work represents a small but important step forward

in this area.
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CHAPTER 3

MASS, METAL, AND ENERGY FEEDBACK IN COSMOLOGICAL SIMULATIONS

3.1 Introduction

Galactic-scale feedback appears to play a central role in the evolution of galaxies

and the intergalactic medium (IGM) over the history of the Universe. Mass feed-

back in the form of galactic outflows curtails star formation (e.g. Springel & Hern-

quist, 2003b, hereafter SH03b) by removing baryons from sites of star formation,

thereby solving the overcooling problem where too many baryons condense into

stars (e.g. Balogh et al., 2001). The energy in these winds carry metal-enriched

galactic interstellar medium (ISM) gas out to large distances, where the metals

are observed in quasar-absorption line spectra tracing the IGM (e.g. Cowie &

Songaila, 1998). Galactic outflows appear to be the only viable method to enrich

the IGM to the observed levels as simulations show that tidal stripping only is

not sufficient (Aguirre et al., 2001b; Oppenheimer & Davé, 2006, hereafter OD06).

Hence understanding galactic outflows is a key requirement for developing a

complete picture of how baryons in all cosmic phases evolve over time.

Modeling galactic outflows in a cosmological context has now become possi-

ble thanks to increasingly sophisticated algorithms and improving computational

power. The detailed physics in distributing the feedback energy from supernovae

and massive stars to surrounding gas still remains far below the resolution limit

in such simulations, so must be incorporated heuristically. There are two varieties

of approaches of feedback: thermal and kinetic. Kobayashi (2004) injects energy

from galactic superwinds and supernovae thermally into a number of surround-

ing gas particles in a Smoothed Particle Hydrodynamic (SPH) simulation, and
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find that hypernovae with 10× the typical supernova energy are needed to en-

rich the IGM to observed levels while matching the stellar baryonic content of

the local Universe (Kobayashi et al., 2007). Springel & Hernquist (2003a) (here-

after SH03a) introduced kinetic feedback in SPH cosmological simulations where

individual gas particles are given a velocity kick and their hydrodynamic forces

are shut off for a period of 30 Myr or until they reach 1/10 the star formation

density threshold. By converting all the energy from supernovae into kinetic out-

flows with constant velocity, SH03b are able to match the star formation history of

the Universe while enriching the IGM. Cen & Ostriker (2006) introduce a kinetic

wind model in grid-based hydrodynamic simulations, and are able to match the

observed IGM O VI lines in the local Universe (Cen & Fang, 2006).

In OD06 we took the approach of scaling outflow properties with galaxy prop-

erties, and explored a variety of wind models winds in GADGET-2 simulations.

We found that the scalings predicted by momentum-driven galactic superwinds

(e.g. Murray, Quatert, & Thompson, 2005, hereafter MQT05) provide the best fit

to a variety of quasar absorption line observations in the IGM, while also repro-

ducing the observed cosmic star formation history between z = 6 → 1.5. In

the momentum-driven wind scenario, radiation pressure from UV photons gen-

erated by massive stars accelerates dust, which is collisionally coupled to the

gas, thereby driving galactic-scale winds. MQT05 formulated the analytical de-

pendence of momentum-driven winds on the velocity dispersion of a galaxy, σ,

deriving the relations for wind velocity, vwind ∝ σ, and the mass loading factor

(i.e. the mass loss rate in winds relative to the star formation rate), η ∝ σ−1. Ob-

servations by Martin (2005a) and Rupke et al. (2005) indicate vwind is proportional

to circular velocity (where vcirc ∼ σ) over a wide range of galaxies ranging from

dwarf starbursts to ULIRG’s. Mass outflow rates are difficult to measure owing to
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the multiphase nature of galactic outflows (Strickland et al., 2002; Martin, 2005b),

but at least at high-z there are suggestions that the mass outflow rate is of the

order of the star formation rate in Lyman break galaxies (Erb et al., 2006). A the-

oretical advantage of momentum-driven winds is that they do not have the same

energy budget limitations as do supernova (SN) energy-driven winds, where the

maximum is ∼ 1051 ergs per SN, because the UV photon energy generated over

the main sequence lifetime of massive stars is ∼ 100× greater (Schaye et al., 2003).

OD06 found that transforming all SN energy into kinetic wind energy often is not

enough to drive the required winds, particularly at lower redshifts. Moreover,

galactic-scale simulations find that in practice only a small fraction of SN energy

is transferred to galactic-scale winds (Mac Low & Ferrara, 1999; Fujita et al., 2004,

2008; Spitoni et al., 2008). In short, the momentum-driven wind scenario seems

to match observations of large-scale enrichment, is broadly consistent with avail-

able direct observations of outflows, and relieves some tension regarding wind

energetics.

Still, for the purposes of studying the cosmic metal distribution, the exact na-

ture of the wind-driving mechanism is not relevant; in our models, what is rel-

evant is how the wind properties scale with properties of the host galaxy. The

inverse σ dependence of the mass loading factor appears to be necessary to suf-

ficiently curtail star formation in high-z galaxies (Davé et al., 2006; Finlator et

al., 2007). At the same time, they enrich the IGM to the observed levels through

moderate wind velocities that do not overheat the IGM (OD06). Continual en-

richment via momentum-driven wind scalings reproduces the relative constancy

of Ω(C IV) from z ≈ 6 → 1.5 (OD06) and the approximate amount of metals in

the various baryonic phases at all redshifts (Davé & Oppenheimer, 2007, hereafter

DO07). The observed slope, amplitude, and scatter of the galaxy mass-metallicity
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relation at z = 2 (Erb et al., 2006) is reproduced by momentum-driven wind scal-

ings (Finlator & Davé, 2008). While only a modest range of outflow models were

explored in OD06, the success of a single set of outflow scalings for matching a

broad range of observations is compelling. This suggest that simulations imple-

menting these scalings approximately capture the correct cosmic distribution of

metals. Hence such simulations can be employed to study an important ques-

tion that has not previously been explored in cosmological simulations: How do

outflows distribute mass, metals, and energy on cosmic scales?

In this paper, we explore mass, metallicity, and energy feedback from star

formation-driven galactic outflows over cosmic time. We use an improved ver-

sion of the cosmological hydrodynamic code GADGET-2 (Springel, 2005) employ-

ing momentum-driven wind scaling relations, with two major improvements

over what was used in OD06: (1) A more sophisticated metallicity yield model

tracking individual metal species from Type II SNe, Type Ia SNe, and AGB stars;

and (2) An on-the-fly galaxy finder to derive momentum-driven wind parame-

ters based directly on a galaxy properties. The OD06 simulations only tracked

one metallicity variable from one source, Type II SNe, and used the local gravita-

tional potential as a proxy for σ in order to determine outflow parameters. These

approximations turn out to be reasonable down to z ∼ 2, but at lower redshifts

they become increasingly inaccurate; this was the primary reason why most of

our previous work focused on z > 1.5 IGM and galaxy properties. By low-z,

Type Ia SNe and AGB stars contribute significantly to cosmic enrichment (Man-

nucci et al., 2005; Wallerstein & Knapp, 1998), and these sources have yields that

depend on metallicity (Woosley & Weaver, 1995; Limongi & Chieffi, 2005). Our

new simulations account for these contributions. Next, using the gravitational

potential wrongly estimates σ especially at low-z, when galaxies more often live
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in groups and clusters and the locally computed potential does not reflect the

galaxy properties alone (as assumed in MQT05). This tends to overestimate vwind

and underestimate η, resulting in unphysically large wind speeds and insufficient

suppression of star formation at low redshifts. Our new simulations identify in-

dividual galaxies during the simulation run, hence allowing wind properties to

be derived in a manner more closely following MQT05.

The paper progresses as follows. In §2 we describe in detail our modifications

to GADGET-2, emphasizing the use of observables in determining our outflow

prescription and metallicity modifications. §3 examines the energy balance from

momentum-driven feedback between galaxies and the IGM using the new group

finder-derived winds. We follow the metallicity budget over the history of the

Universe in §4 first by source (§4.1), and then by location (§4.2), briefly comparing

our simulations to observables including C IV in the IGM and the iron content of

the intracluster medium (ICM). §5.1 examines the three forms of feedback (mass,

metallicity, and energy) as a function of galaxy baryonic mass. We determine the

typical galaxy mass dominating each type of feedback (§5.2). We then consider

the cycle of material between galaxies and the IGM, introducing the key con-

cept of wind recycling (§5.3) to differentiate between outflows that leave a galaxy

reaching the IGM and halo fountains – winds that never leave a galactic halo. We

examine wind recycling as a function of galaxy mass in §5.4. §6 summarizes our

results. We use Anders & Grevesse (1989) for solar abundances throughout; al-

though newer references exist, these abundances are more easily comparable to

previous works in the literature, and we leave the reader to scale the abundances

to their favored values.
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3.2 Simulations

We employ a modified version of the N-body+hydrodynamic code GADGET-2,

which uses a tree-particle-mesh algorithm to compute gravitational forces on a

set of particles, and an entropy-conserving formulation of SPH (Springel & Hern-

quist, 2002) to simulate pressure forces and shocks in the baryonic gaseous par-

ticles. This Lagrangian code is fully adaptive in space and time, allowing simu-

lations with a large dynamic range necessary to study both high-density regions

harboring galaxies and the low-density IGM.

GADGET-2 also includes physical processes involved in the formation and

evolution of galaxies. Star-forming gas particles have a subgrid recipe containing

cold clouds embedded in a warm ionized medium to simulate the processes of

evaporation and condensation seen in our own galaxy (McKee & Ostriker, 1977).

Feedback of mass, energy, and metals from Type II SNe are returned to a gas par-

ticle’s warm ISM every timestep it satisfies the star formation density threshold.

In other words, gas particles that are eligible for star formation undergo instanta-

neous self-enrichment from Type II SNe. The instantaneous recycling approxima-

tion of Type II SNe energy to the warm ISM phase self-regulates star formation

resulting in convergence in star formation rates when looking at higher resolu-

tions (SH03a).

Star formation below 10 M� is decoupled from their high mass counterparts

using a Monte Carlo algorithm that spawns star particles. In GADGET-2 a star

particle is an adjustable fraction of the mass of a gas particle; we set this fraction

to 1/2 meaning that each gas particle can spawn two star particles. The metal-

licity of a star particle remains fixed once formed; however, since Type II SNe

enrichment is continuous while stars are formed stochastically, every star parti-

cle invariably has a non-zero metallicity. The total star formation rate is scaled
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to fit the disk-surface density-star formation rate observed by Kennicutt (1998),

where a single free parameter, the star formation timescale, is set to 2 Gyr for a

Salpeter (1955) initial mass function (SH03a).

Even with self-regulation via the subgrid 2-phase ISM, global star formation

rates were found to be too high, meaning another form of star formation regula-

tion is required. SH03b added galactic-scale feedback in the form of kinetic en-

ergy added to gas particles at a proportion relative to their star formation rates.

They set the wind energy equal to the Type II SNe energy, thereby curtailing the

star formation in order to broadly match the observed global cosmic star forma-

tion history. SH03b assumed a constant mass loading factor for the winds, which

resulted in a constant wind velocity of 484 km/s emanating from all galaxies.

OD06 found that scaling the velocities and mass-loading factors as prescribed by

the momentum-driven wind model did a better job of enriching the high-z IGM

as observed, while better matching the cosmic star formation history.

We have performed a number of modifications to GADGET-2 since OD06.

These include (1) the tracking of individual metal species, (2) metallicity-

dependent supernova yields, (3) energy and metallicity feedback from Type Ia

SNe, (4) metallicity and mass feedback from AGB stars at delayed times, (5) a

particle group finder to identify galaxies in situ with GADGET-2 runs so that

wind properties can depend on their parent galaxies, and (6) a slightly modi-

fied implementation of momentum-driven winds. We describe each in turn in

the upcoming subsections.

All simulations used here are run with cosmological parameters consistent

with the 3-year WMAP results (Spergel et al., 2007). The parameters are Ω0 =

0.30, ΩΛ = 0.70, Ωb = 0.048, H0 = 69 km s−1 Mpc−1, σ8 = 0.83, and n = 0.95; we

refer to this as the l-series. Note that σ8 is somewhat higher than the WMAP3-
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Table 3.1. Simulation parameters

Namea Lb εc mSPH
d mdark

d Mgal,min
d,e zend AGB Feedback? Wind Derivation

Test Simulations

l8n128vzw-Φ 8 1.25 4.72 29.5 151 0.0 Y Φ

l8n128vzw-σ 8 1.25 4.72 29.5 151 0.0 Y σ

l8n128vzw-σ-nagb 8 1.25 4.72 29.5 151 0.0 N σ

l32n128vzw-Φ 32 5.0 302 1890 9660 0.0 Y Φ

l32n128vzw-σ 32 5.0 302 1890 9660 0.0 Y σ

l32n128vzw-σ-nagb 32 5.0 302 1890 9660 0.0 N σ

High-Resolution Simulations

l8n256vzw-σ 8 0.625 0.590 3.69 18.8 3.0 Y σ

l16n256vzw-σ 16 1.25 4.72 29.5 151 1.5 Y σ

l32n256vzw-σ 32 2.5 37.7 236 1210 0.0 Y σ

l64n256vzw-σ 64 5.0 302 1890 9660 0.0 Y σ

l64n256vzw-σ-nagb 64 5.0 302 1890 9660 0.0 N σ

aThe ’vzw’ suffix refers to the momentum-driven winds with Lf varying between 1.05-2.0, metallicity-dependent

vwind, and an extra kick to get out of the potential.

bBox length of cubic volume, in comoving h−1Mpc.

cEquivalent Plummer gravitational softening length, in comoving h−1kpc.

dAll masses quoted in units of 106M�.

eMinimum resolved galaxy stellar mass.
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favored value of 0.75, owing to observations suggesting that it may be as high as

0.9 (e.g. Rozo et al., 2007; Evrard et al., 2008). Our general naming convention,

similar to OD06, is l(boxsize)n(particles/side)vzw-(suffix) where boxsize is in h−1Mpc

and the suffix specifies how the winds are derived (“σ” from the on-the-fly group

finder, or “Φ” from the local gravitational potential) and whether AGB feedback

was not included (“nagb”).

Table 3.1 lists parameters for our runs presented in this paper. We ran a series

of test simulations with 2 × 1283 particles in 8 and 32 h−1Mpc boxes to explore

the effect of turning off the AGB feedback and using the old prescription of using

potential-derived vwind. The 2 × 2563 simulations are our high-resolution simula-

tions and range in gas particle mass from 0.59− 302× 106M�. The l32n256vzw-σ

simulation was by far the most computationally expensive simulation taking in

excess of 50,000 CPU hours on an SGI Altix machine. The l16n256vzw-σ sim-

ulation contains the minimum resolution needed to resolve C IV IGM absorbers

(OD06), however it is prohibitively expensive to run this to z = 0. We will use

the l8n128vzw simulations at the same resolution but a smaller box to explore

these absorbers; this box appears to converge with the l16n256vzw simulation at

z = 1.5, despite containing a smaller volume unable to build larger structures.

3.2.1 Metal Yields

In previous GADGET-2 simulations including SH03b and OD06, metal enrich-

ment was tracked with only one variable per SPH particle representing the sum

of all metals and was assumed to arise from only one source, Type II SNe, which

enriched instantaneously. While this is reasonably accurate when considering

oxygen abundances, the abundances of other species can be significantly affected

by alternate sources of metals.

We have implemented a new yield model that tracks four species (carbon,
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oxygen, silicon, and iron) from three sources (Type II SNe, Type Ia SNe, and AGB

stars) all with metallicity-dependent yields. These sources have quite different

yields that depend significantly on metallicity, and inject their metals at differ-

ent times accompanied by a large range in energy feedback. A more sophisti-

cated yield model is required to model metal production from the earliest stars,

abundance variations within and among galaxies, abundance gradients within

the IGM, and abundances in the ICM.

The four species chosen not only make up 78% of all metals in the sun (An-

ders & Grevesse, 1989), but are the species most often observed in quasar ab-

sorption line spectra probing the IGM, X-ray spectra of the ICM, and the ISM

of galaxies used to determine the galaxy mass-metallicity relationship. Further-

more, because these metals are among the most abundant, they are also often

the most dynamically important when considering metal production in stars, the

multi-phase ISM, and metal-line cooling of the IGM. We have not implemented

metal-line cooling per individual species, but this may be straightforwardly in-

corporated in the future.

3.2.1.1 Type II Supernovae

Type II SNe enrichment follows that presented in SH03a, namely their equa-

tion 40 where gas particles are self-enriched instantaneously via

∆Zspecies = (1 − fSN)yspecies(Z)x
δt

t∗
(3.1)

where fSN is the fraction of the stellar initial mass function (IMF) that goes su-

pernova, x is the fraction of an SPH gas particle in the cold ISM phase, and

t∗ is the star formation timescale. Our modification is that we follow the yield

of each species individually using metallicity-dependent yields, yspecies(Z), from

the nucleosynthetic calculations by Limongi & Chieffi (2005) instead of assum-
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ing y = Z� = 0.02 as SH03b and OD06 did. Their grid of models include SNe

ranging from 13 to 35 M� and metallicities ranging from Z = 0 − 0.02. Using the

total metallicity of a gas particle (i.e. the sum of the four species divided by 0.78

to account for other species), we employ a lookup table indexed by metallicity to

obtain the yspecies(Z). The Limongi & Chieffi (2005) yields are the most complete

set of metallicity-dependent yields since Woosley & Weaver (1995). Both papers

find similar yields for carbon and oxygen, the two species most important for

IGM observations.

We use the Chabrier (2003) IMF, although it is quite possible to modify the

IMF in the future so as to have a top-heavy IMF under different conditions (e.g.

Davé, 2008). We assume all stars between 10-100 M� go supernova, comprising

fSN = 0.198 (i.e. 19.8% of the total stellar mass in the IMF). We use the yields

of Limongi & Chieffi (2005) comprising 13 − 35M� over this larger mass range,

thus assuming the similar yields from stars between 10− 13M� and 35− 100M�.

Other supernova yield models that include more massive stars (Portinari et al.,

1998; Hirschi et al., 2005) show higher carbon and oxygen yields from stars over

40 M� at solar metallicity, but do not cover the range of metallicities of Limongi

& Chieffi (2005). The fraction of stars going supernova, fSN, is nearly twice as

high since SH03a assumes a Salpeter IMF (fSN = 0.1), because there is a turnover

at masses less than 1 M�. The remaining 80.2% form star particles from which

AGB feedback arises at later times.

3.2.1.2 Type Ia Supernovae

Type Ia SNe are believed to arise from mass accretion from a companion star

that increases the mass beyond the Chandrasekhar limit, causing an explosion.

Recently, the Type Ia SNe rate was measured by Mannucci et al. (2005), and

the resulting data was parameterized by Scannapieco & Bildsten (2005) with a
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two-component model, where one component is proportional to the stellar mass

(“slow” component), and the other to the star formation rate (“rapid” compo-

nent):

SNRIa = AM? + BṀ? M�/yr (3.2)

Scannapieco & Bildsten (2005) determined that the best fit to the Mannucci et al.

(2005) data was provided by A = 4.4× 10−14 yr−1 and B = 2.6× 10−3, with a time

delay of 0.7 Gyr in the slow component for the onset of Type Ia SNe production.

To implement this in GADGET-2, we calculate the number of Type Ia SNe

formed at each timestep for every gas particle (from the first part of eqn. 3.2) and

every star particle where the star was formed more than 0.7 Gyr ago (from the

second term in eqn. 3.2). Each Type Ia SN is assumed to add 1051 ergs of energy,

which is added directly to the gas particle or, in the case of star particles, added

to the nearest gas particle. Each Type Ia is also assumed to produce 0.05M� of

carbon, 0.143M� of oxygen, 0.150M� of silicon, and 0.613M� of iron with these

four species making up 78% of all metals made by Type Ia SNe (Thielemann et

al., 1986; Tsujimoto et al., 1995).

3.2.1.3 AGB Stars

Feedback from AGB stars comprise at least half of the total mass returned to the

ISM (Wallerstein & Knapp, 1998). AGB stars copiously produce carbon, referred

to as carbon stars, and other isotopes of carbon, nitrogen, and oxygen (Renzini

& Voli, 1981) on a delayed timescale compared to the relatively instantaneous

enrichment of Type II SNe. Heavier elements such as silicon and iron that remain

unprocessed by low-mass stars can now be returned back into the ISM instead

of being trapped in stars. The mass and metallicity feedback from AGB stars is

considerable and in some regions even dominant over supernovae. However,

relative to supernovae, the energy feedback can be considered negligible, since
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most of the mass leaves AGB stars at far less than 100 km s−1.

First we consider the mass feedback as a function of time for a star particle. We

use the Bruzual & Charlot (2003) stellar synthesis models using the Padova 1994

(Bressan et al., 1993) libraries of stellar evolution tracks to determine the mass

loss rate from non-supernova stars as a function of age given a Chabrier IMF.

Mass loss rates are calculated at an age resolution of 0.02 dex for six different

metallicities (Z=0.0001, 0.0004, 0.004, 0.008, 0.02, and 0.05) covering stellar ages

from log(t) = 7.18− 10.14 (i.e. the age of the death of the most massive AGB stars

to the age of the Universe). We interpolate in age and metallicity.

To implement this in GADGET-2 we use each star particle’s age and metallicity

to determine the mass loss rate from a lookup table generated from the Bruzual

& Charlot (2003) population synthesis models. This is performed for every star

particle each timestep with the total amount of mass lost being the product of the

timestep and the mass loss rate. This mass is then transferred to the 3 nearest gas

particle neighbors using a neighbor search.

To illustrate the importance of mass feedback from low-mass stars consider

a stellar population at Z = 0.02, which by log(t) = 7.34 yrs has returned about

17.5% of its mass via supernova feedback. By 100 Myr another 10.3% of the mass

is returned to the ISM, and another 12.0% is returned by 1 Gyr. More mass is

returned to the ISM in the first Gyr from AGB stars than SNe. Another 9.7% is

returned between 1 and 10 Gyr. Overall, slightly greater than 50% of the mass of

a Chabrier IMF is returned to the ISM with more than 30% coming from low and

intermediate mass stars.

To model the return of metals into the ISM, we use the stellar yield models of

Herwig (2004) (Z = 0.0001), Marigo (2001) (Z =0.008), and Gavilán et al. (2005)

(Z =0.0126, 0.0200, 0.0317) for a variety of stellar masses. We take the age at
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which a given stellar mass ends its life, from which we generate an interpolated

lookup table of yields for a given species analogous to the mass loss lookup table.

The incremental parcel of mass lost during each time step for each star particle

is given a yield corresponding to the mass of a star dying at the star particle’s

age. This assumes that only one specific stellar mass is contributing to the entire

mass loss from a stellar population at a given age, which is not a bad assumption

considering that intermediate mass stars lose most of their mass during the short-

lived AGB stage.

We calculate AGB yield lookup tables for carbon and oxygen only. Silicon and

iron remain almost completely unprocessed in low and intermediate mass stars,

so therefore we simply take their yields to be the original abundances of the star

particle when it formed. To illustrate the yields, Figure 3.1 plots the carbon yield

as a function of age for a variety of metallicities. The dashed line is the relation

between the Zero-age Main Sequence mass and the age of death. Carbon stars

enrich copiously between ∼200 Myr and 1 Gyr corresponding to stars of masses

2-4 M� going through the AGB stage. The reason for this is that third dredge-up

becomes efficient above 2 M� transporting the products of double shell burning

into the envelope (i.e. C12) until hot-bottom burning becomes efficient above 4-5

M� transforming carbon into nitrogen. Lia et al. (2002) also added delayed AGB

feedback into SPH simulations, although they do not extract yields directly from

models; instead they use a time-dependent yield function without metallicity de-

pendence for carbon.

It is worth pointing out that our simulation do not track the metals in stellar

remnants. The metal products arising from nucleosynthesis in AGB stars for the

most part remain in the white dwarf remnant once it has blown its envelope off,

and we do not track the creation of these metals in the star particles. The same
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Figure 3.1: Carbon yields of gas lost from AGB stars for several metallicities cal-
culated by Herwig (2004), Marigo (2001) and Gavilán et al. (2005) converted from
a function of stellar mass to a function of age by using a star’s lifetime (dashed
line). In GADGET-2, we take a star particle’s age and assign the yield from these
curves to the fractional amount of mass lost from the star particle and added to
the 3 nearest SPH neighbors. The carbon yields jump between ∼ 200 Myr and 1
Gyr when AGB stars in the range of 2-4 M� are dying as carbon stars; AGB yields
are highly dependent on age as well as metallicity. The Z = 0.008 yields show the
strongest yields, especially toward lower mass, while by Z = 0.0317 the strongest
yields come from 5M� stars.
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is true for neutron stars and stellar black holes. Fortunately these metals remain

locked in their stellar remnants on timescales far beyond the age of the Universe,

hence we can ignore them as a component of observable metals. When we talk

about the global metal budgets in §3.4, we do not include metals trapped in stellar

remnants.

3.2.2 Group Finder

A group finder added to GADGET-2 allows us to add new dynamics based on the

properties of a gas or star particle’s parent galaxy. This is especially important

for momentum-driven winds, which MQT05 argued depend on the properties

of a galaxy as a whole (specifically a galaxy’s σ). We will show in §3.2.3 that

winds derived from the group finder more accurately determine wind speeds for

the momentum-driven wind model versus using the potential well depth of a

particle as a proxy of galaxy mass as was done in OD06 and DO07.

Our group finder is based on the friends-of-friends (FOF) group finder kindly

provided to us by V. Springel, which we modified and parallelized to run in

situ with GADGET-2. Gas and star particles within a specified search radius are

grouped together and cataloged if they are above a certain mass limit, which we

set to be 16 gas particle masses. The search radius is set to 0.04 of the mean inter-

particle spacing corresponding to an overdensity of (1/0.04)3 = 15625. We chose

this value after numerous comparisons with the more sophisticated (but far more

computationally expensive) Spline Kernel Interpolative DENMAX (SKID)1 group

finder performed on snapshot outputs.

The FOF group finder is run every third domain decomposition, which corre-

sponds to an interval usually between 2 and 10 Myr depending on the dynamical

time-stepping for the given simulation (i.e. smaller timesteps for higher resolu-
1http://www-hpcc.astro.washington.edu/tools/skid.html
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tion). This timestep was chosen to be smaller than the dynamical timescales of

most if not all galaxies resolved in a particular simulation. The galaxy properties

output include gas and stellar mass and metallicities, star formation rate, and

fraction of gas undergoing star formation. The additional CPU cost ranges from

7-10% for a 64-processor run to less than 5% for a 16-processor run. Once the FOF

group finder is run, each particle in a galaxy is assigned an ID so that it can be

easily linked to all the properties of its parent galaxy.

A comparison plot of the two group finders in Figure 3.2 for the l32n256vzw-σ

simulation at z = 0 shows very good but not perfect agreement for total baryonic

galaxy mass (Mgal, Panel (a)). Galaxies are matched up by requiring a < 5h−1kpc

difference between SKID and FOF positions. Stellar masses (M∗, lower left panel)

are nearly identical, but the associated gas mass (Mgas, upper right) shows more

scatter. Note that there is no explicit density or temperature threshold for includ-

ing gas in the FOF case, but in the SKID case only gas with overdensities > 1000

compared to the cosmic mean are included; this may contribute to some of the

scatter. FOF group finders have the tendency to group too many things together

in dense environments, and this is most noticeable in the associated gas masses.

There are significantly better agreements in gas masses at higher redshift, where

dense group/cluster environments are less common and gas fractions are greater.

The mass functions of both group finders when all galaxies are included show

very good agreement (lower right panel of Figure 3.2). SKID and FOF each find

6 galaxies with Mgal > 1012M�, 112 and 113 galaxies with 1012 > Mgal > 1011M�,

793 and 719 galaxies with 1011 > Mgal > 1010M�, and 4296 and 3596 1010 > Mgal >

109M� respectively. 1.2×109M� is the galaxy mass resolution limit defined as the

mass of 64 SPH particles (Finlator et al., 2006). Owing for the tendency of FOF to

over-group satellite galaxies with central galaxies in dense environments, there is
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Figure 3.2: The comparison of two group finders run on a 32 h−1Mpc 2×2563 sim-
ulation at z = 0. FOF is the much faster algorithm run in situ with GADGET-2 at
frequent intervals to determine galaxy properties on the fly, while SKID is a post-
processing DENMAX algorithm run on simulation snapshots. Panels (a), (b), and
(c) compare the masses (total, gas, and stellar mass respectively) of groups found
within 5 kpc of each other by the two group finders. Stellar masses agree very
well while the gas masses (a smaller component by z = 0) show more scatter.
The total mass functions (Panel (d)) of both group finders lie nearly on top of
each other above the resolution limit (dashed line), although FOF tends to group
some satellites found by SKID with the largest few galaxies. The Mgal functions
do not resemble a Schechter function, although when one plots M∗ there is a more
pronounced turnover below M∗ = 1010M�.
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a deficiency of small satellite galaxies in the FOF case. The total amount of mass

in all resolved galaxies is within 0.2% between the two group finders, however

there is 24% more mass grouped to the 6 largest galaxies in the FOF finder.

As a side note, our group finder has the flexibility to enable modeling of

merger-driven or mass-threshold processes such as AGN feedback. Although

our simulations implicitly include both hot and cold-mode accretion (Kereš et al.,

2005), Dekel & Birnboim (2006) suggests AGN feedback affects only hot mode

accretion, and hence there exists a threshold halo mass above which AGN feed-

back is effective. Our group finder can identify galaxies where AGN feedback

may be necessary to curtail star formation and drive AGN winds. Conversely, if

AGN feedback is driven by the onset of a merger (Di Matteo, Springel & Hern-

quist, 2005), our group finder can identify mergers and add merger-driven AGN

feedback that curtails star formation. We leave such implementations of AGN

feedback for future work, though we note that the heating of gas may transport

a non-trivial amount of energy and metals into the IGM.

Frequent outputs of the group finder allow us to track the formation history of

galaxies to see how galaxies build their mass (e.g. through accretion or mergers).

We can trace the star formation rate during individual mergers to see if our simu-

lations are producing bursts of star formation. Outputting group finder statistics

during a run allows us to immediately look at integrated properties such as the

galaxy mass function, the mass-metallicity relationship, and the specific star for-

mation rate as a function of mass just to name a few. This is valuable as these

relations may exhibit changes on timescales shorter than the simulation snapshot

output frequency.
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3.2.3 Wind Model Modifications

We use the same kinetic wind implementation of SH03a, whereby particles enter

the wind at a probability η, the mass loading factor relative to the star formation

rate. Wind particles are given a velocity kick, vwind, in a direction given by v × a

(ie. perpendicular to the disk in a disk galaxy). These particles are not allowed

to interact hydrodynamically until either they reach a SPH density less than 10%

of the star formation density threshold or the time it takes to travel 30 kpc at

vwind; the first case overwhelms the instances of the second case in our simula-

tions. We admit that this phenomenological wind implementation insufficiently

accounts for the true physics of driving superwinds as well as the multi-phase as-

pect of winds (Strickland et al., 2002; Martin, 2005b); see Dalla Vecchia & Schaye

(2008) for an in-depth discussion of some of the insufficiencies of such winds in

simulations. However we want to stress that while we cannot hope to model

the complexities of the outflows, the focus of this paper primarily depends on

the much longer period of subsequent evolution. We use the momentum-driven

wind model with variable vwind and η, due to its successes in previous publica-

tions mentioned earlier.

In the momentum-driven wind model analytically derived by MQT05, vwind

scales linearly with the galaxy velocity dispersion, σ, and η scales inversely lin-

early with σ. We again use the following relations:

vwind = 3σ
√

fL − 1, (3.3)

η =
σ0

σ
, (3.4)

where fL is the luminosity factor in units of the galactic Eddington luminosity

(i.e. the critical luminosity necessary to expel gas from the galaxy), and σ0 is the

normalization of the mass loading factor. The outflow models used in this paper
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are all of the ’vzw’ variety described in §2.4 of OD06, in which we randomly select

luminosity factors between fL = 1.05− 2.00, include a metallicity dependence for

fL owing to more UV photons output by lower-metallicity stellar populations

fL = fL,� × 10−0.0029∗(log Z+9)2.5+0.417694, (3.5)

and add an extra kick to get out of the potential of the galaxy in order to simulate

continuous pumping of gas until it is well into the galactic halo (as argued by

MQT05).

One difference is that we use σ0 = 150 km s−1 instead of 300 km s−1 in the

equation for η = σ0/σ×SFR. Since our assumed WMAP-3 cosmology produces

less early structure that the WMAP-1 cosmology used in OD06, it requires less

suppression of early star formation and hence lower mass loading factors (DO07).

We find that σ0 = 150 km s−1 with the WMAP-3 cosmology generally reproduces

the successes of σ0 = 300 km s−1 with the WMAP-1 cosmology.

The main modification we make to the outflow implementation is how σ is de-

rived. Putting the wind parameters in terms of σ is the most natural, because the

fundamental quantity MQT05 use to derive momentum-driven winds is
√

GM
r

,

which equals
√

2σ for an isothermal sphere. In previous runs without a group

finder, we derived σ using the virial theorem where σ =
√

−1
2
Φ, with Φ being the

gravitational potential at the initial launch position of the wind particle. We will

call this old form of the wind model Φ-derived winds. While this derivation of σ

should adequately work for an isothermal sphere, the Φ calculated by GADGET-

2 is the entire potential: the galaxy potential on top of any group/cluster poten-

tial. As galaxies live in groups and clusters more often low redshift, the wind

speeds from Φ-derived winds become overestimated. To counteract this trend,

we artificially implemented a limit of σ = 266 km s−1, which corresponds to a

Mgal ∼ 2.7 × 1012 M�, the mass of a giant elliptical galaxy at z = 0. In the deep
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potential of a cluster, all galaxies no matter what size would drive winds at the

speed of this upper limit. The overestimate of vwind prevented us from trusting

our wind model at lower redshifts; therefore we usually stopped our simulations

in OD06 at z = 1.5.

We now introduce σ-derived winds, where σ is calculated from Mgal as deter-

mined by the group finder. We use the same relation as MQT05 (their equation 6)

from Mo et al. (1998) assuming the virial theorem for an isothermal sphere:

σ = 200

(

Mgal

5 × 1012

Ωm

Ωb

h
H(z)

H0

)1/3

km s−1. (3.6)

Since our group finder links only baryonic mass, we multiply Mgal by Ωm/Ωb to

convert to a dynamical mass. The wind properties are hence estimated from the

galaxy alone. We do not calculate σ from the velocity dispersion of star and/or

gas particles in the galaxy, since our tests show the resolution is insufficient to

derive a meaningful σ.

The H(z)/H0 factor in equation 3.6 increases σ for a given mass as H(z) in-

creases at higher redshift. For example, H(z = 6) = 10.2 × H0 resulting in winds

being 2.17× as fast being driven from the same mass galaxy at z = 6 versus

z = 0. Physically, galaxies that form out of density perturbations at higher z have

overcome faster Hubble expansion, and therefore their σ is higher. The same

mass galaxy formed at higher redshift with a higher σ means the higher redshift

galaxy must be more compact. Such a scenario is supported by the observations

by Trujillo et al. (2006) and Trujillo et al. (2007) showing a trend of galaxies be-

coming smaller from z = 0 → 2, in general agreement with Mo et al. (1998). A

more compact galaxy drives a faster wind in the momentum-driven wind model,

because vwind is a function of Mgal/r, not just Mgal; there is more UV photon flux

impinging each dust particle. We will show that increasing vwind emanating from

the same mass galaxy toward higher z has important consequences in enriching
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the IGM at high-z while not overheating it at low-z.

Another modification to the wind model we add are new vwind speed limits.

The first depends on the star formation timescale, τSFR. The momentum-driven

wind equation derived by MQT05 and used in OD06 and DO07 assumes a star-

burst occurs on the order of a dynamical timescale, τD, which is often the case

in a merger-driven starburst. However, MQT05 also derive a maximum σ, σmax,

above which a starburst cannot achieve the luminosity needed to expel the gas

in an optically thick case. Although it is not clear how σmax varies with the τSFR,

we modify their equation 23 to have an inverse linear dependence on the star

formation timescale

σmax = 4000 × τD

τSFR
km s−1 (3.7)

and assume a τD of 50 Myr. The end result is a reduction of 5-10% in the average

vwind out of Mgal ∼ 1012 at z < 1.

A second speed limit we impose allows no more than 2× the total SN energy

to be deposited into the wind. This does not violate the energetics as the energy

for these winds is coming from momentum deposition over the entire lifetime of

a star, which is of the order 100× the SN energy (Schaye et al., 2003). This limit

was instituted to disallow extreme values of vwind (i.e. > 1500 km s−1) emanating

from the most massive haloes, reducing vwind at most 30-50% in the most massive

galaxies at z < 1.

In Figure 3.3, we plot the average wind speed, 〈vwind〉, as a function of galaxy

mass at four redshifts for a variety of box sizes ranging from 8 to 64 h−1Mpc

along. Dotted lines show the predicted 〈vwind〉 for solar metallicity, assuming no

speed limits. As with every plot in this paper, Mgal is the SKID-derived baryonic

mass, not the FOF-derived mass from which vwind is calculated. The simulations

reproduce the predicted trend vwind ∝ M
1/3
gal . Divergences at low mass result from
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faster winds being driven by low-mass, low-metallicity galaxies as well as some

satellites being grouped with a central galaxy in groups/clusters by FOF. The

latter effect appears to be sub-dominant though as evidenced by the overlap of

the relation among simulations at different redshifts. The deviations at the high-

mass end at all redshifts are dominated by the second wind speed limit discussed

above.

Figure 3.3: Average launch wind speed as a function of Mgal (derived using SKID)
versus dotted lines for the predicted 〈vwind〉 assuming no speed limits. The wind
speeds, which are derived using the FOF finder during a run, agree very well
with the masses determined by SKID in the post-processing stage. The decline
in 〈vwind〉 with redshift for a given Mgal is a result of the H(z) dependence in
equation 3.6. This trend loosely matches observations of faster winds for a given
mass galaxy at high redshift.

The reduction in vwind for a given mass galaxy due to the H(z) dependence

in equation 3.6 is the reverse of the trend in the Φ-derived models, and are in

better agreement with low-z observations. In the new σ-derived wind model,

a 1011M� galaxy (such as the Milky Way) launches an average wind particle at

790 km s−1 wind at z = 3 and 450 km s−1 at z = 0 while the corresponding

values for the Φ-derived winds without any speed limits are 1040 km s−1 and
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1220 km s−1 respectively. The latter are far above the values observed in the local

Universe. Martin (2005a) found the relation vterm ∝ 2.1× vcirc fit her observations

best, where vterm is the terminal velocity of the wind. For a 1011M� galaxy, this

corresponds to vcirc ∼ 125 km s−1 leading to vterm ∼ 265 km s−1. This is much

nearer our σ-derived value once the extra velocity boost to leave the potential

of the galaxy is subtracted. High-velocity clouds (HVC’s) may be material that

is blown into the halo from the Milky Way (Wakker & van Woerden, 1997), and

these have velocities that are � 1000 km s−1, in better agreement with velocities

expected in the σ-derived model. Of course the Milky Way is not a star-bursting

galaxy driving a powerful wind; however, it is still possible that it is kicking up

a significant amount of gas into the halo. Indeed, as we will discuss later (§3.5.4),

the outflows in our simulations don’t always reach the IGM, but particularly at

low-z may be more aptly described as “halo fountains”, where the outflows only

propagate out to distances comparable to the galactic halo.

It remains very difficult to determine from observations whether wind speeds

increase for a given mass galaxy at high-z as the σ-derived winds predict. Ob-

serving asymmetric Lyman-α profiles,Wilman et al. (2005) find what they inter-

pret as 290 km s−1 outflows around a LBG with 1011M� baryons at z = 3.09. More

recently Swinbank et al. (2007) observe outflows up to 500 km s−1 at z = 4.88

around a lensed galaxy with a dynamical mass as low as 1010M�. These observed

outflows appear to be beyond the virial radius in both cases and correspond to

our velocities once we have subtracted the extra velocity boost we add to get

out of the potential well. Our vterm for the Wilman et al. (2005) z = 3 galaxy

would be closer to 500 km s−1, somewhat above their observed values. We expect

vwind ∼ 300 km s−1 (vterm ∼ 200 km s−1) for the Swinbank et al. (2007) object, but

their mass is only a lower limit. If this object is a 1010M� baryonic-mass galaxy,
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we would derive vterm ∼ 400 km s−1. Overall, the σ-derived winds predict veloc-

ities that are at least in the ballpark of observed values. Additionally, surveys of

LBG’s atz ∼ 3 (Pettini et al., 2001; Shapley et al., 2003) find outflows of several

hundred km s−1 to be ubiquitous, often driving an amount of mass comparable

to the star forming mas (i.e. η ∼ 1)

3.3 The Universal Energy Balance

Armed with these new simulations, we can now investigate how outflows move

mass, metals, and energy around the Universe. In this section we focus on the

energetics of outflows, and its impact on cosmic star formation and tempera-

ture. We will compare the new σ-derived wind model’s behavior versus the old

Φ-derived wind model, and study the impact of AGB feedback. Specifically, σ-

derived winds inject much less energy at late times making a cooler and less-

enriched IGM while leading to more star formation. The inclusion of AGB feed-

back does not really affect the global energy balance, but does increase the num-

ber of stars formed and more significantly affects the amount and location of

metals, as we discuss in §3.4.

The history of the cosmic star formation rate density (SFRD; Madau et al.,

1996; Lilly et al., 1996) is a key observable that has received much attention in

recent years (e.g. Hopkins & Beacom, 2006; Fardal et al., 2007). The SFRD plot in

the upper left panel of Figure 3.4 shows how our models compare to the Hop-

kins & Beacom (2006) compilation (black lines, two different fits). It should be

noted that we are resolving galaxies down to ≈ 1010M� in the models shown

with solid lines, and hence the star formation density at z > 3 is increasingly un-

derestimated (see e.g. SH03b). Hence this should be considered as an illustrative

comparison, whose main point is to highlight the differences between various
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Figure 3.4: Three 32 h−1Mpc 2 × 1283 simulations: Φ-derived winds including
AGB feedback (green), σ-derived winds with AGB feedback (magenta), and σ-
derived winds without AGB feedback (blue) demonstrate how global quantities
evolve as a result of energetic interactions between star formation-driven feed-
back from galaxies and the state of the IGM. Panel (a) shows the star formation
density histories compared to the Hopkins & Beacom (2006) compilation aver-
ages (black lines for segmented and non-segmented fit, scaled to a Chabrier IMF).
Panel (b) shows the average virial ratio with which wind particles are launched.
Solid/dashed lines in Panel (c) trace the volume/mass-weighted average gas
oxygen content, and Panel (d) shows the volume-weighted temperature. The
new σ-derived winds do not inject as much energy or metals into the IGM while
increasing the star formation. AGB feedback has a relatively minor effect in the
energetic balance between galaxies and the IGM. The lower resolution l32n128
simulation misses about half of all star formation, therefore we also show the
l32n256 (dash-dotted line) and the l16n256 (dotted line) simulations in Panel (a),
which both agree better with observations.
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models. A more complete SF history at early times is shown by the dashed and

dotted magenta lines from our higher resolution 2 × 2563 particle simulations

with σ-derived winds with AGB feedback. The metal enrichment of the IGM at

early times is significantly higher when the star formation from smaller galaxies

is included; therefore we use only higher resolution models to explore the IGM

enrichment at z > 2. Also, our models suggest an overestimated SFRD at the

lowest redshifts. This indicates that some other form of feedback is needed to

suppress star formation in massive galaxies at late times (such as AGN feedback;

e.g. Cattaneo et al., 2007).

The three models shown, the Φ-derived winds and the σ-derived winds with

and without AGB feedback, are indistinguishable in their global SFRD’s above

z = 4 because the mass loading factor and not wind speed is the largest de-

terminant of star formation (OD06). As explained in OD06, the earliest wind

particles have not had time to be re-accreted by galaxies, therefore the SFR is

regulated purely by how much mass is ejected (η). The faster wind velocities of

the Φ-derived model at z < 2 decrease star formation relative to the σ-derived

model, because wind particles are sent further away from galaxies making this

gas harder to re-accrete while also heating the IGM more and further curtailing

star formation. We will quantify this recycling of winds in §3.5.

The average virial ratio of winds (Erat), defined as the ratio of the kinetic en-

ergy to the potential at the launch position (0.5 × vwind
2/ − Φ), in the upper right

panel shows how σ-derived winds inject progressively less energy into their sur-

roundings with time. Erat should be invariant across time for Φ-derived winds in

its simplest form, but falls sharply below z = 1 due to our wind speed limits, and

rises slightly at high-z due to the metal dependent vwind. The faster Φ-derived

winds spatially distribute more metals (solid lines in lower left panel) and heat
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the IGM (lower right panel) to a greater extent than the σ-derived winds. We will

show in §3.4.2 that the cooler, less-enriched IGM of the σ-derived wind models

makes a significant difference in metals seen in quasar absorption line spectra.

The gaseous metallicity (dashed lines in lower left panel) is slightly higher in the

Φ-derived wind model despite fewer overall stars formed, because fewer metals

end up in stars.

Finally, we consider the impact of AGB feedback. AGB stars do not add any

appreciable energy feedback, as demonstrated by the invariance in the Erat and

volume-averaged temperature in the models with (magenta lines) and without

(blue) AGB feedback. However, AGB stars provide feedback in the form of re-

turning gas mass to the ISM, which is now available to create further generations

of stars. For instance, with AGB feedback the SFRD at z = 0 is increased by nearly

a factor of two compared to without. Hence models that do not include such stel-

lar evolutionary processes may not be correctly predicting the SFRD history.

3.4 The Universal Metal Budget

In this section, we will investigate what the sources of cosmic metals are, and

where these metals end up. To do so, we examine quantities summed over our

entire simulation volumes, with special attention to the three different sources of

metals: Type II SNe, Type Ia SNe, and AGB stars. We also discuss the impact of

AGB feedback and σ-derived winds.

3.4.1 Sources of Metals

3.4.1.1 The Stellar Baryonic Content

Since stars produce metals, we first examine the evolution of the stellar baryonic

content. The key aspect for metal evolution is that stellar recycling provides new

fuel for star formation. For the Chabrier IMF assumed in our simulations, su-
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pernovae return ∼ 20% of stellar mass instantaneously back into the ISM (which

is double that for a Salpeter IMF), and delayed feedback will eventually return

another ∼ 30% over a Hubble timescale. With half the gas being returned to the

ISM, most of it (∼ 80%) on timescales of less than a Gyr, subsequent generations

of stars can form, leading to greater metal enrichment. The difference between

σ-derived wind models with and without AGB feedback in the SFRD plot (upper

left panel of Figure 3.4) demonstrates how AGB feedback makes available more

gas for star formation at later times.

Despite more star formation in the l64n256vzw-σ model with AGB feedback,

slightly more mass is in stars at z = 0 in the no-AGB feedback model by z = 0

(Ω∗(z = 0)/Ωb = 0.081 vs. 0.071) since there is no mass loss from long-lived

stars. However, if we count all stars (including short-lived stars undergoing

SNe) formed over the lifetimes of our simulated universes, the AGB feedback

model forms 37% more stars (Ω∗(all)/Ωb = 0.138 vs. 0.101). This is the more

relevant quantity when considering the metal budget of the local Universe. An-

other way to think of this is that the stars in today’s local Universe account for

(Ω∗(z = 0)/Ω∗(all)=) 52% of all the stars that have ever existed, assuming the

mass in short-lived stars is negligible (a safe assumption in the low-activity local

Universe).

Figure 3.5 shows the amount of baryons formed into stars, δΩ∗ (i.e. the star

formation rate), and the amount of stellar mass lost via delayed feedback, δΩdel,

as a function of time. The ratio δΩdel/δΩ∗ increases as more generations of stars

are continuously formed with each generation contributing to δΩdel. The quan-

tity δΩdel/δΩ∗ should approach 0.3 for a steady star formation rate in a Hubble

time, because 30% of the stellar mass is returned via delayed feedback, but this is

actually exceeded since the star formation is declining at late times. The amount
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Figure 3.5: Global quantities binned in 200 Myr bin of stars formed (δΩ∗, solid
black line) and mass lost via delayed feedback (δΩdel, dashed red line) relative to
Ωb in the 32 h−1Mpc 2 × 2563 simulation. The ratio of the two is the long-dashed
blue line.

of material lost via delayed feedback over the history of the Universe is found by

subtracting the stars at z = 0 from the number of long-lived stars formed over

the history of the Universe.

Ωdel =

∫ 14Gyr

0Gyr

δΩ∗(t)(1 − fSN)dt − Ω∗(z = 0) (3.8)

where we assume Ω∗(z = 0), the stars in today’s Universe, has a negligible quan-

tity of short-lived stars. The amount of delayed feedback is Ωdel = 0.039 or 55%

of the stellar baryons in today’s Universe, which is a significant quantity.

3.4.1.2 The Metal Content

We segue into our discussion of metals by plotting the global production of the 4

species tracked by their source (Type II SNe, Type Ia SNe, or AGB stars) in the left

panels of Figure 3.6. Metals produced by Type II SNe depend on the current star
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formation rate (δΩ∗), which is apparent by the fact that the solid lines in the left

panels have roughly the similar shape to the global stellar mass accumulation

rate (Figure 3.5). Type II SNe dominate the enrichment for all four elements at

all redshifts, hence global chemical enrichment is reasonably approximated by

current star formation alone.

Dividing the amount of each type of metal formed via Type II SNe by Ω∗

gives the SN yield of that element shown as solid lines in the right panels of

Figure 3.6. These yields should and do match the Type II SNe yield tables that

are an input to the simulations. The yields do not evolve significantly because

there is only weak metallicity dependence in the Limongi & Chieffi (2005) yields

employed here. Note that previous work has generally assumed no metallicity

dependence. Above z = 6, the yields are slightly lower due to less metals injected

by low-metallicity stars. A slight upturn is noticeable at lower redshift for carbon

and silicon as their yields increase with metallicity.

Turning to metals injected via AGB feedback (dashed red lines in Figure 3.6),

we find more complex behavior that varies among the species. The left panels

show that AGB feedback is an important source of carbon (∼ 30% by z = 0), iron

and silicon (both ∼ 25% by z = 0), but is a negligible contributor for oxygen.

Dividing these values by Ωdel results in the global AGB yields as a function of

redshift in the right panels. For carbon and oxygen, these are a summation of

the yield values in our input tables for all stars of various ages and metallicities

undergoing AGB feedback.

The carbon yields shows the most interesting evolution, which are indicative

of the underlying processes of stellar evolution in different stars. As explained

in §3.2.1.3 and shown in Figure 3.1, the most massive and short-lived AGB stars

(4-8 M�) have hot-bottom burning that destroys carbon; these are the stars los-
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Figure 3.6: Metal production by species relative to Ωb along with their yields plot-
ted in 200 Myr bins in the 32 h−1Mpc 2 × 2563 simulation. Panels (a-d) trace the
amount of carbon, oxygen, silicon, and iron respectively returned to the gas phase
by Type II SNe (black solid lines), Type Ia SNe (green dotted lines), and AGB
stars (red dashed lines). The yields for the various species are calculated in Pan-
els (e-h) by taking lines in Panels (a-d) and dividing by the matching line types
in Figure 3.5; long dashed lines on the left indicate Anders & Grevesse (1989)
solar values. Type II SNe yields remain relatively constant despite metallicity-
dependent yields. The AGB carbon yields strongly depend on z and peak when
2-4 M� die. AGB silicon and iron yields are simply reprocessed metals formed in
SNe and reflect the ensemble metallicities of all stars undergoing AGB feedback
at a given redshift.
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ing mass via AGB feedback the most at very high-z. Between 2-4 M�, the third

dredge-up makes AGB stars into carbon stars with very high carbon yields from

stars dying 200 Myr to 1 Gyr after their formation. At z ∼ 2, carbon stars dom-

inate the carbon yields, but then less massive stars (< 2M�) without the third

dredge-up begin to reach the AGB phase, and the ensemble AGB carbon yield

begins to decline.

Oxygen is burned in AGB stars, resulting in a net decrease in its overall con-

tent as a result of delayed feedback. Accounting for a minor contribution from

Type Ia SNe, the vast majority of gaseous oxygen is synthesized in Type II SNe.

Hence oxygen is the ideal species to trace the cosmic evolution of Type II SNe.

The AGB yields of silicon and iron may at first be surprising considering that

AGB stars do not process these elements. These yields reflect the ensemble metal-

licities of mass loss from AGB stars, since they neither create nor destroy heav-

ier elements at any significant rate, but instead simply regurgitate them. Most

surprising is that more iron is ejected from AGB stars than Type Ia SNe. The

difference between these two forms of feedback associated with stars is that the

iron yield of Type Ia SNe is nearly a half (i.e. 0.6 M� formed per 1.4 M� SNe)

and should significantly enrich its local environment, while the iron lost from

AGB stars should have a slightly lower yield than the surrounding gas metallic-

ity since these stars are older and hence less enriched.

It is curious and probably not correct that iron and silicon AGB yields exceed

solar metallicities by as much a factor of 2 − 3 by z = 0. This means that at z = 0,

the average AGB star is at least 2 − 3 × Z�, which is almost definitely too high

when stars younger than the Sun in the Milky Way disk are ∼ Z� (Twarog, 1980).

Even though most z = 0 AGB mass loss comes from stars younger than the Sun

since most AGB feedback occurs within 1 Gyr for a Chabrier IMF, the extremely
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super-solar metallicities are indicative of too much late star formation. Reasons

for this include too much star formation in massive systems in our simulations,

as well as our slightly high value of Ωb = 0.048 (instead of the currently more

canonical Ωb = 0.044).

Table 3.4.1.2 summarizes the sources of metals at z = 2 (roughly 1010 years

ago) and z = 0 for the l32n256vzw-σ simulation. These can be compared to avail-

able observational constraints. Using oxygen, the global metallicity averaged

over all baryons is 〈Zb〉(z = 2) ∼ 0.064Z� rising to 〈Zb〉(z = 0) ∼ 0.23Z�. These

values are remarkably similar to those derived by Bouché et al. (2007) (hereafter

B07) (〈Zb〉(z = 2) ∼ 0.056 and 〈Zb〉(z = 0) ∼ 0.20Z�) where they assumed a

Salpeter IMF-weighted metallicity yield of 0.024 and integrated over the star for-

mation history of the Universe from Cole et al. (2001). While encouraging, this

comparison is highly preliminary owing to many systematics, such as the fact

that our simulations produce too many stars overall, and the assumption of a

Salpeter IMF at all times is probably not consistent with observations (see e.g.

Davé, 2008, and discussions therein). It is hoped that improving observations

will enable more interesting constraints on cosmic chemical evolution models.

While it is well-known that Type II SNe dominate carbon, oxygen, and silicon

production, it may be somewhat surprising for iron, considering that Type Ia SNe

are often assumed to be the primary producers of iron; however, this is actually

only true in environments dominated by older stars. Long-lived stars also de-

stroy oxygen, eliminating 20% of the oxygen formed by Type II SNe. Processing

of oxygen by AGB stars helps to move oxygen abundances from alpha-enhanced

levels to solar levels. Of course, long-lived stars do make a net surplus of both car-

bon and oxygen in post-Main Sequence nucleosynthesis, however most of these

metals remain locked in stellar remnants, which we do not track in our simu-
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Table 3.2: Sources of Feedback
Species Ω/Ωb % Type II % Type Ia % AGB % AGB

Stars Processing

z = 2

Baryons – 0.87 .0016 0.83 –

Carbon 1.677e-04 85.70 0.0a 23.25 +14.30

Oxygen 6.123e-04 105.4 0.32 3.48 -5.75

Silicon 5.642e-05 96.50 3.57 9.30 +0.00

Iron 5.013e-05 83.49 16.51 9.23 +0.00

z = 0

Baryons – 3.74 .0098 5.42 –

Carbon 6.566e-04 95.35 0.0a 38.29 +4.65

Oxygen 2.194e-03 126.1 0.52 7.68 -26.60

Silicon 2.549e-04 95.29 4.72 33.89 +0.00

Iron 2.265e-04 78.32 21.68 33.16 +0.00

aThese models were run with no Type Ia yields for carbon. These carbon yields

are fractionally insignificant anyway.
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lations and are not included in this table. Fukugita & Peebles (2004) estimate a

〈Zb〉(z = 0) ∼ 0.68Z� for all metals including those in remnants, which exceeds

the metals not locked up (i.e. the ones we track) by a factor of a few.

Even though AGB feedback injects an appreciable amount of carbon into sur-

rounding gas (∼ 40% of carbon injected via Type II SNe), the net surplus of car-

bon resulting from AGB feedback is only ∼ 5% of Type II SNe by z = 0, because

much of this carbon is coming from stars with high metallicity already. Carbon

stars (∼ 2 − 4M�) add to the overall cosmic carbon abundance while higher and

lower mass AGB stars reduce the amount of carbon. A larger impact on carbon

production comes from recycled gas that enables more Type II SNe; as noted be-

fore, 37% more stars form in simulations that include AGB feedback. Stars also

lose mass via AGB feedback when they have moved away from the sites of their

formation, and can directly enrich metal-poorer areas such as the ICM and intra-

group medium. Hence the location of feedback from AGB stars and Type Ia SNe

turns out to be important for understanding enrichment in various environments.

We consider this topic next.

3.4.2 The Location of Metals

B07 calculated from observations that metals migrated from gas to stars between

z = 2 → 0 as metals fall back into the deeper potential wells of growing galaxies,

and are more likely to remain there as star formation-driven winds decline at

low-z. Our new simulations generally agree with the results of B07 that about

one-third of metals are in stars at z = 2, increasing to two-thirds by z = 0.

In Figure 3.7 we subdivide mass and metals further by their baryonic phases.

The top panel shows the baryonic fraction in diffuse gas (T < 105), warm-hot

intergalactic medium (WHIM) gas (105 < T < 107), hot gas in clusters (T >

107), and galaxies (stars and ISM) for both the l64n256vzw-σ, l64n256vzw-σ-nagb,
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l32n128vzw-Φ models as a function of redshift. The steady transfer of gas from

diffuse to WHIM and hot IGM between z = 3 → 0 was first noted by Cen &

Ostriker (1999) and Davé et al. (1999), and our current results are similar to those

from Cen & Ostriker (2006) using nearly the same cosmology. The addition of

AGB feedback does not appreciably change any of these values.

σ-derived winds have 5% fewer baryons in the WHIM than Φ-derived winds

at z = 0 due to weaker winds at late times. Cen & Ostriker (2006) find that their

baryon fraction in the WHIM increases by about 10% owing to galactic super-

winds, which matches our results (not shown). The metal fraction in the WHIM

is basically constant in the σ-derived winds, in stark contrast to the Φ-derived

wind model (green lines; also see Figure 1 of DO07), which shows that fraction

of metals in WHIM grow steadily from z = 4 → 0, reaching 25% today. The

much slower σ-derived wind velocities at late epochs are mostly unable to shock-

heat metals above temperatures where metal-line cooling dominates, and instead

the gas cools efficiently. Although the addition of AGN feedback is unlikely to

change the metal content of baryons by more than a few percent (B07), the effect

of > 1000 km s−1 winds from QSO’s such as those observed by Tremonti et al.

(2007) could be appreciable for metals in the WHIM and hot phases.

The total metal budget by baryonic phase in the second panel shows a mi-

nor change owing to AGB feedback, namely that 5% less metals are found in

the galaxies, with those metals instead being located in the diffuse IGM. This is

because increased star formation from gas made available via delayed feedback

results in more winds that expel metals.

3.4.2.1 Oxygen in the WHIM

The third panel of Figure 3.7 shows the oxygen metallicity in various baryonic

phases. Overall, oxygen metallicities ([O/H]) remain nearly identical (within



148

Figure 3.7: The evolution of of mass and metals by baryonic phase in the
64h−1Mpc, 2 × 2563 simulations with and without AGB feedback, and the
32h−1Mpc, 2× 1283 simulation with the old potential-derived winds (shown only
in top two panels). The slower σ-derived winds at low redshift do not inject
nearly as many metals into the WHIM. The addition of AGB feedback does not
change the baryonic mass fractions (Panel a) and increases slightly the amount
of metals in galaxies (Panel b). Oxygen metallicity (Panel c), which traces Type
II SNe, remains nearly unchanged, but delayed feedback boosts carbon relative
to oxygen (Panel d), and iron is increases at late times relative to oxygen (Panel
e) in hot gas mostly due to Type Ia SNe. The global [Fe/O] in a test simulation
without any delayed feedback is shown as the long dashed orange line in Panel
(e).
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0.1 dex) with the addition of AGB feedback. The 37% increase in star formation

and therefore oxygen production from Type II SNe is counterbalanced by a 20%

decrease due to the AGB processing of oxygen. Galactic baryons show slightly

super-solar oxygen abundance, while the abundances in diffuse and hot phases

are nearly one-tenth solar.

The WHIM oxygen abundance is relatively constant with redshift, and shows

[O/H]=−1.76 at z = 0. Our simulations produce two distinct types of WHIM: (1)

the unenriched majority formed via the shock heating resulting from structural

growth, and (2) the WHIM formed by feedback, which is significantly enriched.

The weaker σ-derived winds form very little of the latter. While simulations sug-

gest, by comparison with observed O VI absorbers, that the WHIM metallicity

should be around one-tenth solar (Cen et al., 2001; Chen et al., 2003), it remains

to be seen whether the σ-derived winds are in conflict with O VI observations.

Since O VI arises in both photoionized and collisionally-ionized gas, it could be

that enough O VI is present in photoionized gas to explain the observed number

density of such systems. Moreover, non-equilibrium ionization effects could be

important (Cen & Fang, 2006). A careful comparison with O VI observations is

planned, but is beyond the scope of this paper.

For now, we note that the oxygen abundance in the WHIM may be an interest-

ing probe of feedback strength. Sommer-Larson & Fynbo (2008) come to the same

conclusion at z = 3 when tracing oxygen content by temperature, noting that the

stronger feedback by a top-heavy IMF produces significantly greater amounts of

oxygen in the WHIM. Extremely fast winds (vwind > 1000 km s−1) emanating from

AGN (Tremonti et al., 2007) will also create more enriched WHIM.
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3.4.2.2 Carbon in the IGM

In the bottom two panels of Figure 3.7 we show the carbon and iron abundance

relative to oxygen, a tracer of Type II SNe enrichment, to emphasize the differ-

ences in these two species influenced by delayed feedback. For carbon especially,

AGB feedback has a significant impact. [C/O] evolution shows an obvious in-

crease even at high-z, because the timescale for mass loss from carbon stars is

0.2 − 1 Gyr. Every phase appears to evolve similarly with their lines sometimes

blending in Figure 3.7 except the hot phase, which has at least 50% more carbon

at z > 2 . Carbon stars lose their mass near sites of star formation, and this car-

bon is then blown out and shock-heated by a second generation of supernovae.

The net effect of AGB feedback on the z = 0 carbon metallicity is +0.22, +0.25,

and +0.33 dex for diffuse, WHIM, and hot IGM respectively. This results in abun-

dance ratios close to solar in all phases.

A basic observational test of IGM enrichment models is the evolution of

Ω(C IV), i.e. the mass density in C IV systems seen in quasar absorption lines.

In Figure 3.8 we plot Ω(C IV) from z = 6 → 0 (see OD06 for exact method of

computing Ω(C IV)) to see the effect of σ-derived winds and AGB feedback. In

OD06 we reproduced the relative invariance in the observed trend of Ω(C IV) be-

tween z = 5 → 2 by counterbalancing the increasing IGM carbon content by a

similarly lowering C IV ionization factor; the new σ-derived models also match

the observed trend quite well, for a similar reason. The addition of AGB feed-

back increases Ω(C IV) by 70% (+0.23 dex) at z > 0.5, leading to a value consistent

within the error bars of z ≈ 0 measurement by Frye et al. (2003).

The main reason is that AGB feedback adds new fuel for star formation, re-

sulting in more C IV expelled into the IGM at late times. Compared to the Φ-

derived winds, the σ-derived winds push out more metals early better matching
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Figure 3.8: Evolution of Ω(C IV) from z = 6 → 0 for the Φ-derived wind model
with AGB feedback (green) and the σ-derived wind model with and without AGB
feedback (magenta and blue). Our models are compared to observations from
Songaila (2001) (black circles), Pettini et al. (2003) (small filled black squares),
Bokensberg, Sargent, & Rauch (2003) (open triangles), Frye et al. (2003) (open
square), Songaila (2005) (large open dots), Simcoe (2006) (large black squares),
and Ryan-Weber et al. (2006) (black triangle is a lower limit). While all models
appear to fit the majority of the data, there are subtle differences that we highlight
between our models. The new σ-derived winds distribute metals more broadly
boosting Ω(C IV) at z > 5, while more carbon resulting from AGB feedback en-
riches the IGM in the local Universe. The three data points below z = 1.5 are
calculated from 8 h−1Mpc 2× 1283 simulations and from 16 h−1Mpc 2× 2563 else-
where, except in the case of the σ-derived winds without AGB feedback in which
case only the small box is used.
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the high-z C IV observations of Ryan-Weber et al. (2006) and Simcoe (2006). The

faster Φ-derived winds at low-z raise the temperature of the metal-enriched IGM

while pushing the metals to lower overdensities and lowering the C IV ionization

fraction.

The σ-derived wind model with AGB feedback is the first model we have

explored that is able to fit the entire range of Ω(C IV) observations from z ∼ 6 → 0.

The σ-derived wind model with AGB feedback achieves higher Ω(C IV) at

z > 5 and z < 1 that at face value improves agreement with observations. While

these data are uncertain and hence one should not over-interpret this improved

agreement, the main point of this exercise is to show how our newly incorpo-

rated physical processes could have observational consequences. Furthermore,

the results are to be taken with caution, owing to the small box size of our sim-

ulations (8 h−1Mpc 2 × 1283) below z = 1.5; this volume is not nearly large

enough to form the large-scale structures in the local Universe. It is encourag-

ing that the values derived from this small box agree within the error bars with

the larger l16n256vzw-σ simulations above z = 1.5. Future observations at low-

z by the Cosmic Origins Spectrograph, and at high-z with advances in near-IR

spectroscopy will allow more relevant and detailed comparisons.

3.4.2.3 Iron in the ICM

The [Fe/O] evolution (bottom panel of Figure 3.7) is dominated by Type II SNe

until z ∼ 2, at which point delayed feedback processes of Type Ia SNe and AGB

stars become important. The instantaneous component of the Type Ia SNe adds

19% of the Type II SNe iron yield, which raises the [Fe/O] everywhere from -0.30

to -0.23 (compare to global [Fe/O] in a simulation without any Type Ia’s or AGB
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feedback2). The delayed component of Type Ia SNe adds only 9% more of the

Type II SNe iron content generated over the lifetime of the Universe. However,

the combination of the high iron yield (0.43) and the location of enrichment often

being low-metallicity regions away from the sites of star formation meas delayed

Type Ia’s can have a significant observational signature in a low-density medium

such as the ICM. The net increase of all Type Ia SNe (delayed and instantaneous)

on the z = 0 iron content is +0.32 dex in the hot component and +0.21 dex in

the WHIM. AGB feedback increases iron content by allowing 37% more stars

to form; this extra iron primarily remains in galaxies, but increases iron in the

hot component by +0.15 dex and the WHIM by +0.07 dex. Overall, the hot iron

metallicity increases by nearly 3× with the addition of Type Ia and AGB feedback.

To demonstrate the effect on observables, we calculate the free-free emission-

weighted [Fe/H] of the ICM in clusters/groups with temperatures in excess of

0.316 keV at z = 0 in the l64n256vzw models to simulate the X-ray observations.

We identify large bound systems in the simulations using a spherical overden-

sity algorithm (see Finlator et al., 2006, for description). The average of over 130

clusters/groups is -1.11 without any delayed feedback, -0.78 with Type Ia SNe

included, and -0.57 with AGB feedback also included. Hence the addition of

delayed forms of feedback increases the ICM [Fe/H] by 3.4×. This is now in

the range for the canonical ICM metallicities of around 0.3 solar, as well as for

groups between 0.316 and 3.16 keV as observed by Helsdon & Ponman (2000)

(they found −0.60 <[Fe/H]< −0.36). Of course, X-ray emission at ∼ 1 keV has

a significant contribution from metal lines, and observations can be subject to

surface brightness effects (e.g. Mulchaey, 2000), so this comparison is only pre-

liminary. A more thorough comparison of simulations to ICM X-ray observations
2We ran a l32n128vzw-σ test simulation with only Type II feedback, and the only major differ-

ence is the lack of iron produced via Type Ia’s relative to l32n128vzw-σ-noagb.
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is in preparation (Davé et al., 2008).

To summarize this section, we showed that Type II SNe remain the dominant

mode of global production for each species we track, usually by a large mar-

gin. When considering metals not locked up in stellar remnants (i.e. observable

metals), Type Ia SNe only produce 22% of the cosmic iron and AGB stars only

contribute 5% to the cosmic carbon abundance. Mass feedback from long-lived

stars allows metals to be recycled and form new generations of stars, increasing

late-time star formation by ∼ 30 − 40%. More importantly, the location of metals

injected by delayed modes of feedback can significantly impact metallicities in

specific environments. The IGM carbon content, probably the best current tracer

of IGM metallicity, increases by 70% by z = 0 when AGB feedback is included.

The iron content observed in the ICM at least triples, primarily due to Type Ia

SNe. Delayed metallicity enrichment appears to heavily affect the enrichment

patterns of the low density gas of the IGM and ICM where there are relative few

metals, compared to galaxies where we find the metallicity signatures of Type II

SNe dominate. Although our simulations do not produce large passive systems

at the present epoch, it is likely that delayed modes of feedback will be important

for setting the metallicity in and around such systems as well. Hence incorporat-

ing delayed feedback is necessary for properly understanding how metals trace

star formation in many well-studied environments.

3.5 Galaxies and Feedback

Thus far we have examined energy balance and metallicity budget from a global

perspective. In this section we investigate such issues from the perspective of in-

dividual galaxies. We will answer such questions as: What galaxies are dominat-

ing each type of feedback (mass, energy, and metallicity)? How does this evolves
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with redshift? Do winds actually leave galaxy haloes and reach the IGM? What

types of galaxies are enriching the IGM at various epochs? The key concept from

this section is wind recycling; i.e. the products of feedback do not remain in the

IGM, but instead are either constantly cycled between the IGM and galaxies or

never escape their parent haloes in the first place, and are better described as halo

fountains.

During each simulation, all particles entering a wind are output to a file. The

originating galaxy is identified, and the eventual reaccretion into star-forming

gas is tracked. In this way wind recycling can be quantified in galaxy mass and

environment. Throughout this section we will use SKID-derived galaxy masses,

which match our on-the-fly FOF galaxy finder for the vast majority of cases (cf.

§3.2.2). We use our favored σ-derived wind simulations in our following analysis,

unless otherwise mentioned.

3.5.1 Feedback as a Function of Galaxy Mass

Figure 3.9 quantifies mass (upper left), metal (upper right) and energy (lower

panels) feedback, as a function of galaxy mass in our σ-derived wind simulations

at four chosen redshifts (z = 6, 4, 2, 0.5). We choose z = 0.5 to represent the local

Universe rather than z = 0, because we want to follow the evolution of wind

materials after they are launched and consider 5 Gyr a compromise as enough

time for the winds cycle to play out, but not too much such that the cosmologi-

cal evolution is overly significant. The upper left panel shows the mass loss rate

in outflows as a function of galaxy baryonic mass. At a given galaxy mass, the

outflow rate goes down with time, by roughly a factor of 10 from z = 6 → 0.5. Re-

member that this is the rate of mass being driven from the galaxy’s star-forming

region; whether the material makes it to the IGM or remains trapped within the

galactic halo will be examined later.
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Figure 3.9: Feedback properties are shown as a function of galaxy mass (derived
by SKID) for 4 redshifts for our σ-derived wind simulations at various box sizes.
Red and blue dotted lines are our “toy models” calculated using momentum-
driven wind relations and assuming specific star formation rates of 0.1 and 1.0
Gyr−1, and metallicities of Z = 0.3Z� and 1.0 for z = 6 and 0.5 respectively. Mass
and metal feedback (Panels (a) and (b)) are predicted to go as M

2/3
gal , although

metallicity feedback additionally depends on the gas mass-metallicity of galaxies,
where Z ∝ M0.3

gal . Energy feedback, in 1051 erg units (Panel (c)) follows the pre-
dicted M

4/3
gal relation very closely, and the ratio wind energy efficiency, Ewind/ESN,

(Panel (d)) rises nearly as M
1/3
gal for most redshifts. The lines on the left of Panel

(d) show the average Ewind/ESN efficiency in the l32n256 box is declining slightly,
although these values may be lower when lower mass galaxies not resolved in
this box are included.
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Along with the results of our simulations, we plot two simple ”toy models”

of feedback behavior corresponding to galaxies forming stars at constant spe-

cific star formation rates (i.e. star formation rate per unit stellar mass) of 1.0 and

0.1 Gyr−1; these roughly correspond to typical star forming galaxies at z = 6 and

z = 0.5 respectively. The momentum-driven wind model predicts that mass feed-

back should go as Ṁwind ∝ SFR/σ ∝ SFR×M
−1/3
gal H(z)−1/3. Making the reasonable

assumption that SFR∝ Mgal as typically found in simulations (e.g. Davé, 2008),

then this simple model would predict Ṁwind ∝ M
2/3
gal H(z)−1/3. The dotted lines in

Figure 3.9 show these relations for our toy models. The red dotted line fits well to

z = 6 at Mgal = 109.5−10M� showing these galaxies efficiently doubling their mass

every 1.0 Gyr, while the doubling time is around 10 Gyr for galaxies at z = 0.5.

The typical mass outflow rate reduces with time for two reasons: First, the

star formation rates are lower owing to lower accretion rates from the IGM, as

discussed in SH03b and OD06 and as observed by Pérez-González et al. (2005);

Caputi et al. (2006); Papovich et al. (2006). Second, galaxies grow larger with

time and the mass loading factors drop; this even despite the H(z)−1/3 factor

that actually increases η for a galaxy of the same mass at lower redshift. Hence

the outflow rates qualitatively follow the trend seen in observations that at high

redshifts, outflows are ubiquitous and strong, while at the present epoch it is rare

to find galaxies that are expelling significant amounts of mass.

Figure 3.9, upper right panel, shows the mass of metals launched as wind par-

ticles, which is Ṁ(Z)wind ∝ M
2/3
gal H(z)−1/3Zgal. For concreteness we follow the iron

mass, although other species show similar trends; recall that even at z = 0 93%

of iron is produced in Type II SNe, and the fraction is higher at higher redshifts.

This relation can be thought of as the Mgal − Ṁwind relation shown in the upper

left panel convolved with the star formation-weighted gas mass-metallicity rela-
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tions of galaxies at the chosen redshifts, since it is this gas that is being driven

out in outflows. Finlator & Davé (2008) showed how our ’vzw’ model reproduces

the slope and scatter of the mass-metallicity relationship of galaxies as observed

by Erb et al. (2006) for z = 2 Lyman break galaxies. Again, we plot two dotted

lines corresponding to our toy models with a Z ∝ M 0.3
gal dependence accounting

for the mass-metallicity relationship normalized to z = 0.3 and 1.0Z� at 1011M�

for z = 6.0 and 0.5 respectively. The two toys models show little evolution (0.18

dex decline from z = 6 → 0.5, because the declining Ṁwind is counter-balanced

by an increasing metallicity for a given mass galaxy toward lower redshift. In the

l32n256vzw-σ simulation, a 1010M�yr−1 galaxy injects 7.7 × 10−3M�yr−1 of iron

at z = 6 and 2.2 × 10−3M�yr−1 at z = 0.5.

In the lower left panel we plot the total feedback energy per time (i.e. feedback

power) imparted into wind particles as a function of galaxy mass. This power

is Ėwind = 0.5Ṁwind × vwind
2 ∝ SFR×σH(z)1/3 ∝ M

4/3
gal H(z)1/3, using the same

assumption of SFR ∝ Mgal. The feedback power is shown in units of 1051 ergs

yr−1, which can be thought of as the number of SNe per year. Our simulations

follow the trend of the toy models in terms of redshift evolution, and show an

even tighter agreement at the low mass end versus Mgal than the mass feedback;

the metallicity dependence gives greater energies to winds from lower mass, less

metal-rich galaxies. Energy feedback is an even stronger function of galaxy mass

than mass or metallicity feedback.

The bottom right panel in Figure 3.9 shows feedback energy relative to su-

pernova energy (Ewind/ESN). This quantity decreases with time, and increases

with galaxy mass. The toy models shown represent ESN ∝ SFR ∝ Mgal, or

Ewind/ESN ∝ M
1/3
gal H(z)1/3. At the low-mass end, the simulations rise above the

toy model and show more scatter due to uncertainties in the the star formation
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rates of the smallest galaxies, but the slope at most redshifts is correct. At the

high-mass end, momentum-driven wind energy exceed the supernova energy,

which is physically allowed since the UV photons produced during the entire life-

times of massive stars drive winds in this scenario (see OD06, Figure 4). Summing

this ratio globally over all galaxies at each redshift, we obtain the values shown

by the tick marks on the left side of the panel. Globally, the average Ewind/ESN ra-

tio exceeds unity at all redshifts (being around 1.2), and is surprisingly constant,

declining less than 0.1 dex from z = 6 → 0.5 in the new σ-derived formulation

of the winds. The decline of wind energy feedback for a given mass galaxy to-

ward lower redshift is mostly counterbalanced by more massive galaxies driving

more energetic winds at these redshifts. Less massive galaxies unresolved in the

l32n256 box are likely to lower this value somewhat, so we only want to conclude

that the wind energy is similar to the supernova energy and stays remarkably un-

changed with redshift in the σ-derived momentum driven wind model.

To summarize, the momentum-driven wind simulations follow trends ex-

pected from the input momentum-driven outflow scalings. This is of course not

surprising, and at one level this is merely a consistency check that the new wind

prescription and the group finder are working correctly. But this also gives some

intuition regarding outflow properties as a function of galaxy mass required to

achieve the successes enjoyed by the momentum-driven wind scenario. For ex-

ample, mass outflow rates should correlate with galaxy mass, and outflow energy

in typical galaxies is comparable to, and perhaps exceeds, the total available su-

pernova energy. These trends provide constraints on wind driving mechanisms

and inputs to heuristic galaxy formation models such as semi-analytic models.
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Figure 3.10: Mass, metallicity, and energy feedback per cubic Mpc binned by
stellar mass (0.1 dex bins, derived by SKID) in 5 redshift bins covering z = 6 → 0.
Histograms include data from 8, 16, 32, and 64 h−1Mpc in order to resolve a large
range (5 decades) of galaxy masses. Vertical lines with colors corresponding to
their redshift range show the median galaxy producing each type of feedback.
For all forms of feedback, the median M∗ increases by a factor of 100 between
z = 6 → 0; most of this increase (30×) is between z = 6 → 2. However each form
of feedback favors a different mass-scale: 1010.2M� for mass, 1011.0M� for energy,
and 1010.7M� for metallicity. The mass resolution limits are 1.9 × 107M� above
z = 4 and 1.5 × 108M� below.

3.5.2 Feedback by Volume

We shift from examining feedback trends in individual galaxies to studying feed-

back trends per unit volume. In order to facilitate observational comparisons, we

use use stellar mass, M∗, rather than baryonic mass.

In Figure 3.10 we plot histograms binned in 0.1 dex intervals of the three forms

of feedback at five redshift bins from z = 6 → 0 parameterized by the amount of

feedback per cubic Mpc. These histograms include all SKID-identified galaxies

in the 8, 16, 32, and 64 h−1Mpc boxes in order to obtain the large dynamical range

covering over 5 decades of galaxy masses. The less computationally expensive

l8n128vzw simulation was included in the histograms between z = 0 − 1.5 to

probe the least massive galaxies in this range, since the l16n256vzw run at the

same resolution ends at z = 1.5. We also plot the median M∗ of a galaxy con-
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tributing to each type of feedback shown as vertical lines at the bottom of each

panel.

The mass, energy, and metal outflow rates peak at increasingly higher galaxy

masses with time. The galaxy mass resolution limits are 1.9 × 107M� at z ≥ 4

and 1.5× 108M� below; the peaks are mostly comfortably above these resolution

limits, indicating that we have the necessary resolution to resolve the source of

feedback across our simulation boxes for the three forms of feedback. The excep-

tions are the mass outflow rates at z > 2, which peak less than 1 dex from these

limits. The changing resolution limit at z = 4 raises concern whether the evolu-

tion above and below this limit is real; however, the larger amount of evolution

between z = 4 → 1, despite an unchanging resolution limit shows that evolution

at z < 4 is not just a resolution effect.

The median galaxy M∗ expelling gas increases by ∼ 100× between z = 6 → 0,

for all three forms of feedback. The vast majority of this growth occurs between

z = 6 → 2, where the median stellar mass increases by ∼ 30× in just 2.3 Gyr.

This is the epoch of peak star formation in the Universe, so it is not surprising

that galaxies show the most growth in their stellar masses then. The baryonic

mass (stars plus gas, not shown) also jumps significantly, ∼ 10 − 15×, but early

small galaxies are more gas rich making the jump less extreme. Nevertheless,

the evolution is much slower in the 10 Gyr between z = 2 → 0 as both median

M∗ and Mgal at most triple and usually double in this longer timespan. This late

growth could be an overestimate because of our overestimated star formation

rates at late times in the most massive galaxies. It is quite possible that if our

simulations could properly curtail massive galaxies from forming stars, median

M∗ would fall toward z = 0.

The same growth patterns for star formation-driven feedback are also seen in
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the median galaxy weighted by SFR, which itself is highly correlated with Mgal as

Davé (2008) shows using these same simulations. Therefore the changing mass

scales of star formation-driven feedback reflect the hierarchical growth of galaxies

between z = 6 → 0, with most growth occurring before z = 2.

While it is no coincidence that all three forms of feedback show similar growth

rates in median M∗ (and Mgal), each feedback form has a different mass preference

and peaks at a different epoch. Mass feedback preferentially traces smaller galax-

ies due to the inverse relationship of η with Mgal. High mass loading factors from

small galaxies, which dominate star formation at high redshift are necessary to

curtail the star formation density at early times (OD06) and fit galaxy luminosity

functions at z > 3 (Finlator et al., 2006; Bouwens et al., 2007). The mass feedback

density peaks at z ∼ 3.5 at 0.28M�yr−1Mpc−3. The median galaxy in the rela-

tively nearby Universe bin (z = 0.5 → 0) has M∗ = 1010.2M�, or 1/6th the Bell et

al. (2003) M ∗ value of 1011.0M� in stellar mass.

The median M∗ for energy feedback is biased toward larger galaxies for

momentum-driven winds. Our simulations suggest that the median galaxy

adding energy to the IGM is an M ∗ galaxy (M∗ = 1011M�) in the local Universe.

Observations disagree with this prediction, since the prototypical local galaxy ex-

hibiting feedback is more like M82, an ∼ 0.1M ∗ galaxy. Moreover most super-M ∗

galaxies are red and dead, unable to generate star formation-driven winds. This

again suggests that a more realistic truncation of star formation in low-z mas-

sive galaxies could alter the exact values quoted here. However, at high-z where

the typical galaxy appears to be driving an outflow (Erb et al., 2006), these re-

sults should be more robust. The energy feedback density peaks at z ∼ 2.5 at an

equivalent energy of 5 × 10−4 SN yr−1 Mpc−3 (1051 ergs each).

The metallicity feedback grows the fastest of all forms of feedback during the



163

epoch of peak star formation, and does not obtain its maximum density until

slightly past z = 1 (Ṁ(Fe)wind = 1.7× 10−4M� yr−1 Mpc−3). The metallicity feed-

back is simply the mass feedback modified by the mass-metallicity relationship

of galaxies, which favors higher M∗ and lower redshift. The median M∗ at z = 0

is 0.5M∗, or ∼ 5× higher than the 0.1L∗ median galaxy as determined by B07.

However, we do not think that this is an inconsistency due to an overestimate in

massive galaxy star formation at low redshift, but instead a result of measuring

different quantities. We are measuring the amount of feedback leaving a galaxy’s

star forming region whereas B07 measures the feedback expelled from the galaxy

reaching the IGM by determining the effective yield as a function of vrot . As we

will show next, much of the mass and metals that are expelled never leave their

parent haloes and are reaccreted in a timescale often much less than the Hubble

time. The leads us to introduce the important concept of wind recycling.

3.5.3 Wind Recycling

What happens to the mass and metals once they are expelled from the galaxies’

star forming regions? Is all feedback best described as galactic superwinds or

does some feedback never really escape from its parent halo and should more

accurately be considered a halo fountain? To answer such questions we introduce

the concept of wind recycling, which plays an important role in feedback over

cosmic time.

By following wind particles by their particle IDs during the simulation run,

we can track how many times the same SPH particle is recycled in a wind. For

the l32n256vzw-σ simulation evolved all the way to z = 0 we find that a wind

particle is launched an average of 2.5 times; while 18.3% of SPH particles are

ever launched in a wind, the summed number of wind launches equals 45.7%

of the total number of SPH particles. Wind recycling dominates over winds be-
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ing launched from galaxies for the first time– the average wind particle across

time is more likely to have already been launched in a wind! The most impor-

tant aspect is that wind material, once launched, cannot be assumed to be lost

from the galaxy forever and remaining in the IGM. This is true despite the fact

that, in our momentum-driven wind prescription, outflows are always ejected at

speeds exceeding the escape velocity of its parent galaxy. Gravitational infall and

hydrodynamic effects both conspire to slow down outflows and facilitate wind

recycling.

Figure 3.11 displays histograms of the number of times the same wind particle

is recycled, Nrec, in the l32n256 simulation. Only 17% of all winds are particles

ejected one time and therefore never recycled (i.e. Nrec = 0); this corresponds to

7.9% of all SPH particles. The record-holder is a particle recycled an astonishing

30 times indicating that probably in this case the term halo fountain may be more

appropriate than galactic superwind. Perhaps the most telling statistic is half of

the wind particles have been recycled 3 or more times. The continuous range in

the number of recycling times blurs the distinction between a galactic superwind

and a halo fountain, and suggests instead there is a continuum.

The concept of recycling is not unexpected, and has been predicted by

(Bertone et al., 2007) from semi-analytical models. DO07 showed that metals

move from mean cosmic density at z = 2 to an overdensity of 100 by z = 0

as baryons migrate into larger structures as part of cosmic structural growth.

This means that most of the metals in the diffuse IGM at z ∼ 2 are in galactic

haloes at z ∼ 0. Metals blown out from early galaxies to low overdensities are

later reaccreted in the formation of larger structures, and blown out again. Still,

the commonality of wind particles being recycled is surprising, especially since

momentum-driven winds are almost always ejected at velocities well in excess
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Figure 3.11: The percentage of all SPH particles recycled Nrec times by z = 0 in
the 32h−1Mpc 2 × 2563 simulation is shown by the black histogram (left scale).
Nrec = 0 means a wind particle is launched only once. The red line shows the
cumulative sum of wind particles launched per bin (right scale, normalized to
100%) and is the sum of (Nrec + 1) multiplied by the black histogram added left
to right. 50% of winds are particles that have been or will be recycled 3 or more
times indicating that wind recycling plays a significant if not dominant role in
feedback.
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of the escape velocity of the galaxy. It is in fact more appropriate to talk about

how long it takes a wind particle to be recycled instead of whether it will be re-

cycled. Metals injected by galactic superwinds cannot be assumed to remain per-

manently in the IGM; metals continuously cycle between galaxies and the IGM.

In an upcoming paper we will quantify the ages of metals observed at different

absorption lines tracing different regions of the IGM. For now we note that the

average ages of the metals in the IGM are typically much shorter than the age of

the Universe.

Do wind particles generally return to their parent galaxy, or do they jump

from galaxy to galaxy? The answer is the former; in the vast majority of cases a

wind particle returns to either its parent galaxy or the result of a merger involving

the parent galaxy. 95% of recycled wind particles are re-launched from a galaxy

of similar or more mass than the previous recycling. Of course galaxies grow

anyway under the hierarchical growth scenario, so a wind particle could join a

different galaxy that has itself grown larger than its parent. By considering wind

particles recycled within 10% of the Hubble time, we can diminish the bias of

galaxy growth and explore whether winds are traveling from massive central

galaxies to surrounding satellite galaxies possibly affecting their dynamics and

enrichment histories. With this time limit, 97% of winds return to more massive

galaxies indicating this is a less likely trend. The number jumps to 99% when

considering winds launched from Mgal > 1011M�, indicating that it is harder

to escape from a more massive galaxy. Furthermore, a wind particle is rarely

relaunched more than 1 comoving h−1Mpc apart in a 16 h−1Mpc test simulation;

the minority case usually involves wind particles following the position of a fast

moving parent galaxy. Winds rarely escape forever their parent halo, and winds

from large central galaxies do not appear to disrupt satellite galaxies.
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Another way to quantify wind recycling is using the summed amount of ma-

terial injected into winds. We introduce the quantity Ωwind, which is the mass

injected in winds, including recycled gas. Owing to recycling, there is no limit

to how large this can be. Using our l32n256 run, we find that Ωwind = 0.39Ωb–

i.e. an equivalent of 39% of the baryonic mass has been blown out in a galactic

superwind by z = 0.3 This is significantly larger than Ω∗ = 0.097 due to mass

loading factors greater than one as well as recycling.

The other σ-derived wind runs to z = 0 give different values: Ωwind = 0.59Ωb

for the 8 h−1Mpc box with 1283 SPH particles, and Ωwind = 0.23Ωb for the 32

h−1Mpc box also with 1283 particles. Ωwind increases by 160% when mass resolu-

tion changes by 64×. This jump is primarily due to a 70% increase in Ω∗, but still

leaves another 50% likely due the varying treatment of recycling at different res-

olutions. This lack of resolution convergence raises the question of whether the

amount of recycling is set by numerics, perhaps arising from the poor treatment

of SPH trying to model outflow processes occurring at resolutions below the limit

of our simulations.

The discontinuity in recycling rates between resolutions stems from how long

and how far a particle reaches once it has been launched. Wind particles in the

32 h−1Mpc 2 × 2563 box with typical masses of 3.2 × 107M� are shot at hundreds

of km s−1– a huge bundle that may be more accurately thought of as a flying

wind “bullet”. An actual wind should form a bow shock resulting in a plume

of material spreading laterally, but instead in SPH this speeding bullet is slowed

down viscously through the interactions with neighboring particles. The number

of interacting neighbors over the same physical distance is lower at less resolu-
3Although the total number of wind launches equals 45.7% of all SPH particles, the typical

wind particle is less massive than the average SPH particle, because one half of a full SPH particle
remains when a star particle is spawned, and wind particles are more likely to arise from these
remaining SPH particles.
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tion, and a wind particle will take longer to slow down; this is an unfortunate but

unavoidable consequence of SPH. Hence lower resolution simulations inhibit re-

cycling as evidenced by the average number of times an individual wind particle

is launched: 3.0, 2.5, and 2.1 times for 4.7, 38, and 300×106M� SPH particle res-

olution (to z = 0). This lack of resolution convergence is quantifiable by the

median recycling timescale of wind particles in different resolution simulations

as shown in the upper right panel of Figure 3.12, and is discussed in the following

subsection. Increased resolution suggests that wind recycling should move Ωwind

to an even higher value, probably exceeding 1/2Ωb. Given that galaxies below a

certain mass cannot form owing to the presence of an ionizing background, there

will be a limit to how high Ωwind can be; in the future we hope to run simulations

that can achieve such resolutions in a cosmologically representative volume. For

now, the wind recycling predictions should be considered as illustrative rather

than quantitative.

3.5.4 Wind Recycling Timescales

We now examine wind recycling as a function of galaxy mass. Specifically, we

want to know what galaxies are able to inject their metals into the IGM. The

common thought is that low-mass galaxies lose their metals more easily because

winds can escape from these galaxies’ shallower potential wells (e.g. Dekel &

Silk, 1986). As Dekel & Woo (2003) showed, if the outflow energy couples ef-

ficiently to ambient halo gas, this can yield the mass-metallicity relation as ob-

served, as well as other properties of dwarf galaxies. However, Finlator & Davé

(2008) showed that a model in which galaxies expel material at constant velocity

(i.e. the “constant wind” model of OD06) does not reproduce the observed mass-

metallicity relation, primarily because outflows do not in fact couple their energy

efficiently to ambient gas. Instead, the observed mass-metallicity relation (e.g.
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Figure 3.12: The virial ratio (Erat, the ratio of wind kinetic energy to potential well
energy) are displayed as a function of galaxy mass (derived by SKID) at 4 launch
redshifts in Panel (a) for our σ-derived wind simulations at various box sizes. The
shallow turnover at high-mass is mostly due to imposed wind speed limits. Panel
(b) shows that the recycling timescale (the median time for a wind particle to be
relaunched in a wind) is a much stronger function of Mgal. After exploring alter-
natives for the Mgal − trec anti-correlation, we conclude winds from more massive
galaxies encounter a denser environment slowing the wind particle faster and
allowing it to be re-accreted faster. The two dotted lines show the galaxy mass
dependence of trec is dominated by slowing due to environment, M

−1/3
gal , or the

gravitational free-fall time, M
−1/2
gal ; wind particles spend most of their time falling

back into a galaxy. The poor resolution convergence in trec indicates lower reso-
lution simulations overpredict the trec and underpredict the total amount of wind
recycling. To see wind recycling in action in our simulations, see the movies and
an explanation at http://luca.as.arizona.edu/˜oppen/IGM/recycling.html.
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Erb et al., 2006; Tremonti et al., 2004) are better reproduced in the momentum-

driven wind scenario. In this case, since vwind ∝
√

−Φgal (roughly), all outflows

have an approximately equal probability of escaping their parent haloes indepen-

dent of mass, when considering only gravitational interactions with an isolated

halo.

The left panel of Figure 3.12 shows the virial ratio, Erat ≡ 0.5vwind
2/Φ, as a

function of galaxy baryonic mass, for winds launched at four redshifts. At any

given redshift, the ratio is roughly constant, but rises slightly at low masses and

then declines to higher masses. At low masses, the trend arises from the mild

metallicity dependence of vwind together with the mass-metallicity relation. Mov-

ing to higher masses, since the potential Φ includes the galaxy potential and the

environmental potential of the group/cluster in which it lies, and since massive

galaxies live in denser environments, Φ is greater. At the highest masses, our

imposed speed limit reflecting the assumption that wind energy cannot exceed

twice the supernova energy reduces wind velocities. Note that by definition,

Φ-derived winds will have a constant Erat for a given launch redshift (modulo

wind speed limits); hence the curvature towards high masses is predominantly a

reflection of σ-derived winds.

In practice, outflows are not only confined by the gravitational potential of the

host galaxy; cosmic infall and hydrodynamic effects can also be quite important.

For instance, Ferrara et al. (2005) used a simulation of a typical LBG at z = 3

(Mdyn = 2 × 1011M�) to show that metals never reach the IGM and instead are

confined to the surrounding hot halo gas by infalling gas that creates a shock

interface with the outflow.

One way to quantify such additional effects is to consider a new timescale

called the recycling timescale, trec, which is defined as the median time for a wind
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particle to be re-ejected again as a wind particle, or else fully converted into a star.

At all launch redshifts explored, for all Mgal, more than half of wind particles

recycle meaning that trec can be measured. The right panel of Figure 3.12 shows

trec − Mgal relation, demonstrating a strong anti-correlation of trec with galaxy

mass. The simple fact that winds recycle on short timescales even though they

are launched at velocities well above the escape velocity is an indication that

slowing by ambient gas and surrounding potentials is significant4.

If the galaxy’s gravity is dominant in confining its outflow, one would expect

that the time spent away from the galaxy would be approximated by twice the

free-fall timescale, tff (one tff outward and another one back in, or simply the

orbital timescale for an orbit of eccentricity 1). tff scales as R
3/2
turnM

−1/2
dyn , where

Rturn is the turn-around distance of the wind particle, and Mdyn is the dynamical

mass of the galaxy treated as a point source for the sake of simplicity. Follow-

ing Newtonian dynamics, Rturn ∝ Mdyn/vwind
2, and the vwind ∝ M

1/3
gal relation

for momentum-driven winds, tff remains invariant as a function of galaxy mass

while Rturn ∝ M1/3. Momentum-driven winds should reach a maximum distance

from their parent galaxy that is a constant multiple of the virial radius since vwind

scales with the virial energy of an isolated halo. The strong trend of trec with Mgal

indicates that larger-scale potentials and hydrodynamic effects are dominant.

Is the particle spending more time in the IGM/galactic halo or in the galactic

ISM before being relaunched? The answer is that the vast majority of the time be-

tween recycling is spent outside the star forming regions of a galaxy. This is not

surprising, because in our simulations the star formation timescale is tied com-

pletely to the accretion timescale; once a particle is in a galaxy it gets converted

to a star or blown out in a wind much more quickly than it was accreted (Finlator

4For new movies showing wind recycling in action in our simulations, please visit
http://luca.as.arizona.edu/˜oppen/IGM/recycling.html
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& Davé, 2008). Therefore, we subdivide trec into two timescales, one leaving the

galaxy to reach Rturn while being slowed by hydrodynamical forces, tout and the

other returning to the galaxy in approximately one tff . For simplicity, let’s say the

hydrodynamic forces slow the wind particle down at a constant rate, in which

case tout = Rturn/(vwind/2). The total recycling timescale can be approximated as

trec
1Gyr

= 1.96

(

Rturn

100kpc

) (

100 km s−1

vwind

)

+ 2.09

(

Rturn

100kpc

)3/2 (

1010M�

Mgal

)1/2

(3.9)

if we assume that Mdyn = ΩM/Ωb × Mgal and Rturn is in physical kpc. We can

now solve for Rturn by taking the trec from Figure 3.12 and the average vwind from

Figure 3.3. Rturn is just an upper limit for how far wind particles with median

trec can extend from a parent galaxy, because in reality a particle does not likely

go out and then immediately fall back into a galaxy in two steps; wind particles

often spend time orbiting around their parent galaxies as well.

In principle, Rturn can be tracked directly in simulations, however our current

suite of runs did not output position information of wind particles owing to the

large storage requirements. We have checked for isolated cases that our simple

formula (eq. 3.9) yields roughly correct results.

We plot Rturn in the left of Figure 3.13, focusing first on the trend over 2.5

decades of galaxy masses at z = 0.5, which we consider here the local Universe

since trends do not evolve much until z = 0. Rturn stays nearly constant from

the size scale of dwarf galaxies to galaxies above L∗ while trec declines. Dotted

lines correspond to the radius, r200, of a NFW halo (Navarro, Frenk, & White,

1997). The point at which Rturn and r200 intersect is the approximate transition

mass below which winds reach the IGM and above which winds are confined

to their haloes. Metals rarely enter the IGM from galaxies above 1011M� in the
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Figure 3.13: Panel (a) shows Rturn, the maximum radial extent a median wind
particle may extend from its parent galaxy calculated from equation 3.9 in the
l32n256 simulation. Rturn generally is larger at smaller Mgal; this trend coupled
with the fact that trec is longer indicates that smaller galaxies can more easily
enrich the IGM. Dotted lines corresponding to a NFW halo radius, r200 Navarro,
Frenk, & White (1997), show that winds from L∗ galaxies do not escape their
parent haloes at z < 1. Panel (b) shows that winds from small galaxies spend
more time on their journey returning to a galaxy than being blown out.
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local Universe. Several significant conclusions can be drawn from this behavior

at low-z.

First let us consider our wind model and the Milky Way, which has Mgal ∼

1011M�. Our wind model produces an outflow from a Milky Way-type galaxy,

with initial speeds of a few hundred km s−1. One might claim that this imme-

diately invalidates our model, since the Milky Way is not observed to have an

outflow. Yet quantitatively, our model predicts that a Milky Way-sized galaxy

should have a recycling time of less than 1 Gyr, and the typical wind particle

will not venture beyond 85 kpc (if we assume not much has changed between

z = 0.5 → 0). In other words, in our model, the Milky Way is not driving a

classical outflow as seen from local starbursts, but rather is continually sending

material up into the halo and having it rain back down on a timescale of 1 Gyr.

We call this a halo fountain, in analogy with a galactic fountain that operates on

smaller scales. Indeed, we speculate that there may not be a fundamental dif-

ference between galactic fountains and halo fountains, but rather gas is being

thrown out of the disk at a range of velocities; however, our simulations lack the

resolution to address this issue directly.

How might such a halo fountain be observed? One possibility is that it has al-

ready been seen, as high velocity clouds (HVC’s). Wakker & van Woerden (1997)

predict that given the observed rate of material going into HVC’s of about 5

M�yr−1 then it should take ∼ 1 Gyr for all the gas in the ISM to cycle through

this halo fountain. Hence the Galaxy may have an active halo fountain recy-

cling its material on a timescale much less than a Hubble time, despite not resem-

bling anything like a starburst galaxy. The difficulty of observation of feedback

within our own Galaxy may just indicate how invisible yet ubiquitous galactic-

scale winds are.
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Secondly, with Rturn nearly constant, trec should be proportional to M
−1/3
gal if

dominated by tout and M
−1/2
gal if tff is larger. The black dotted line in the right of

Figure 3.12 corresponding to the latter case (the steeper of the two) appears to

more closely match the general trends indicating that tff dominates; wind par-

ticles spend a majority of trec falling into galaxies (Panel (b) in Figure 3.13). Our

calculations above agree tff grows larger than tout for smaller galaxies, but the two

timescales are similar for extremely massive galaxies, Mgal ∼ 1012M�.

Thirdly, smaller galaxies live in less dense environments where hydrody-

namic slowing takes longer. To demonstrate this we look at another parame-

ter, the minimum overdensity reached by wind particles, which should approx-

imately correspond to the density at Rturn. For the subset of wind particles we

track the minimum density achieved before recycling, ρmin. Figure 3.14 (solid

lines) shows the median ρmin as a function of the baryonic mass of the originating

galaxy, Mgal, from the l32n256 run. At all redshifts, smaller galaxies push their

winds to lower densities, consistent with them having longer recycling times.

Their less dense environments slow winds over a longer tout, and allow them to

reach a similar Rturn as more massive galaxies despite lower vwind. We also plot a

long-dashed line that show the average density within 1 comoving Mpc sphere

around the z = 0.5 galaxies. These show a similar trend, indicating that environ-

mental dependence is the primary factor in how far winds reach into the IGM

and how long they remain there. The fact that ρmin is much higher than the den-

sity within 1 Mpc is an indication that these winds are traveling much less than

that distance as our calculations above indicate (∼ 80 kpc comoving at z = 0.5).

Although a possible explanation for the trend in ρmin is larger haloes have

higher densities at the same distance, this cannot account for the dependence.

The density of NFW haloes decline nearly as 1/r beyond r200 resulting in a
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ρmin ∝ Mgal dependence much steeper than plotted in Figure 3.14 below z = 2;

for all but the most massive galaxies the density contribution of the parent

halo is much smaller at ρmin. The flattening of this relation toward z = 0 at

Mgal < 1011M� means these galaxies more likely live in denser environments.

For more massive galaxies, the parent halo itself is more responsible for the hy-

drodynamical slowing.

Figure 3.14: The minimum density a wind particle achieves between recyclings
is shown to be a strong function of galaxy mass at all redshifts (colored lines).
Lower mass galaxies have longer recycling times, because winds are launched
into less dense environments where shocks take longer to slow and turn around
winds. The environmental density within sphere of 1 comoving Mpc as a func-
tion of Mgal at z = 0.5 (black dashed line from l32n256 simulation) shows the
same trend as ρmin/ρ̄ indicating that environment is the primary factor in how
far winds reach into the IGM. The NFW halo profile alone cannot explain this
trend as halo profiles drop much more sharply and the environmental density
dominates for all but the most massive galaxies at low-z.

Finally, small galaxies can enrich a similar volume as large galaxies leading to

major implications as to which galaxies enrich the IGM. Metals from small galax-

ies have the advantage of staying in the IGM longer, however the disadvantage



177

of their winds being less metal enriched (e.g. Panel (b) of Figure 3.9). We plan

to look at the origin of IGM metal absorbers in a future paper, exploring what

galaxies enrich the IGM, how long these metals have been in the IGM, and what

distance metals travel from their parent galaxy.

As a side note, we admit that the global SFRD is overestimated at late times

(z < 0.5); the l32n256 run showing nearly 4× as much SF at z = 0 relative to

observations (Figure 3.4). The primary reason for this discrepancy is the lack of

a quenching mechanism in the largest galaxies; galaxies above 1011M� account

for 54% of star formation at z = 0, and their continued late growth creates far

too many galaxies above this mass as compared to observations (Pérez-González

et al., 2008). The influence of these over-massive galaxies on the IGM however

appears to be remote due to their inability to inject metals beyond their haloes

and their short recycling timescales.

Turning to the evolution of recycling, trec grows moderately longer at lower

redshift for a given Mgal. For a 1010M� galaxy, trec is 1.1, 1.5, 1.6, and 2.0 Gyr for

launch redshifts 6, 4, 2, and 0.5 respectively in the 32 h−1Mpc box. This trend is

in place despite Erat declining by 1 decade from z = 6 → 0.5 (see Figure 3.12(a));

wind kinetic energy is declining relative to the potential at their launch location.

Again, the overriding variable is the slowing of the wind by the environment;

the average physical density declines by a factor of 100 in this interval, making it

easier for winds to travel further despite a factor of 10× less energy input into the

winds. Galaxies of the same mass are more likely to live at higher overdensities at

lower redshift as structural growth makes more groups and clusters, but the de-

clining physical densities and slower Hubble expansion of the Universe toward

low redshift outweigh this.

While the trec grows at low redshift, the amount of the Universe it enriches
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sharply declines. The calculations of Rturn for equation 3.9 shows a moderately

increasing physical distance from z = 6 → 0.5 with values of 56, 71, 75, and 80

kpc for the four respective launch redshifts when considering the same 1010M�

galaxy. However, the comoving volume such a galaxy is enriching is 35× greater

at z = 6 than at z = 0.5. Momentum-driven winds can more easily expel met-

als into the IGM at high redshift, whereas the overdense environments combined

with weaker wind velocities and the overall larger scale of the Universe leave

metals perpetually recycling in halo fountains in groups and clusters at low red-

shift. These are the primary reasons metals migrate from the IGM to galaxies as

the Universe evolves.

Our results compare favorably to those of Bertone et al. (2007), who follow

energy-driven winds (η ∝ σ−2 and vwind ∝ σ) in their semi-analytical implemen-

tation using a two-phase process for the dynamical wind evolution (see also De

Lucia & Blaizot (2007)). At z = 0 they also find that it is the smaller galaxies

(1010.5M� < Mdyn < 1011.5M�, i.e. ∼ 1/10M ∗) that most efficiently inject their

metals into the IGM (∼ 40% of the time), while metals from more massive haloes

than 1012M� rarely escape the halo and are recycled (see their Figure 9). This is

despite their vwind-dependence (same as ours but without the scatter) exceeding

the escape velocity. The redshift dependence is harder to compare to our results

due to differing definitions of escaped fractions into the IGM, but they do also see

smaller haloes, the progenitors to massive galaxies today, as the most efficient en-

richers of the IGM up to z = 4.5.

Lastly, trec and ρmin show similar resolution convergence issues as Ωwind, for

similar reasons. Lines at the same redshift do not overlap in either of these plots,

indicating the trec is longer for the same Mgal at lower resolution. As discussed

before, coarser resolution simulations slows down particles over a longer physi-
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cal distance allowing wind particles to travel artificially too far at low resolution;

this is why there is less recycling at lower resolution. For well-resolved galaxies,

the lines of different resolution appear to nearly converge. The hydrodynamical

treatment of wind particles after they are launched is not nearly as resolution-

converged as the feedback properties on per galaxy basis (see Figure 3.9). Recy-

cling times are overestimated when under-resolved. Hence recycling times may

actually be shorter than we’ve shown.

In summary, we have shown that wind recycling is an important phenomenon

for understanding the evolution of galaxies and the IGM. Winds from galaxies

are typically expelled and re-accreted on timescales short compared to a Hubble

time. This occurs despite the fact that winds are typically launched with plenty of

kinetic energy to escape its halo. Such gravitational arguments are therefore not

very relevant to understand how material cycles through galaxies and the IGM;

instead, infall and shocks generated by outflows are more important in setting

the wind distribution length- and time-scales. The recycling time is therefore

strongly anti-correlated with galaxy mass, owing to the fact that more massive

galaxies live in denser environments. These denser environments make it harder

for winds to travel beyond their parent halo at late times causing the migration

of metals from the IGM to galaxies from z = 2 → 0. At the present epoch, small

galaxies can still expel material, but larger galaxies are more aptly described as

having halo fountains, in which material is constantly kicked up into the halo

before raining down.

3.6 Summary

We introduce a new version of GADGET-2, with improvements designed to ex-

plore mass, metal, and energy feedback from galactic outflows across all cosmic
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epochs. We add two major modules designed to make the code better suited to

explore the low-z Universe: (1) A sophisticated enrichment model tracking four

elements individually from Type II SNe, Type Ia SNe, and AGB stars; and (2)

an on-the-fly galaxy finder used to derive momentum-driven wind parameters

based on a galaxy’s mass.

We first run test simulations to explore global energy and enrichment proper-

ties with and without AGB and Type Ia feedback, and with our old and new wind

implementations. Focusing on our new (galaxy mass-derived) winds including

all sources of feedback, we then run several 34 million-particle simulations to ex-

plore feedback over the history of the Universe and over a large dynamic range

in galaxy mass. We also track a representative subset of wind particles to study

in detail how mass, metals, and energy are distributed by outflows.

Our new chemical enrichment model enables us to investigate the global pro-

duction and distribution of key individual metal species. Globally, metal produc-

tion of all four species tracked (C, O, Si, Fe) is dominated by Type II SNe at all

redshifts. Type Ia SNe add significantly to the iron content of hot, intracluster

gas, especially at z < 1. AGB stars add moderately to the IGM carbon abun-

dance by z = 0, and provide fresh (enriched) gas for recycling into stars which

increases global star formation at later epochs. Carbon yields from AGB stars

cannot be ignored even at high-z, because carbon AGB stars enrich on timescales

much less than a local Hubble time (i.e. 200 Myr-1 Gyr). Due to the complex in-

terplay between instantaneous and delayed recycling from various forms, metal-

licity patterns in the IGM and ICM cannot be straightforwardly used to infer the

enrichment patterns in the host galaxies responsible for polluting intergalactic

gas.

We study enrichment patterns subdivided by baryonic phase. The total metal
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mass density is split roughly equally between galaxies and the IGM from z = 6 →

2. Shocked intergalactic gas (WHIM and ICM) contains a fairly small portion

of the global metal mass at all epochs. At z < 2, metals tend to migrate from

the IGM into galaxies, so that by z = 0 about two-thirds of the metals are in

galaxies (i.e. stars and cold gas). The combination of increased carbon and gas

recycling from AGB feedback results in the IGM being significantly more carbon-

enriched, which helps reproduce the relatively high observed mass density in

C IV absorption systems at z ≈ 0.

Our new galaxy mass-based wind model implementation provides a more

faithful representation of the momentum-driven wind model of Murray, Quatert,

& Thompson (2005), and yields outflows that are in better broad agreement with

observed outflows. In particular, our implementation results in faster winds at

high-z and slower wind speeds at low-z compared to our old local potential-

derived winds. The fast early winds are able to enrich the IGM at early times

as observed, while the slow late winds mean that most galaxies today are not

driving material into the IGM at all. Qualitatively, this better agrees with obser-

vations indicating that most galaxies at z ∼ 2 − 3 drive powerful winds (Erb et

al., 2006), while today galaxies are rarely seen to have strong outflows.

We examine bulk properties of outflows as a function of galaxy mass. We

find that mass, metallicity, and energy feedback as a function of galaxy bary-

onic mass roughly follow the trends predicted by momentum-driven winds:

Ṁwind ∝ M
2/3
gal H−1/3(z) and Ėwind ∝ M

4/3
gal H1/3(z). The metal outflow rate is

ṀwindZgal, where Zgal ∝ M
1/3
gal with a proportionality constant that increases with

time as given by mass-metallicity evolution (cf. Finlator & Davé, 2008). The stel-

lar mass of the typical (median) galaxy most responsible for each particular form

of feedback increases by a factor of ∼ 30 between z = 6 → 2, but only ∼ ×2 − 3
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from z = 2 → 0. Each form of feedback traces a different mass scale: mass feed-

back ∼ 1
6
M∗, energy feedback ∼ M ∗, and metallicity feedback ∼ 1

2
M∗. Measuring

these characteristic masses (e.g. Bouché et al., 2007) offers the possibility to test

whether momentum-driven wind scalings are followed globally.

The wind energy relative to the supernova energy scales roughly as M
1/3
gal ,

and is within a factor of a few of unity at all epochs and galaxy masses. Given

expected radiative losses from SN heat input into the ISM, it seems that SNe

will have a difficult time providing enough energy to pollute the Universe as

observed. An alternate source of energy would ease this tension, such as photons

from young stars whose total energy can exceed the supernova energy by several

orders of magnitude. This adds to the circumstantial evidence supporting the

idea that galactic outflows may be driven in large part by radiation pressure, as

postulated in the momentum-driven wind model.

We find that wind recycling, material ejected as outflows and then re-accreted

and ejected again, turns out to be a remarkably common occurrence with sig-

nificant dynamical repercussions. By following individual wind particles in our

simulations down to z = 0, we find that multiple recyclings are the norm, and

that the typical wind particle has been ejected three to four times. In other words,

outflow material being reaccreted onto a galaxy dominates over outflow mate-

rial launched into the IGM forever. Since in our wind model all outflows are

launched at speeds well above the escape velocity of galaxies, this indicates that

outflows are mainly slowed through hydrodynamic interactions, allowing them

to rejoin the hierarchical accretion flow into galaxies. Approximately 20% of the

baryons participate in an outflow, but owing to multiple launchings the aggre-

gate mass of baryons ejected exceeds half of the total baryonic mass. The two key

corollaries of wind recycling as seen in our simulations are: (1) Material driven
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in an outflow cannot be assumed to remain in the IGM forever, and (2) Gravi-

tational energetic considerations are generally not relevant for determining how

far outflow propagate into the IGM.

We examine wind recycling as a function of galaxy mass. The recycling time

scales roughly as trec ∝ M
−1/2
gal , as expected if environmental effects are domi-

nating the retardation of outflows. Larger galaxies have shorter recycling times

despite launching winds at larger speeds, because they live in denser environ-

ments; the minimum overdensity achieved by winds scales with galaxy mass. As

expected from the ubiquity of multiple recyclings, the recycling time is generally

fairly short, roughly 109±0.5 years, increasing only mildly at lower redshift. Our

analysis suggest that winds generally return to the galaxy from which they were

launched (or its descendant), though a full merger tree construction is required

to confirm this.

It is possible to estimate how far outflows travel from their host galaxies

(Rturn), as a function of galaxy mass and redshift. Remarkably, Rturn = 80 ±

20 physical kpc at all redshifts and masses. There are weak trends for higher Rturn

at smaller masses and lower redshifts; both are consistent with ambient density

being a key determinant for how far winds travel. The constant physical distance

means that outflows at early epochs are able to enrich a significant fraction of the

Universe, while outflows at later epochs are more confined around galaxies. This

is the reason metals migrate from the IGM to galaxies between z = 2 → 0.

Comparing Rturn to halo radii, we see that at z > 2, typical L∗-sized galaxies

have outflows that escape their host halos into the IGM, while at z < 1 outflows

are generally confined within galactic halos. This gives rise to the concept of halo

fountains, where low-z galaxies are constantly kicking gas out of their ISM into the

halo but no further, and this material rains back down onto the ISM on timescales
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of order 1 Gyr or less. If correct, then even galaxies not canonically identified as

having outflows (such as the Milky Way) may in fact be moving a significant

amount of material around its halo. This halo fountain gas would be quite dif-

ficult to detect, as it is likely to be tenuous and multi-phase; we broadly specu-

late it might be responsible for high-velocity clouds or halo MgII absorbers (e.g.

Kacprzak et al., 2008). We leave a more thorough investigation of the observa-

tional consequences of halo fountains for the future.

As a final caveat, it should be pointed out that detailed properties of how

outflows propagate out of galaxies are not as well-converged with numerical res-

olution as we would like. This may be due to our particular way of implementing

outflows in a Monte Carlo fashion combined with difficulties of SPH in handling

individual outflowing particles. Here we have focused on qualitative trends that

appear to be robust within our limited exploration of resolution convergence,

without making overly detailed quantitative predictions. In the future we plan

to investigate how to implement outflows in a more robust way within the frame-

work of cosmological hydrodynamic simulations.

Wind recycling and halo fountains provide two new twists on the idea of

galactic outflows. If our models are correct, then there is a continuum of out-

flow properties from galactic fountains that barely kick gas out of the disk, to

halo fountains that cycle material through gaseous halos of galaxies, to large-

scale outflows that are e.g. responsible for enriching the IGM. In short, outflows

may be considerably more ubiquitous and complicated than previously thought,

and hence understanding their effects on galaxies as a function of mass, envi-

ronment, and epoch will be even more critical for developing a comprehensive

model for how galaxies form and evolve.
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CHAPTER 4

THE NATURE AND ORIGIN OF LOW-REDSHIFT O VI ABSORBERS

4.1 Introduction

The exploration of metals in the low redshift (z < 0.5) intergalactic medium

(IGM) has taken a large leap forward with the advent of high-resolution space-

based ultraviolet (UV) spectroscopy with the Hubble Space Telescope Imaging Spec-

trograph (STIS) and Far Ultraviolet Spectroscopic Explore (FUSE). The strongest and

most common metal transition seen in quasar absorption line spectra is the O VI

doublet at 1032,1038Å. Many recent papers (e.g. Tripp & Savage, 2000; Savage et

al., 2002; Prochaska et al., 2004; Richter et al., 2004; Sembach et al., 2004a; Lehner

et al., 2006; Cooksey et al., 2008) have examined O VI absorbers along single sight

lines, and have fit ionization models to individual systems with associated Lyα

and lower ionization metal transitions. Three recent studies (Tripp et al. 2008,

hereafter T08; Danforth & Shull 2008, hereafter DS08; and Thom & Chen 2008a,

2008b) have compiled samples of O VI, providing the largest statistical surveys to

date.

Understanding O VI in the low-z Universe is extremely important, because it

may hold the key to locating a significant reservoir of cosmic baryons and met-

als. The inventory of observed baryons (e.g. Fukugita et al., 1998) falls well short

of the predicted cosmological values from the cosmic microwave background

(Hinshaw et al., 2008), leading to the well-known “missing baryons problem.”

Cosmological simulations (Cen & Ostriker, 1999; Davé et al., 1999, 2001) suggest

that a large fraction of baryons today (> 30%) reside in a hard-to-observe warm-

hot intergalactic medium (WHIM), with temperatures of T = 105 − 107 K. The
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WHIM results primarily from shocks created during large-scale structure forma-

tion. More recent simulations including feedback (Cen & Ostriker, 2006; Oppen-

heimer & Davé, 2008, hereafter OD08) find that galactic winds may increase the

fraction of cosmic baryons in the WHIM to 50% or more.

A possibly related problem is that only 1
3

of metals have been accounted for

observationally (Fukugita & Peebles, 2004), judging from the mismatch between

the amount of metals nucleosynthesized and ejected by observed stars and those

observed in various cosmic baryonic components. O VI potentially represents the

Holy Grail of all things missing in the low-z Universe, because its collisionally

ionized equilibrium (CIE) maximum temperature, 105.45 K, provides a unique

and relatively easily accessible tracer of WHIM metals and baryons. The inci-

dence of O VI with broad Lyα absorbers (BLAs) thought to trace gas at T > 105 K

(Richter et al., 2004, e.g.) supports this notion, while O VI seen with very broad

H I having line widths > 100 km s−1 may indicate even hotter O VI at T ∼ 106 K

(e.g. Danforth et al., 2006).

Early investigations into O VI using cosmological simulations (Cen et al., 2001;

Fang & Bryan, 2001; Chen et al., 2003) predicted that stronger O VI absorbers tend

to be collisionally ionized while weaker ones tend to be photo-ionized, with the

cross-over equivalent width of ∼ 30 − 50 mÅ. Cen & Fang (2006) added non-

equilibrium ionization and used higher resolution simulation, finding similar

behavior compared to their earlier work. The above simulations generally fo-

cused on fitting only the observed cumulative equivalent width (EW ) distribu-

tion. Recent observations now provide new challenges for simulations to fit a

wider range of low-z O VI observables.

Recent surveys have renewed confusion about the nature of O VI absorbers.

Ionization models for absorbers showing aligned O VI, H I, and C III are usually
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forced to invoke multi-phase gas, with both O VI in CIE and lower ionization

species at photo-ionized temperatures (Prochaska et al., 2004; Danforth et al.,

2006; Cooksey et al., 2008). Yet T08 find that the majority of aligned H I − O VI

absorbers can also be explained by photo-ionization alone. The “blind” searches

of O VI without H I by Thom & Chen (2008a) indicate > 95% of O VI is associ-

ated with H I. These studies suggest that O VI traces baryons at least partially

accounted for by H I absorbers, and is not necessarily a good tracer of the WHIM.

Studies of galaxy-absorber correlations find a wide variety of environments for

O VI absorbers including voids, filaments, galaxies, and groups (e.g. Tripp et al.,

2001; Tumlinson et al., 2005; Prochaska et al., 2006; Tripp et al., 2006). Further-

more, it is not clear how the O VI in intermediate- and high-velocity clouds (IVCs

and HVCs) associated with the Milky Way (MW) halo (e.g. Sembach et al., 2003;

Savage et al., 2003; Fox et al., 2005) relate to O VI observed in quasar absorption

line spectra. A unified model was proposed by Heckman et al. (2002) where O VI

absorbers are all radiative cooling flows passing through the coronal temperature

regime, with a modification by Furlanetto et al. (2005) for long cooling times in

the IGM. However, observations are inconclusive as to whether this scenario also

applies to IGM O VI (e.g Danforth et al., 2006; Lehner et al., 2006). Hence there

remains much uncertainty in regards to which cosmic gas and metal phases O VI

absorbers actually trace.

In this paper we explore O VI and H I absorbers in a range of physical models

using our modified version of the cosmological hydrodynamics code GADGET-2.

We pay close attention to three key observables confirmed in multiple studies:

the cumulative EW distribution, O VI linewidths (b-parameters) as a function of

O VI column density, and the alignment of O VI with H I. Our two main goals are

(1) to see how self-consistent metal enrichment via galactic superwinds repro-
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duces the O VI observations, including an honest evaluation of the short-comings

of our simulations, and (2) to understand the physical conditions and environ-

ments of O VI absorbers. This study combines state-of-the-art modeling with the

most recent O VI data to shed light on the nature of IGM O VI, in light of the

much anticipated installation of the Cosmic Origins Spectrograph (COS) and the

re-activation of STIS on Hubble.

The structure of the paper flows as follows. In §2, we introduce our simu-

lations all run to z = 0 with three different galactic outflow models, plus other

post-run input physics variations. Then, in §3 we see how the various models

fit the Lyα forest and our three O VI observables, including a test of resolution

convergence. The crux of this paper lies in the following sections where we dis-

sect our simulated absorber population, acknowledging the imperfections in our

modeling while assessing what we believe is physically significant. §4 advocates

that IGM O VI absorbers are primarily photo-ionized, with an in-depth analysis

of the association with H I, and forwards an explanation for the non-thermal com-

ponent of O VI line profiles as arising from small-scale turbulence. §5 examines

the origin of O VI absorbers with an emphasis on environment. We discuss the

minority population of collisionally ionized O VI here, and examine tell-tale signs

of such WHIM absorbers with an eye towards COS. We summarize in §6.

Throughout this paper, we adopt Asplund et al. (2005) solar abundances, as

most low-z O VI observations use this or a similar value. This contrasts to our

use of Anders & Grevesse (1989) values in previous publications (Oppenheimer

& Davé 2006, hereafter OD06; DO07; OD08), and results in a significant decrease

in solar oxygen mass fraction (0.00541 versus 0.00962). For ease of discussion, we

classify O VI absorbers into three categories according to their column density:

weak (N(O VI) < 1013.5 cm−2), intermediate (N(O VI) = 1013.5−14.5 cm−2), and
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strong (N(O VI) = 1014.5−15.0 cm−2). We often split the intermediate absorbers

into two bins, since this comprises the majority of observed O VI.

4.2 Simulations

We use cosmological simulations run to z = 0 using our modified version of the

N-body + Smoothed Particle Hydrodynamics code GADGET-2 (Springel, 2005) in

order to explore the nature of O VI in the low-z Universe. Our simulations di-

rectly account for cosmic metal enrichment via enriched galactic outflows, where

outflow parameters are tied to galaxy properties following that observed in local

starbursts. Our most successful model follows scalings for momentum-driven

winds; this fairly uniquely matches a wide range of observations such as early

IGM enrichment (OD06), the galaxy mass-metallicity relations (Finlator & Davé,

2008), and the enrichment and entropy levels seen in intragroup gas (Davé et

al., 2008). We introduce the simulations first, then describe variations applied to

our favored outflow model, and finally describe post-run variations to the input

physics.

4.2.1 Model Runs

Our simulations adopt cosmological parameters based on 5-year WMAP results

(Hinshaw et al., 2008). The parameters are Ω0 = 0.25, ΩΛ = 0.75, Ωb = 0.044, H0 =

70 km s−1 Mpc−1, σ8 = 0.83, and n = 0.95; we refer to this as the d-series. The

value of σ8 is slightly higher than favored from WMAP data alone, but it agrees

better with combined results from Type Ia SNe and baryon acoustic oscillation

data. Our general naming convention is d[boxsize]n[particles/side][wind model].

We use the momentum-driven wind model based on the analytic derivation

by Murray, Quatert, & Thompson (2005) and explored previously in OD06 and

OD08. Briefly, wind velocity (vwind) scales linearly with the galaxy velocity dis-
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persion (σ), and mass loading factor (η) scales inversely with σ. The mass loading

factor represents the mass loss rate in outflows in units of the galaxy star forma-

tion rate. We use the following relations for vwind and η:

vwind = 3σ
√

fL − 1, (4.1)

η =
σ0

σ
, (4.2)

where fL is the luminosity factor in units of the galactic Eddington luminosity

(i.e. the critical luminosity necessary to expel gas from the galaxy potential), and

σ0 is the normalization of the mass loading factor. A minor difference from OD06

and OD08 is that we no longer impose an upper limit on vwind due to SN energy

limitations.

The model runs, detailed in Table 4.2.1, have [wind model] suffixes denoting

a variation of the momentum-driven wind model run. Our previously used fa-

vored model, vzw, contains a spread in fL = 1.05 − 2.00, includes a metallicity

dependence for fL owing to more UV photons output by lower-metallicity stel-

lar populations, and adds an extra boost to get out of the galaxy potential well

simulating continuous acceleration by UV photons. We run 16 and 32 h−1Mpc

(comoving) sized boxes at the same mass and spatial resolution (with different

numbers of particles) of this wind model. We show in Figure 4.1 that mean wind

speed, mass, and energy are in good agreement from z = 6 → 0, despite a volume

difference of 8× (compare green vs. cyan lines). Ewind/ESN decreases slightly in

the smaller volume, because fewer massive galaxies having higher wind energy

efficiencies form at early times.

In this paper we explore two other variations of the momentum-driven wind

model that bookend, at high and low wind speeds, physically plausible winds

that are able to enrich the IGM as observed. In addition to varying vwind, we

must also vary σ0 to match the observed baryon fraction in stars today of ∼ 6 −
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Table 4.1: Simulations
Namea Lb εc md

SPH Wind Model σe
0 Ω∗/Ωb(z = 0)f

d32n256vzw150 32 2.5 34.6 Momentum-driven 150 0.102

d16n128vzw150 16 2.5 34.6 “ 150 0.102

d32n256hzw075 32 2.5 34.6 Hybrid Momentum-SNe 75 0.061

d16n256hzw075 16 1.25 4.31 “ 75 0.066

d16n128lzw400 16 2.5 34.6 Low-vwind Momentum 400 0.103
avzw suffix refers to the momentum-driven winds. hzw suffix refers to

momentum-driven winds with an added boost from SNe. lzw suffix refers to

momentum-driven winds launched with 51% as much kinetic energy relative to

vzw. All models are run to z = 0

bBox length of cubic volume, in comoving h−1Mpc.
cEquivalent Plummer gravitational softening length, in comoving h−1kpc.
dMasses quoted in units of 106M�.
eNormalization for the momentum-driven wind mass-loading factor where

η = σ0/σ, units in km s−1.
fFraction of baryons in stars.
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Figure 4.1: Wind properties as a function of redshift for our three wind models,
plus a fourth model to test volume convergence. In order to create a reasonable
baryonic fraction in stars at z = 0, weaker winds (top panel) must have a higher
mass loading factor (middle panel) resulting in greater energy input per unit star
formation as shown by the Ewind/ESN ratio (lower panel). The opposite applies
for the lzw model. ESN is set to 1.3 × 1049 ergs M−1

� .
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10% (Cole et al., 2001).

The high-vwind case is denoted hzw in which a portion of the energy from Type

II SNe is used to increase vwind, while keeping the momentum-driven wind de-

rived η the same. We use 1.9×1048 erg M−1
� , or one-seventh of the total supernova

energy from a Chabrier IMF, assuming each star between 8-100 M� explodes with

1051 ergs. Additionally, we add 1.9 × 1048 erg M−1
� of SNe energy to the thermal

energy of each wind particle, and allow adiabatic expansion (i.e. no cooling)

while the wind particle is hydrodynamically decoupled.

The hzw model is designed to explore the case where we push feedback to ex-

treme physical limits with the specific purpose to see if such strong feedback can

make IGM metals both more widely distributed and hotter in the low-z Universe.

In order to obtain a reasonable stellar density by low-z we set σ0 = 75 km s−1,

which results in 6.1% of baryons in stars at z = 0. Figure 4.1 shows the wind

parameters as a function of redshift. Ironically, the lower η of the hzw model re-

duces the efficiency of winds as indicated by the lowest Ewind/ESN ratio of all

three wind models explored.

We also run a 16h−1Mpc box length, 2 × 2563 particle simulation to z = 0 of

this model to explore resolution convergence. This run with its smaller time step-

ping is the most computationally expensive run, using over 30,000 CPU hours on

Harpertown Intel Xeon processors. We choose the hzw model because this wind

model runs the fastest.

To explore the low-vwind case, we run the lzw model in which the wind velocity

is reduced by 50% relative to the vzw model. In order to prevent the formation of

too many stars by z = 0, σ0 is set to 400 km s−1, resulting in Ω∗/Ωb = 10.3% at z =

0. We only run a 16h−1Mpc, 2 × 1283 run of this model due to limited CPU time,

however our volume convergence test with the vzw runs gives us confidence that
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this should produce the same O VI statistics as a larger box. As we will discuss

later, this is a sign that most O VI arises from galaxies with similar statistics in both

volumes, which suggests sub-M ∗ galaxies. The lzw model generates the most

wind energy per baryonic mass (Ewind/ESN ), because of the high mass loading

factor.

4.2.2 Post-Run Physics Variations

A variety of post-run treatments are performed on the model runs, using modifi-

cations within our quasar absorption line spectral generator, specexbin. Some

of these variations are used to explore the consequences of unlikely but intu-

itive scenarios (i.e. a uniform metallicity distribution), while others are meant to

account for physics not included in our simulations (i.e. non-equilibrium ioniza-

tion). We list these variations below, and denote such model variations through-

out the text with an additional suffix at the end of the model name.

Z01: This model variation uses a uniform metallicity of 0.1 Z� for every SPH

particle instead of the metallicity from the simulation. This unrealistic model

presents an exercise to see how O VI observations vary if metals are uniformly

distributed. 0.1 Z� is the fiducial value that was needed in early simulation stud-

ies to match the equivalent width distribution of low-z O VI absorbers (Cen et al.,

2001; Fang & Bryan, 2001; Chen et al., 2003). It is also similar to the average z = 0

oxygen content of the d32n256vzw150 simulation, 0.13 Z�. We do not alter the

gas densities or temperatures, so the ionization conditions remain the same.

ibkgd: By default, we use a spatially uniform quasar-dominated ionization

background given by Haardt & Madau (2001) background, without photons from

star forming (SF) galaxies included, because the escape fraction of UV photons

from SF galaxies at low-z is small (< 1% at z < 1 according to Inoue et al. (2006)).

We use the normalization taken directly from Haardt & Madau (2001) with no



195

adjustment, since as we will show this reproduces z ∼ 0 Lyα forest statistics quite

well. To explore variations in photo-ionization, we consider two other uniform

ionization backgrounds:

1. ibkgd-Q2 uses an intensity doubled from the quasar-only background, without

regard for the effect on the Lyα forest. There is evidence that some of T08’s inter-

vening aligned absorbers show similarities to their proximate absorbers within

5000 km s−1 of the emitting quasar. We consider this background to investigate

this sub-population of absorbers, while assuming the quasar intensity must be

less for absorbers in general. We do not explore a variable ionization background,

but it is may be necessary to fully explain all O VI absorbers.

2. ibkgd-QG uses the softer galaxy-quasar Haardt & Madau (2001) spectrum hav-

ing a 10% escape fraction of UV photons from SF galaxies. We adjust the intensity

of this background downwards by a factor 3, in order to reproduce the low-z Lyα

forest observations, since there are nearly 3× more 912 Å photons in this back-

ground compared to our default case. Note that the O VI ionization potential is

8.4 Rydbergs, and stars do not produce such energetic photons, so the main dif-

ference for O VI photo-ionization with this background comes from the overall

normalization adjustment.

noneq: Our default case assumes ionization equilibrium for all species, which

we calculate using CLOUDY (Ferland et al., 1998). To test sensitivity to this as-

sumption for collisionally ionized O VI, we apply the non-equilibrium ioniza-

tion tables of Gnat & Sternberg (2007) as a function of temperature and metal-

licity rather than our CLOUDY-generated equilibrium tables. Gnat & Sternberg

(2007) calculated non-equilibrium ionization fractions as a function of metallic-

ity assuming collisional ionization only. High-metallicity shocked gas cools more

rapidly than it can recombine, resulting in higher ionization states than expected



196

at lower temperatures when assuming CIE. This has implications for O VI at den-

sities where it is collisionally ionized, because ionization fractions of a few per-

cent for O VI can exist at well below its CIE peak at 105.45 K if the gas is Z� or

above. There does not exist a non-equilibrium treatment for photo-ionized gas

as of yet, since this depends additionally on density; however these ionization

fractions are more likely to be regulated by the intensity of the ionization back-

ground. Ideally it would be best to directly include non-equilibrium ionization

as Cen & Fang (2006), but we leave that for future work, and consider this test as

bracketing the plausible impact for non-equilibrium ionization.

To more fully explore the impact of non-equilibrium ionization, we also run

a d16n128hzw075 simulation with the Gnat & Sternberg (2007) cooling tables as

a function of metallicity. The metal line cooling peaks for individual ions are

spread out over larger temperature ranges as individual ion coolants exist over a

broader swath of temperature. The cooling is also of the order 2-4× less in some

places than Sutherland & Dopita (1993), because ion coolants exist at lower tem-

peratures where they collide less rapidly. This run is denoted as d16n128hzw075-

noneq.

bturb: The most critical post-run modification we employ is the by-hand

addition of sub-resolution turbulence. As we will show, our simulations do

not reproduce the broadest observed absorption lines, especially those with

N(O VI) > 1014 cm−2. Often, where observations see one broad component, our

simulations would show a number of narrow components in a system. This is

understandable when one considers our simulations have a mass resolution of

m̄SPH ≈ 3.5 × 107M�, and metals may exist in structures of significantly smaller

scale (e.g Simcoe et al., 2006; Schaye et al., 2007). Even at the best-available instru-

mental resolution of STIS, thermal broadening at CIE O VI temperatures cannot
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explain the bulk of the line widths in the T08 dataset. Furthermore, the alignment

with H I suggests that some non-thermal broadening mechanism is needed. Tur-

bulence is often used as the overarching explanation (e.g. Thom & Chen, 2008b).

We will argue that O VI absorbers, especially strong ones, are likely to be made

up of numerous smaller metal concentrations with a range of velocities resulting

in a component dominated by turbulent broadening.

We add turbulence residing on scales below the SPH particle resolution (“sub-

SPH turbulence”) by adding a turbulent b-parameter as a function of hydrogen

density (nH). With no physical guide available, we add just enough turbulence

to approximately match the observed line width distribution as a function of col-

umn density. Specifically, we apply a linear fit to the STIS-only sample of T08

b(O VI)−N(O VI) relation between 1012.9−1014.9 cm−2 (bobs = 21.40×log[N(O VI)]−

268.4 km s−1), and subtract our relation from the d32n256vzw150 lines of sight at

STIS resolution (bnoturb = 1.50 × log[N(O VI)] − 8.9 km s−1), using the equation

b2
turb = b2

obs − b2
noturb. (4.3)

bturb is the turbulent broadening describing the small-scale motions within an

SPH particle for this specific simulation resolution. We cast bturb in terms of nH by

employing the relation

log[nH] = 0.582 × log[N(O VI)] − 12.89 cm−3, (4.4)

which is a dependence we find in §4.4.1. Putting it together, the relation we use

in specexbin is

bturb =
√

1405log[nH]2 + 15674log[nH] + 43610 km s−1, (4.5)

applied only over the range nH = 10−5.31 − 10−4.5 cm−3, describing the majority of

O VI within filaments but outside galactic halos.
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Since the sub-SPH turbulence from Equation 4.5 would extrapolate to artifi-

cially high values at higher densities, we use two more observational constraints

from the O VI surveys of MW IVCs and HVCs to describe sub-SPH turbulence

associated with galactic halos. Sembach et al. (2003) finds high-velocity O VI fea-

tures have b(O VI) = 40 ± 14 km s−1, and suggest this O VI arises between the

interfaces of cool/warm clouds and the T > 106 K galactic corona/intragroup

medium at R > 70 kpc with n < 10−4−10−5 cm−3. We assume that these lines are

predominantly turbulently broadened, as temperature and spatial explanations

fall well short, requiring another broadening mechanism possibly related to the

motion of the gas (Sembach et al., 2003). If the absorption arises from CIE O VI

(T ∼ 105.5 K) then nH ≈ 10−4.5 cm−3 applies for this gas assuming approximate

pressure equilibrium with the galactic corona. Now bturb ∼ 40 km s−1 corresponds

to nh = 10−4.5 cm−2 both in Equation 4.5 and in HVCs.

Savage et al. (2003) find b(O VI) ≈ 60 km s−1 in IVCs, which they find most

likely reside in the galactic thick disk with O VI densities tracing nH ∼ 10−3 km s−1

for O VI flows. Using a linear interpolation with these two constraints, we find

the relation

bturb = 13.93 log(nH) + 101.8 km s−1 (4.6)

for nH = 10−4.5 − 10−3.0 cm−3, and assume a maximum bturb = 60 km s−1 for

higher densities. Very rarely do our sight lines intersect densities as high a nH =

10−3 cm−2, but such dense regions do create a strong absorption profile.

At z = 0.25, the sub-SPH turbulent broadening is bturb = 13.0, 21.7, 40.0, and

51.1 km s−1 at ρ/ρ̄ = 20, 32, 100, and 320 respectively. Besides producing wide

lines, it also helps explain a variety of other observed O VI absorber properties,

as we show in §4.4.4.

To illustrate the simulation we analyze, we show a slice 16× 16h−1Mpc across
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and only 25 km s−1 deep from the d32n256vzw150 simulation in Figure 4.2 cen-

tered on intersecting filaments at a group-sized object at z = 0.25. The upper

left panel shows the overdensity with white corresponding to the approximate

location of galaxies. The upper right panel indicates overdensity by intensity

and metallicity by color where purple corresponds to metallicities ≤ 10−4 Z�,

although this shade almost always indicates zero metallicity since regions where

0 < Z < 10−4 Z� are very rare. The bottom left panel shows the H I column densi-

ties with weak absorbers tracing the smoothly varying filamentary structures and

stronger absorbers corresponding to the environments near galaxies. The bottom

right panel indicates the O VI column densities showing a much more stochas-

tic scatter with stronger absorption aligned with density peaks corresponding to

galaxies.

4.3 Comparison of Simulated and Observed O VI Absorbers

In this section we place constraints on our models from observations of the low-z

Lyα and O VI forests. We begin with the Lyα forest, considering column density

and line width distributions, and the evolution from z = 1 → 0. We then focus

on three key O VI observables: (1) the cumulative equivalent width distribution,

(2) b(O VI) as a function of N(O VI), and (3) the N(O VI) as a function of N(H I).

We explore how each of our models fits these observables, and explain why mod-

els the turbulent broadening provide the best fit. We end the section discussing

numerical resolution convergence among our simulations.

We generate 30 continuous lines of sight from z = 1 → 0 shot at a variety

of angles through each simulation using specexbin. We use a continuum-

normalized spectral template with 0.02 Å bins convolved with the STIS instru-

mental resolution (7 km s−1), and add Gaussian noise with S/N = 10 per pixel.
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Figure 4.2: A 16 × 16h−1Mpc × 25 km s−1 slice of the d32n256vzw150 simulation
at z = 0.25 illustrating the distribution of overdensities (upper left), the den-
sity of metals (upper right) with color indicating metallicity and purple almost
always corresponding to metal-free regions, H I column densities (bottom left),
and O VI column densities (bottom right). The metallicity distribution is indeed
clumpy with higher metallicities correlated with higher overdensities near galax-
ies. White in the overdensity plot indicates the position of galaxies in the slice.
The H I column densities show smooth structure corresponding to the weak ab-
sorption in filaments and smaller-scale structures for stronger absorption around
galaxies. The O VI distribution distinguish itself by tracing regions much nearer
to galaxies and has a much clumpier distribution overall.
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This creates a large sample of high quality spectra covering ∆z = 15, larger than

observational samples, with the intention to extract subtle differences between

our various models. For the sake of simplicity, we generate H I-only and O VI-

only spectra using only the strongest transition (i.e. Ly-α and the 1032 Å line).

See §2.5 of OD06 for a more detailed description of specexbin. The AutoVP

package (Davé et al., 1997) is used to fit all component absorption lines, yielding

a sample of 420 O VI components in the d32n256vzw150-bturb model.

4.3.1 H I Observables

The well-characterized Lyα forest provides baseline constraints on our simula-

tions. A successful model of O VI absorbers must first reproduce observations

of the low-z Lyα forest, especially given that O VI is usually associated with H I

absorption (Thom & Chen, 2008a). The Lyα forest traces the warm photo-ionized

IGM (i.e. T ∼ 104 K), which contains ∼ 30% of cosmic baryons (Penton et al.,

2004) and likely traces some of the same gas as photo-ionized O VI absorbers.

We examine briefly three key H I observables spanning a range of physical and

evolution properties that our simulations must match.

Figure 4.3 shows the column density distribution (left), evolution of line den-

sities from z = 1 → 0 (middle), and the N − b relation (right) from observations

and three of our simulations, namely d32n256vzw150, d32n256vzw150-bturb,

and d32n256hzw075. We display only these models because there exist only mi-

nor differences in the Lyα forest amongst the other models. We find the low-z

Lyα forest is relatively unaffected by winds; this is a complementary finding to

that of Bertone & White (2006) at high-z, who find galactic winds do very little to

alter the main statistical properties of the z ∼ 3 Lyα forest. The only difference

worth noting is that the strong winds of the hzw reduce the frequency of strong

H I lines (EW > 240 mÅ) by about ∼20%.
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Figure 4.3: Three of our models, d32n256vzw150 with and without sub-SPH tur-
bulence added and d32n256hzw075, are shown against three general H I observ-
ables. The left panel shows our differential column density distribution com-
pared to the power law fits to data of Lehner et al. (2007, dotted line, b < 40 km s−1

only) and Penton et al. (2004, dashed line). In the central panel, the evolution be-
low z = 1 in two bins (N(H I) = 1013.1−14.0 & 1014.0−17.0) is plotted relative to
Weymann et al. (1998, solid line), Janknecht et al. (2006, long dashed line), Pen-
ton et al. (2004, triangles), and Williger et al. (2006, squares) with large/small
symbols corresponding to the strong/intermediate bin. Line width as a function
of N(H I) in our simulations is shown in the right panel compared to Lehner et
al. (2007) with one extra bin considered for our larger simulated sample. We fit
Lyα for N(H I) ≤ 1014.4 and Lyβ for higher column densities when considering
b-parameters. Turbulence broadens the stronger H I lines noticeably.
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We compare the intermediate vzw model with and without turbulence, since

we will later show that the d32n256vzw150-bturb model best fits the O VI ob-

servables, and we want to quantify how sub-SPH turbulence influences the Lyα

forest. Ideally, turbulence should not affect Lyα observables significantly since

Davé et al. (1999) showed the Lyα-forest is well-described by simulations with-

out any added turbulence, and the b-parameters are well-described primarily by

thermal and Hubble broadening (Davé & Tripp, 2001).

The left panel shows the differential H I column density distribution, i.e. the

number of absorbers per H I column density interval per redshift pathlength

d2n/dN(H I)dX , from our models compared to power law fits by Penton et al.

(2004, dashed line, z = 0.002 − 0.069) and Lehner et al. (2007, dotted line,

z < 0.4). The different models show little variation from each other below

N(H I) = 1014.4 cm−2, agreeing more with the steeper power law and normal-

ization of the Lehner et al. (2007) fit (d2n/dN(H I) ∝ N(H I)−1.83) over the same

redshift interval. We find fewer higher column density lines than this fit, how-

ever we note that an observer climbs up the Lyman series to fit the strongest lines

resulting in a more accurate fit, while simulators generally only fit Lyα. We use

fits to Lyβ for N(H I) ≥ 1014.4 cm−2 absorbers, finding no statistical difference

for the frequency of strong lines with AutoVP. We do not consider stronger H I

lines here, because our ability to match the higher column density lines is likely

hampered by the unrealistic assumption of a uniform ionization background.

We consider the redshift evolution in the central panel of Figure 4.3, which

is rapid down to z ∼ 2 but slows significantly below z = 1 (Bahcall et al., 1991;

Impey et al., 1996; Weymann et al., 1998), due to a decreasing ionization field

strength counter-balancing decreasing rates of recombination due to Hubble ex-

pansion (Davé et al., 1999). Matching this trend is extremely important, because
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the lack of evolution in H I may well be reflected in O VI. In this paper we do

not explore O VI evolutionary trends, leaving it for future work, but we broadly

find a comparable amount of evolution as in H I. We count the frequency of lines,

dN/dz, for strong (EW ≥ 240 mÅ, N(H I) = 1014.0−17.0 cm−2) and intermediate

absorbers (240 > EW ≥ 60 mÅ, N(H I) = 1013.1−14.0 cm−2). Weymann et al.

(1998, solid line) agrees very well with the general evolution of our strong ab-

sorbers, except for a slight decrease in our models at z < 0.25, which is seen in

more recent observations (Penton et al., 2004; Williger et al., 2006). Our lower

column density absorbers show even less evolution, although observations are

less certain here. The Penton et al. (2004) local dataset has half as many of these

absorbers compared to us, although Williger et al. (2006) finds a similar value;

both these datasets suggest fewer intermediate H I lines at z ∼< 0.1, which we do

not find in the simulation. We find ∼40% more intermediate absorbers compared

to the Janknecht et al. (2006) fit at z = 0.7 − 1.9. Until the observational picture

for N(H I) < 1014 cm−2 absorbers is clearer, we cannot place strong constraints on

our models from this comparison, and we present the results as predictions in a

regime that will undoubtedly be settled unequivocally by COS.

The rightmost panel of Figure 4.3 shows the b(H I)-N(H I) trend, with 1 σ dis-

persions, compiled from a number of quasar sight lines by Lehner et al. (2007).

Our absorbers show a slow but steady increase over most of the range. Above

N(H I) > 1014.4 cm−2, fitting to Lyβ rather than Lyα avoids saturation effects, and

yields smaller b-parameters in AutoVP. The Lehner et al. (2007) sample combines

FUSE and STIS data, and could result in different b-parameters than our uniform

simulated STIS spectra. Furthermore, multiple Lyman series lines for a strong

absorber are often fit with b-parameters and the average is taken, while we just

use Lyβ in our last two bins. The turbulent broadening starts making an impact



205

in H I lines with N(H I) ∼> 1014.5 cm−2, tracing overdensities around 100. The

b-parameters show broad agreement with data, perhaps slightly lower overall,

although a detailed comparison can only be made when the simulated spectra

are generated and analyzed identically to observations.

Another important marker of WHIM gas is broad Lyα absorbers (BLAs). Ide-

ally, we would like to derive the frequency of BLAs since they are often thought

to trace the same WHIM gas as collisionally ionized O VI (e.g. Richter et al., 2004).

However, continuum fitting uncertainties, spectral resolution, and S/N sensitiv-

ity likely make any such comparison fraught with systematics. We find BLA

frequencies of dn(BLA)/dz = 26 and 20 using S/N = 20 and 10, respectively, for

N(H I) > 1013.2 cm−2, compared to 30 ± 4 from Lehner et al. (2007). However, up

to half of these absorbers are N(H I) > 1014.0 cm−2, while the data shows a signifi-

cantly lower fraction of strong BLAs. It may be that if we fit absorbers further up

the Lyman series beyond Lyβ, many of these stronger lines would have sub-BLA

profiles. We leave a detailed comparison to BLA properties for future work; this

will be much more straightforward in the COS era.

Our review of H I finds we reproduce key observables; however some minor

disagreements with the data remain, which may be related to detailed differ-

ences between observed and simulated spectra. Only subtle differences among

our various models are noticeable, and then only above N(H I) = 1014.4 cm−2. The

strongest winds make 20% fewer N(H I) = 1014.0−17.0 cm−2 absorbers at all red-

shifts below z = 1, while added turbulence appreciably broadens only absorbers

with N(H I) ≥ 1014.4 cm−2. Much remains to be learned about the observed low-z

Lyα forest by comparing simulations to future observations with COS, especially

for BLAs; we leave for future work examining the entire Lyman series with iden-

tical reduction and analysis methods applied to observed and simulated spectra.
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4.3.2 O VI Observables

We now consider three robust O VI observables with trends corroborated by mul-

tiple groups. We explain their physical significance, and then explore how each of

our models, all at the same resolution, fits these three sets of data. Lastly, we com-

pare models at different resolutions to examine the issue of numerical resolution

convergence.

The cumulative EW (O VI) component distribution (1032 Å line) below z <

0.5, shown in the left panels of Figure 4.4, is the most commonly published low-

z O VI observable. It is relatively independent of spectral resolution and noise,

so long as a given equivalent width systems is identifiable. T08 performed a

blind O VI search (i.e. search for the O VI doublet alone without requiring corre-

sponding H I), explicitly differentiating between components and systems. DS08

identify O VI associated with H I absorbers, and estimate they miss ∼ 20% of

O VI absorbers this way. Their larger sample has the advantage of reaching down

to 10 mÅ. This is especially important, because Tumlinson & Fang (2005) sug-

gest that a turnover in this distribution indicates the extent to which metals are

distributed to lower overdensities. The turnover in the DS08 data set is not as

pronounced as in the smaller Danforth & Shull (2005) dataset at 30 mÅ. We will

argue that the declining numbers are weakly indicative of a metallicity gradient

with density.

Our second observable is b(O VI) as a function of N(O VI). In the literature,

this plot is often used to diagnose the physical state of absorbers, as in Heckman

et al. (2002). That paper models O VI absorbers as radiatively cooling flows pass-

ing through the coronal temperature regime, finding a linear correlation between

N(O VI) and b(O VI) corresponding to the cooling flow velocity, and independent

of density and metallicity. They also show non-IGM O VI absorbers (O VI around
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Figure 4.4: Nine models are fit to three O VI observables: the cumulative EW
distribution (left) with data from T08 (squares) and DS08 (triangles), b(O VI) as a
function of N(O VI) (center) over z = 0.15 − 0.5 from T08 components, and the
N(O VI) as a function of N(H I) (right) with a fit from Danforth & Shull (2005)
(dashed line) and the relation from T08 (where N(O VI) = 1013.84 cm−2, solid
line) along with two percentages indicating the fraction of well-aligned O VI ab-
sorbers with N(O VI) = 1013.5−14.0 (left) and N(O VI) = 1014.0−15.0 (right); the cor-
responding observed alignment fractions are 57 and 43% respectively. The top
panels explore how different wind models fit. The middle panels explore other
model variations such as an increase in the ionization background, a uniform
Z = 0.1 Z� metallicity distribution, and non-equilibrium ionization ratios from
Gnat & Sternberg (2007) for O VI at CIE densities. The bottom panels show the
addition of sub-SPH turbulence for all three wind models, which we suggest are
small-scale velocities below our resolution limit in our simulations, yet provides
the best fit to the data by broadening lines and increasing the EW of the strongest
absorbers. Error bars show 1 σ errors in our sample on the left and right panels,
while in the center panel they indicate 1 σ dispersions to indicate the range of
b-parameters. Slight offsets in the x-axis values are for the ease of visibility.
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local group galaxies and starbursts) follow this relation very closely, and Lehner

et al. (2006) finds that IGM absorbers agree with the same trend. However, this

latter paper fails to match the predicted N(Ne VIII)/N(O VI) ratios, and suggests

the IGM lines may instead be photo-ionized. Danforth et al. (2006) also do not

see O VI absorbers following the Heckman et al. (2002) trend, but note that their

lines may suffer from blending and exaggerated b-parameters.

We use only the highest resolution (STIS) data of intervening absorbers from

T08, and plot these 55 absorbers spanning z = 0.13−0.50 in 0.2 dex bins in the cen-

tral panels of Figure 4.4, with 1 σ dispersions. We consider b(O VI) as a function

of N(O VI) (rather than vice-versa) because we will show that our absorbers are

primarily photo-ionized with the underlying relation being density-N(O VI). A

clear upward trend is obvious in this data sample with lines N(O VI) > 1014 cm−2

averaging 35.6 km s−1. These lines cannot be explained by thermal broaden-

ing alone, because the thermal b-parameter is only 17.7 km s−1 for the optimal

O VI CIE temperature. Hence there is extra broadening in these lines; possibil-

ities include instrumental broadening, Hubble flow broadening, and turbulent

broadening, all of which we will explore.

The final observable is N(O VI) as a function of N(H I) for well-aligned com-

ponents, shown in the right panels of Figure 4.4. Danforth & Shull (2005) fit this

relation with a N(H I)0.1 power law, i.e. N(O VI) rises very mildly with N(H I).

They thus argue that these two ions trace different IGM phases, with O VI tracing

collisionally ionized gas, and consider this the multi-phase ratio. T08 also find

very little variation of N(O VI) with N(H I), but show that single-phase photo-

ionized models can reproduce much of this trend if metallicities are allowed to

vary. They show their aligned absorbers are well-described by the median of their

robust O VI sample, N(O VI) = 1013.84 cm−2, shown as a solid line. They further
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argue that well-aligned O VI with H I is most likely photo-ionized; this conclu-

sion is also reached by Thom & Chen (2008a), who argue that slightly increasing

O VI strength with greater N(H I) implies a declining ionization parameter with

increasing gas column density. The specifics of the physics revealed by this trend

are explored further in §4.4.3.1.

We define “well-aligned” O VI and H I absorption as having δv ≡ |v(H I) −

v(O VI)| ≤ 8 km s−1, which corresponds to a Hubble-broadened spatial extent

of ∼100 kpc. We compare our models to the T08 dataset by applying the ex-

act same criteria in searching for the closest H I component to every O VI com-

ponent. We only consider absorbers at N(O VI) ≥ 1013.5 cm−2, which is essen-

tially a complete sample in S/N ≥ 10 spectra. For the same reason, we require

N(H I) ≥ 1012.9, so that an observed high-S/N sight line does not have a greater

alignment fraction due to more detected weak H I absorbers compared to a low-

S/N sight line. A single H I component is allowed to be associated with multiple

O VI absorbers; the converse is not applicable when we discuss the fraction of H I

absorbers aligned with O VI later in 4.5.2. T08 applies an alignment criteria that

considers instrumental resolution (see their §2.3.3), but we use a simple limit of

8 km s−1 because almost every component is determined to an error below this

limit. We use the T08 dataset over the Thom & Chen (2008a) dataset because the

former is larger and spans a larger range of N(O VI). We make an exception for

one strong system at z = 0.20266 in PKS 0312-770, since T08 does not fit H I owing

due to large uncertainties, and we instead use the parameters found by Thom &

Chen (2008b). This is an important system, because it is one of the strongest O VI

absorbers with the strongest aligned H I.

In the upper left area of the right-hand panels in Figure 4.4 we show two per-

centages, corresponding to the fraction of well-aligned O VI components in two
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intermediate-strength N(O VI) bins: 1013.5−14.0 and 1014.0−14.5 cm−2. For compari-

son, the T08 dataset has 57% and 43% of strong absorbers well-aligned in the low

and high bins respectively by our criteria. T08 considers 37% of their O VI sys-

tems aligned, however this is a very different consideration where such systems

have a single O VI component well-aligned with H I. We do not consider simple

versus complex systems as defined by T08, because the definitions are not easily

applicable to an automated procedure as we run on our simulations; comparing

simulated and real systems is a challenge left for a future paper where the data

reduction and analysis are replicated as closely as possible.

In the following subsections, we step through each of our models, and assess

how the variations in input physics impact observable properties. We emphasize

the observables that differentiate amongst models in the discussion below. We

save the interpretation of well-aligned absorbers for a detailed examination of

ionization models in §4.4.3.1

4.3.2.1 Wind Velocity Strength

The top panels of Figure 4.4 show a comparison between our three wind models,

with our default specexbin parameters. For all three wind models, there is a

clear dearth of high-EW lines, and the observed line widths are progressively

larger than predicted to higher N(O VI). Hence wind strength does not affect

the high-EW components nor their b-parameters, which is an indication that the

strongest lines are saturated and depend little on their actual metallicity as long

as it is above a certain threshold. Since varying wind strength cannot explain

these data, we require another explanation, which we will explore in the coming

sections. Cen & Fang (2006) also find their simulations with and without super-

winds make no difference at EW ≥ 100 mÅ; however our SPH code versus their

grid-based code treats the distribution of metals on large scales very differently.
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In our case, GADGET-2 simulations without outflows barely produce any IGM

absorbers (OD06; Springel & Hernquist 2003), thus we do not explore this case at

low-z.

Varying the strength of the winds has the largest observable consequence for

the number of low-EW O VI components. Comparing vzw and lzw best illustrates

the suggestion of Tumlinson & Fang (2005) that the turnover seen at low EW is

a consequence of declining IGM enrichment further from galaxies, and can be

used to constrain the extent of the dispersal of metals. Fang & Bryan (2001) find

their simulations generate a turnover in the EW distribution at z = 0 due to

a metallicity-density gradient. Indeed, all our simulations produce metallicity-

density gradient as we display in the top panel of Figure 4.5; OD06 also showed

strong gradients at higher redshift. While the steeper gradient of the lzw model

yields an observational signature, the milder flattening of the hzw below over-

densities of 10 has no observable effect.

O VI does not distinguish the density-metallicity gradient well; however, a

key point is that our O VI absorbers arise from a fairly small volume filling factor

of metals, and this is strongly governed by vwind. By z = 0.25, our three simula-

tions have volume filling factors where Z ≥ 0.01 Z� (determined from oxygen)

of 1.9%, 5.5%, and 18.0% as vwind increases (lzw→vzw→hzw). We determine these

filling factors from lines of sight in physical space (i.e. no velocity smearing)

using specexbin, plotting them in the bottom panel of Figure 4.5 for various

metallicities. O VI generally arises from regions with Z ≥ 0.1 Z�, where volume

filling factors are only 0.3%, 1.3%, and 8.1% with increasing vwind. The lzw model

differentiates between the amount of volume filled with half as many absorbers

at EW = 15 mÅ and below, but the vzw and hzw models are indistinguishable

despite even larger disparities in the volume filled. This disparity grows even
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Figure 4.5: The average metallicity per density for the three wind models in the
top panel show that while all wind strengths form a metallicity-density gradient,
stronger winds flatten this relationship. The volume filling factors at various lim-
iting metallicities in the bottom panel indicate wind strength plays a major role.
At Z = 0.1 Z�, a factor of 27 reduction in volume filling factor across the three
wind models is reflected in observations only by 50% fewer weak components.
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further at the Z� limit; the hzw model enriches 18× more volume than the vzw

model, which fills only 1/15,000th of a cosmological volume! These relatively

small filling factors in our simulations are a consequence of the fact that, as we

showed in DO07 and OD08, winds at late times enrich an increasingly smaller co-

moving volume, while many of the metals launched at early times reaccrete onto

galaxies. Hence metals increasingly reside in compact high-overdensity regions

at lower redshifts.

It is remarkable that an order of magnitude change in the volume filling factor

at the fiducial O VI metallicity is observationally indistinguishable. It is not mys-

terious however, because the mass-weighted oxygen abundance (only 7% less in

vzw compared to hzw) determines most trends in the observables. The alignment

of H I and O VI appears to provide no indication of the metallicity distribution

either. The percentage of aligned components is statistically indistinguishable in

the two N(O VI) bins as well, which could be considered surprising given how

differently oxygen is distributed. We take this as an indication that the peculiar

velocities are more important when considering aligned components rather than

spatial distribution. It is disappointing that one cannot constrain the metallicity-

density gradient or the volume filling factor from EW (O VI), despite O VI being

an ideal tracer of photo-ionized low-density metals (Davé et al., 1998).

4.3.2.2 Uniform Z = 0.1 Z� Distribution

In the middle row panels of Figure 4.4 we explore variations of post-run physics.

Applying a uniform metal distribution (orange lines in the middle panels) goes

in the opposite direction of how our models need to be modified to fit the EW

distribution, since there are now more metals in low-density regions and fewer in

high-density regions compared to our self-consistent enrichment models, which

have metallicity-density gradients shown in Figure 4.5. Conversely, it illustrates
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the possibility of explaining large b-parameters with spatially extended structures

undergoing Hubble expansion. Stronger components do show greater spatial

broadening, with b ∼ 30 km s−1 at N(O VI) ≥ 1014.1 cm−2 corresponding to spatial

scales of ∼ 400 kpc. With 100% volume filling factor of Z ≥ 0.1 Z�, the number

of ≥ 10 mÅ components only triples over the d32n256vzw150 wind-distributed

metals, which has a volume filling factor 80× less; again, this shows that low-EW

lines are a weak tracer of volume filling factor. Lines with EW ≥ 100 mÅ are sta-

tistically indistinguishable suggesting that these thin lines are already saturated

with only 0.1 Z�.

The slope of N(H I) − N(O VI) relation steepens due to more weak O VI ab-

sorbers, because there is an excess of such components near the O VI detection

limit. This model does show a 11% higher incidence of well-aligned components

with N(O VI) = 1013.5−14.0 cm−2 (71%) than any other model, which is a statisti-

cally meaningful difference. Metals are smoothly distributed over the same fluc-

tuations that create H I absorption leading to this higher fraction. The fact that

the T08 dataset finds a lower fraction (57%) is an indication that metals are dis-

tributed differently than baryons traced by H I. In summary, applying a uniform

metallicity does not appear to reconcile the models and observations.

4.3.2.3 Ionization Background

The middle row of Figure 4.4 illustrates the impact of varying the ionizing back-

ground. 27% fewer EW ≤ 30 mÅ O VI lines create a more obvious turnover when

the quasar-only background is doubled (ibkgd-Q2). This background cannot be

uniform as the Lyα forest would be too thinned out, but T08 aligned proximate

absorbers (< 5000 km s−1 from the emitting quasar) show a marked decrease

in H I. Such a decrease also occurs for the H I absorbers in this background, al-

though we must examine the aligned N(H I) − N(O VI) in detail in §4.4.3.3 to see
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the nuances of this difference. A more intense ionization background at 1 Ryd-

berg is likely required to explain some of the T08 intervening absorbers such as

those in their proximate sample.

The ibkgd-QG background (10% escape fraction of ionizing photons from SF

galaxies, not shown in Figure 4.4) cuts the number of UV photons from AGNs

capable of ionizing O V by three due to the normalization of the Haardt & Madau

(2001) intensity at 912 Å to fit the Lyα forest. The result is that the peak in the

photo-ionized O VI ionization fractions moves to lower overdensities to account

for the lower flux above 8.4 Rydbergs. Weak EW systems are increased by 20-

30% over the quasar-only background, diminishing the observed turnover and

making this background less feasible.

4.3.2.4 Non-Equilibrium Ionization

Lastly, the middle row panels of Figure 4.4 illustrate the impact of non-

equilibrium cooling. Gnat & Sternberg (2007) calculate non-equilibrium ioniza-

tion states and cooling efficiencies for rapidly cooling shock-heated gas with-

out any ionization background. Since recombination lags cooling, the tem-

perature range over which collisionally ionized O VI can exist extends below

T = 105 K. When we apply only their metallicity-dependent ionization frac-

tions (their isochroic case) to where O VI is primarily collisionally ionized (i.e.

nh > 10−4.1 cm−3 at z = 0.25), we find a slight but immeasurable increase in O VI

absorption from complex systems tracing halo gas. Collisionally ionized O VI is

primarily found near galactic halos, which have a small volume filling factor at

low-z (see §4.5.3).

Cen & Fang (2006) added non-equilibrium ionization directly to their simu-

lations, and find an appreciable reduction in O VI tracing lower overdensities,

because it is here that CIE timescales are longer than shock-heating timescales;
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O VI remains in CIE longer in the equilibrium case. Similar two-temperature be-

havior was shown by Yoshida et al. (2005) to have observational consequences in

WHIM and ICM gas when applied to their cosmological simulations. Hence it

is possible that including non-equilibrium ionization self-consistently during the

simulation may make more of a difference.

As an initial attempt towards this, we run the d16n128hzw075-noneq simu-

lation with non-equilibrium metal-line cooling during the run. However, this

creates no appreciable difference in O VI either. The broader metal-line cooling

bumps actually appear to make it slightly easier for baryons to cool into galax-

ies, and there is a slight increase in Ω∗/Ωb at z = 0 (6.3% versus 5.7% from our

d16n128hzw075 test simulation). However, O VI observables are insensitive to

such a small change in star formation, and the brown curves in the middle row

panels of Figure 4.4 are indistinguishable from the assumption of CIE.

Density-dependent non-equilibrium ionization effects with the inclusion of an

ionization background could affect photo-ionized O VI, especially given the fact

that these metals get into the diffuse IGM via shocked outflows. Recombination

timescales exceed the Hubble time in such regions, and the two-temperature be-

havior of ions and electrons may have unforeseen consequences, possibly mov-

ing oxygen seen as O VI to higher ionization states. It remains to be seen how

big of an effect this is, and non-equilibrium effects on photo-ionized O VI will be

necessary to explore.

Overall, non-equilibrium ionization effects may have some impact on weak

O VI systems, but is unlikely to provide an appreciable change to b-parameters as

required to match the N(O VI)− b(O VI) relation. We plan to implement full non-

equilibrium oxygen network during our simulation run to study this possibility

further, but it does not seem promising.
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4.3.2.5 Sub-SPH Turbulence

With the addition of bturb described in Equations 4.5 and 4.6, T08’s observed

N(O VI) − b(O VI) relation in the bottom center panel of Figure 4.4 is reproduced

by construction. However, an added consequence of the broader lines is that

some of the lines that were saturated in the non-turbulent case now lie on the

extended linear portion of the curve of growth. Their equivalent widths grow

dramatically, and these models provide a good fit to the cumulative EW dis-

tribution at 50 mÅ and above. Our favored model, the d32n256vzw150-bturb,

matches the T08 EW distribution as well as the 10 mÅ observation of DS08. All

the wind models shown in the bottom panels behave in the same way relative to

each other as discussed in §4.3.2.1.

A major caveat is that, as we show in §4.3.2.6, the overall abundance of

O VI absorbers is not well converged with numerical resolution, in the sense

that higher resolution runs tend to show more absorbers at every EW , shift-

ing the EW distribution upwards by ∼ 50%. Hence the good agreement with

d32n256vzw150-bturb should be taken with some caution. We will argue that the

main reason why higher resolution runs produce more O VI overall is that they

resolve further down the galaxy mass function (or equivalently, star formation

rate function), thereby enriching diffuse filaments from small galaxies more ef-

fectively. It could be that these galaxies should not be emitting outflows as our

model predicts; indeed, at low-z, most small galaxies are not directly observed

to be blowing outflows. Hence our wind model may need further refinement.

The robust result here is that only the addition of turbulence is able to change the

shape of the EW distribution to resemble that observed.

We focus on the differences between turbulent and non-turbulent cases in Fig-

ure 4.6, where we have included the d32n256hzw075 and d32n256hzw075-bturb
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Figure 4.6: Three models with hzw winds are plotted against the same three
O VI observables in Figure 4.4. The d32n256hzw075 and d32n256hzw075-bturb
are plotted on the same panels to directly show how turbulence affects observa-
tional signatures, while the d16n256hzw075 model explores the effect of increas-
ing mass resolution by 8×.

models along with the higher resolution d16n256hzw075 model, which we dis-

cuss below. Although vzw is our preferred model, hzw has statistically identical

observables. Turbulence blends components, especially weaker ones in complex

systems, which would be identified individually without turbulence; this is evi-

denced by 42% fewer 10-30 mÅ components1, and could be a factor in explaining

the turnover at low-EW . When considering Ω(O VI) by summing all components

between 1012.5−1015.0 using equation 6 of DS08, we find Ω(O VI) = 3.7×10−7 with

turbulence2, only 10% more than without; turbulence should not affect column

densities much, because the same amount of O VI remains in a sight line.

Both simulations have the same amount of O VI along a line of sight, but Au-

toVP will often fit components with and without turbulence dramatically differ-

ently. An example is an absorber at z = 0.19 where the turbulently broadened line

is fitted with N(O VI) = 1014.73 cm−2, b = 38 km s−1, and EW = 305 mÅ, versus
1The cumulative EW distribution only shows a 17% difference summing all absorbers ≥ 10

mÅ.
2This value compares favorably with DS08’s value of 4.1± 0.5× 10−7 above a similar limit (30

mÅ), but we do not wish to draw too much into this comparison, since our simulation resolution
limits may be hiding more O VI, see §4.3.2.6.
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N(O VI) = 1014.33 cm−2, b = 9.4 km s−1, and EW = 90 mÅ in the non-turbulent

case. Without turbulence, much of the O VI remains hidden in the saturated line

center. T08 finds no lines with at least 1014.3 cm−2 having b-parameters under 33

km s−1 using STIS. This is the typical absorber that greatly enhances the high end

of the turbulent EW distribution, increasing it by 3.4× despite having the same

underlying physical distribution of O VI. along the sight line.

Every single one of our models follows shows increasing N(O VI) with N(H I),

which as Thom & Chen (2008a) argue indicates a decreasing ionization parame-

ter for stronger O VI, and suggests a photo-ionized origin. The aligned absorber

percentages in the lower bin show a slight increase of 3% overall, although all

models with and without turbulence agree statistically with the T08 percentages.

There are more aligned absorbers at N(H I) > 1015 cm−2, because of the blending

of separate H I components in very dense regions due to added turbulence.

It is worthwhile to ask whether it is fair to add such a “fudge factor” in our

models just to fit the data. Although it does separately alter the shape of the EW

distribution as desired, and there seem to be no other effects capable of doing so,

it is still an unsatisfyingly ad hoc addition. Much of the remaining paper, particu-

larly §4.4.4, attempts to justify the physics of adding bturb, and tries to understand

the implications for small-scale motions in the IGM.

4.3.2.6 Resolution Convergence

We use the d16n256hzw075 simulation only to test resolution convergence, and

not to explore the general properties of O VI absorbers, since it does not con-

tain a statistical sample of galaxies at L∗ nor a representative volume of low-

z environments. As mentioned earlier, the comparison of d16n256hzw075 to

d32n256hzw075 in Figure 4.6 indicates that our models are not fully resolution

converged. The first difference is low-EW absorbers are more numerous at
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higher resolution, with ≈ 50% more absorbers between 10-30 mÅ. This is not an

effect of more resolved star formation creating more metals in the 16h−1Mpc box,

since the stellar baryonic fraction is 6.6% compared to 6.1%, a negligible change.

The difference is that we are now resolving galaxies down to ∼ 108 M�, which are

able to enrich the low-density filamentary structure of the IGM, and generate an

increased cross-section for O VI absorption. However, the shape of the equivalent

width distribution is mostly unchanged, so it seems unlikely that simply increas-

ing numerical resolution will alter the simulations to be in agreement with data.

The middle panel of Figure 4.6 shows that there is almost no difference in

the N(O VI) − b(O VI) relation at higher resolution for the vast majority of O VI

absorbers. The strongest absorbers (N(O VI) > 1014.3 cm−2) do show mildly in-

creased line widths, possibly owing to better resolving small-scale motions, but

this is not statistically significant. It is likely that even our higher resolution sim-

ulation is far away from resolving metal clouds that may exist on sub-kpc scales.

Moreover, it could be that limitations inherent to SPH such as excessive viscos-

ity and poor two-phase medium separation may prevent accurate modeling of

such effects even if the resolution were dramatically increased. Hence for practi-

cally accessible resolution in cosmological simulations, we cannot hope to resolve

sub-SPH turbulence as needed to match O VI observations; it must be added ex-

plicitly.

The N(H I)/N(O VI) ratio in right panel of Figure 4.6 again shows essentially

no difference between the two resolutions. Note that any differences seen owe to

numerical resolution and not the differing simulation volumes; we ran a d16n128

hzw075 test simulation with the same resolution but only one-eighth the volume

of the d32n256hzw075, and it produced identical observables.

Overall the resolution convergence of O VI absorber properties is not as good
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as we would wish, as is often the case in cosmological simulations, particularly in

terms of the equivalent width distribution. Still it seems unlikely that modest in-

creases in resolution will dramatically change the basic conclusion that sub-SPH

turbulence is needed to match O VI observations. Running simulations with suf-

ficient resolution to study small-scale turbulence while properly modeling non-

linear structures to z = 0 is well beyond present computing abilities. We further

note that the very strongest absorbers we model are not well converged in terms

of their line width. These likely arise in halo and intragroup gas, which will re-

quire high resolution galactic-scale simulations to fully resolve. Nonetheless, we

will draw broad conclusions about the physical state and origin of such strong

and often collisionally ionized absorbers in §4.5.3.

4.4 Physical Conditions of O VI Absorbers

From here on we focus on our favored model with sub-resolution turbulence

added, d32n256vzw150-bturb, and examine the physical nature of O VI ab-

sorbers. We first examine the density, temperature, metallicity, and absorber size

of IGM O VI components, finding that most observed O VI systems are consistent

with being photo-ionized. Shorter cooling times of a clumpy metal distribution

are considered that allow O VI to reach such temperatures. We then discuss the

correspondence of H I with O VI, using the N(H I) − N(O VI) relation to explore

various photo-ionization, collisional ionization, and multi-phase ionization mod-

els. Lastly, we justify adding turbulent velocities on physical grounds, explaining

why it should not be surprising that turbulence provides a dominant component

to many IGM absorber profiles. This will lead us to the next section where we

examine the location and origin of O VI relative to galaxies.

Physical parameters ascribed to absorbers such as density and temperature
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can be weighted in multiple ways. Possibilities include H I and O VI absorption

weighting, or just normal mass weighting. We weight such quantities using the

formula

X(W ) =

∑

W × X
∑

W
(4.7)

where X is the property and W is the weight. For example, if a quantity is

weighted by O VI absorption, W is mass multiplied by the oxygen metallicity and

then the O VI ionization fraction, and X can be temperature or density itself. The

difference between H I and O VI-weighted quantities is critical for understanding

the multi-phase nature of absorbers.

We examine 70 continuous lines of sight with S/N = 20 between z = 0.5 → 0;

we call this is our high quality sample. 1531 O VI components are identified above

N(O VI) = 1012.5 cm−2. This sample allows us to obtain reasonable statistics of

all absorbers between N(O VI) = 1012.9−14.9 cm−2, which we will refer to as the

“observed range” since nearly all observed IGM O VI absorbers lie in this interval.

4.4.1 A Photo-ionized Model for O VI Absorbers

We examine the density, temperature, metallicity, and sizes of O VI absorbers

based on the observational quantity N(O VI). Figure 4.7 (top two panels) plots

the median O VI-weighted density and temperatures at the line centers. Over two

decades of column density covering the observed range, O VI absorbers show a

steady increase in nH, while the temperature stays nearly constant at T ∼ 104.15 K.

Also plotted in dashed lines are the 16th and 84th percentile values correspond-

ing to the 1 σ dispersions. The scatter in density is significantly larger, σ = 0.3−0.4

dex, compared to the scatter in temperature, ∼< 0.2 dex over much of the observed

range. Our first main conclusion is that the vast majority of O VI absorbers at all

but the very strongest column densities are photo-ionized, with temperatures less

than 30,000 K.
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Figure 4.7: Physical properties as functions of O VI column density in the
d32n256vzw150-bturb model are plotted a solid black lines with points in the top
3 panels for all our simulated absorbers in 70 high-quality lines of sight below
z = 0.5. Dashed lines correspond to 1 σ dispersions. The long-dashed magenta
line is the fit from Equation 4.4. We also plot the simulations-average metallicity
as a function density (converted to N(O VI) via Equation 4.4, purple long-dashed
line) and the metallicity one would obtain from using aligned N(H I) − N(O VI)
absorbers (orange dashed-dot line). We consider O VI fractions from CLOUDY
at three photo-ionized temperatures (2nd to last panel), which suggest photo-
ionized O VI absorbers are typically 50-100 kpc long (last panel). O VI in CIE will
produce more compact absorbers at higher N(O VI) (red lines), which appear to
trace gas near and within halos. The H I-derived absorber length (orange dashed-
dot line) assuming O VI traces the same gas as H I appears to be a poor approxi-
mation for strong absorbers, suggesting such aligned absorbers are multi-density.
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We already presented the fit to the density as a function of N(O VI) in Equa-

tion 4.4, which fits the relation quite well regardless of added turbulence (ma-

genta dashed line). The increase in density alone can explain 58% of the O VI

column density increase, with all else being equal. The remaining increase

must arise from variations in metallicity, ionization fraction, and absorber length.

Metallicity is expected to explain some of the increase, because our simulations

show a consistent metallicity-density gradient, as shown in Figure 4.5. Fitting the

points in the third panel of Figure 4.7 yields the relation

log[ZO] = 0.37 × N(O VI) − 7.86, (4.8)

for N(O VI) = 1012.9−14.9 cm−2. Although density (58%) and metallicity (37%)

variations can explain essentially all of the dependence of N(O VI), we will show

that ionization fraction and absorber length also vary.

The metallicities reported here always exceed the fiducial value of 0.1 Z� of-

ten assumed when modeling low-z O VI absorbers. Our absorbers are generally

found to lie between 0.2-1.0 Z�, which is consistent with metallicity determi-

nations from aligned H I absorbers (Prochaska et al., 2004; Lehner et al., 2006;

Cooksey et al., 2008, ; T08). We contrast the oxygen-weighted metallicity of O VI

absorbers (Equation 4.8) to the mass-weighted oxygen metallicity-density gradi-

ent averaged over the entire simulation box at z = 0.25:

log[Z̄O] = −4.26 + 0.36log[ρ/ρ̄] + 0.075(log[ρ/ρ̄])2, (4.9)

for ρ/ρ̄ = 1 − 3000, which is a fit to the green curve in the top panel of Figure 4.5.

This shows a 34% rise over the same N(O VI) range, and is represented by the

purple dashed line in the middle panel of Figure 4.7. The metallicities of O VI

absorbers are on average 4 − 6× higher than the general IGM over the observed

range. This is a clear sign that O VI absorbers trace inhomogeneously distributed
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metals. The low scatter in the oxygen metallicity-density relation indicates that

O VI absorbers rarely trace gas with average IGM metallicity. Hence the global

metallicity-density relationship is a poor descriptor of the enrichment level in

metal-line absorption systems.

The fourth panel in Figure 4.7 shows the O VI ionization fraction (f(O VI)),

computed by assuming the density−N(O VI) relation shown in the top two pan-

els, for various temperatures, assuming a Haardt & Madau (2001) quasar-only

background. For a typical O VI temperature of T = 104.2 K, f(O VI) changes sig-

nificantly from 0.23 to 0.054 over the observed range. It depends little on temper-

ature for lines above 1014 cm−2. The peak ionization fraction for collisional ion-

ization (T = 105.45) is around 0.2, but it is only approached for the strongest lines.

This is another reason why over most of the observed range, photo-ionization is

the dominant mechanism for O VI absorbers.

Thus far, the dependence of N(O VI) using photo-ionization is partially ex-

plained by density (58%) and metallicity (37%), but the declining ionization frac-

tions above nH = 10−5.0 cm−3 anti-correlate with N(O VI) (-35%). The remaining

dependence (40%) therefore must be in the absorber size (l(O VI)). Absorber size

is calculated in the bottom panel of Figure 4.7 by dividing the column density by

the number density of O VI:

l(O VI) =
N(O VI)

nH(O VI) ZO

fH

mH

mO
f(O VI)

cm (4.10)

where the fH = 0.76 is the mass fraction in hydrogen, and mH

mO
is the ratio of the

atomic weights. Absorbers remain between 50-100 kpc at N(O VI) < 1014.0 cm−2

where f(O VI) ≈ 0.20 − 0.25, and rise to many hundreds of kpc at N(O VI) =

1014.5 cm−2 assuming photo-ionization. The large required path length for the

very strongest absorbers makes photo-ionized absorbers rarer, and makes colli-

sionally ionized systems (T = 105.45) with smaller sizes (red curve) more viable.
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We will discuss such systems further in §4.5.3.

We have argued here that a photo-ionized explanation is relevant for most

O VI IGM absorbers. Weak absorbers trace filaments with overdensities in the

range of 10 − 20; intermediate absorbers trace overdensities 20 − 100; and strong

absorbers trace gas within galactic halos or just outside, often in intragroup me-

dia. We stress that some collisionally ionized O VI absorbers do exist, particularly

for very strong absorbers where a much shorter pathlength can yield sufficient

N(O VI). Strong O VI absorbers associated with the MW halo indicate collision-

ally ionized oxygen, because otherwise their long pathlengths would be unable to

fit within the halo (Sembach et al., 2003); our absorber length analysis agrees with

this assessment. Since our sight lines occasionally pass through such halos, we

discuss such absorbers in §4.5.3 when we consider environment. Finally, while

we have used the d32n256vzw150-bturb model, the trends identified here are

nearly identical without sub-SPH turbulence added, and are essentially indepen-

dent of wind model. In other words, the photo-ionized nature of O VI absorbers

is a highly robust prediction of our simulations.

4.4.2 Cooling Times

The inhomogeneous nature of the metal distribution is vital for the photo-

ionizational explanation of O VI, because metal-line cooling (which we imple-

mented in GADGET-2 in OD06) is much more effective when metals are concen-

trated. Consider the cooling time of gas in CIE at z = 0.25:

τcool = 4.12 × 10−17 T

δΛ(T, Z)
yrs (4.11)

where Λ is the cooling rate (ergs s−1 cm3)3. Let us consider the cooling time of

a typical 1013.0 cm−2 absorber (corresponding to δ = 13), assuming it cools from
3See Gnat & Sternberg (2007) for a derivation of the general form of this formula.
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3×105 K. If we use Z̄ from Equation 4.9 (i.e. we assume the mean IGM metallicity)

and assume solar abundance ratios for all species, the cooling time is 42 Gyr.

Conversely, using the metallicity of O VI absorbers from Equation 4.8 yields a

cooling time of 10 Gyr. Hence weak absorbers cannot cool significantly within

a Hubble time at the mean metallicity, but can do so at the mean O VI absorber

metallicity. Similarly, a strong system with N(O VI) = 1014.5 cm−2 (δ ∼ 100) has

cooling times for a mean IGM metallicity and for O VI absorber metallicity of

τcool = 2.9 and 0.6 Gyr, respectively. Of course, densities in the early Universe

were higher by (1 + z)3, and cooling times depend inversely, but metallicities

were lower, so these cooling times are probably overestimates. Still, for observed

O VI absorbers the cooling time is generally shorter than a Hubble time (τHubble)

when the O VI absorber metallicity is considered.

Weaker absorbers take longer to cool, but as we will show in §4.5.1 weak

absorbers trace some of the oldest metals injected at high-z, while stronger ab-

sorbers trace more recent metal injection. This means that all but the very

strongest O VI absorbers have had plenty of time to cool to photo-ionized temper-

atures since their injection into the IGM. Physically, this is why the clumpy metal

distribution where Z ∼ 5Z̄, causes most O VI absorbers to be photo-ionized.

In practice, superwind feedback shock-heats metals to higher temperature

(T > 106 K) in denser environs than those traced by photo-ionized O VI. The

result is a range of cooling times with lower metallicities more likely to have

τcool > τHubble and remain in the WHIM or hot IGM, and higher metallicities often

with τcool � τHubble. This latter case includes metals traced by photo-ionized O VI.

The strength of the feedback is a sensitive determinant for which (ρ, T ) path an

SPH particle will follow, with stronger feedback putting many more metals into

the WHIM and hot IGM (OD08). Our main point here is to show that metals
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heated to WHIM temperatures at O VI absorber metallicities will usually cool to

photo-ionized temperatures by today.

4.4.3 Alignment with H I

We have thus far discussed O VI absorbers independently of H I. Any model for

O VI absorbers should also reproduce the general properties of aligned H I ab-

sorbers, in addition to reproducing global Lyα forest properties (e.g. Croft et al.,

1998; Davé et al., 1999; Davé & Tripp, 2001). We start by emphasizing that a vast

majority of O VI absorbers are aligned at some level with H I. However, from the

H I- and O VI-weighted density and temperature of well-aligned absorbers, we

will demonstrate that aligned absorbers often arise in different phases of gas. We

introduce the idea of multi-phase photo-ionized models with different density

and temperatures for the O VI and H I components. We then estimate H I-derived

absorber length, showing these can differ from the O VI lengths often because

they are tracing different phases of gas. Lastly, we fit multi-phase ionization

models to the N(H I) − N(O VI) plane, to understand what types of absorbers

populate various regions. This can aid in interpretation of data sets such as T08

and upcoming data from COS.

The alignment fraction as a function of velocity separation for this model,

as for most of our models, agrees well with observations, as we show in Fig-

ure 4.8 for intermediate absorbers split into two bins. Well-aligned absorbers

(δv ≤ 8 km s−1 or ≤ 100 kpc in a Hubble flow) comprise 57% of all O VI ab-

sorbers in the d32n256vzw150-bturb simulation when considering intermedi-

ate absorbers, in statistical agreement with T08 (54%) (see §4.3.2). We use the

S/N = 10 lines of sight in this case, because it is more similar to the data S/N ;

the high quality sample has a 62% alignment fraction, since more components are

identified. The agreement in the N(O VI) = 1013.5−14.0 cm−2 bin is nearly perfect.
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Figure 4.8: The alignment fraction of O VI absorbers with H I at various sepa-
rations in two bins covering intermediate absorbers (N(O VI) = 1013.5−14.0 and
1014.0−14.5 cm−2). The T08 data is compared to the S/N = 10 sight lines of the
d32n256vzw150-bturb simulation, showing nearly perfect agreement in the lower
bin (top) and adequate agreement in the upper bin (bottom). The high aligned
absorber fractions are an indication of photo-ionized O VI.
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There are fewer aligned absorbers in the data for the higher column density bin

(N(O VI) = 1014.0−14.5 cm−2), but this is not a statistically significant difference

since the observed sample has only 14 absorbers.

Misaligned absorbers are an important population, being a signature of col-

lisionally ionized O VI as we discuss in §4.5.3. Our discussion in that section

suggests strong absorbers have a greater chance of being collisionally ionized;

however we argue in the following subsections that the high number of aligned

absorbers in both the data and simulations is a strong indication of photo-ionized

O VI.

4.4.3.1 Density and Temperature

While we have argued that the vast majority of O VI absorbers are aligned at

some level (e.g. Thom & Chen, 2008a), do such aligned absorbers trace the same

underlying gas? To answer this we plot the H I and O VI-weighted densities and

temperatures for well-aligned absorbers against each other in Figure 4.9. H I and

O VI trace the same density gas below nH ≈ 10−4.5 cm−3, but above this the ab-

sorbers tend to become multi-phase in density. The declining ionization fraction

of photo-ionized O VI makes it a poor tracer of gas inside halos at overdensities

above a couple hundred. These rare instances are less represented in well-aligned

O VI absorbers due to the large peculiar velocities of various components. How-

ever, the spatial extent of regions at overdensities ∼ 1000 traced by strong H I is

small (< 100 kpc), and gas at lower overdensities tracing strong O VI absorption

is often close by and therefore appears aligned.

The weighted temperatures show significantly less alignment, and reveal

something that may be counter-intuitive – metal-enriched gas is cooler than un-

enriched gas. It is counter-intuitive in the sense that to reach the IGM via super-

wind feedback, gas is driven at high velocities and therefore must shock heat.
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Figure 4.9: The multi-phase nature of well-aligned absorbers is shown by plot-
ting H I and O VI-weighted temperatures and densities against each other (left &
right panels respectively) from 30 sight lines. The column density of absorbers
are indicated by both the size and color of the error bar with N(H I) in the x di-
rection and N(O VI) in the y direction. Densities diverge above nh = 10−4.5 cm−3

where O VI more often traces gas outside halos while H I traces gas within. The
dashed line indicates the relation we use between the two densities. Temper-
atures are generally cooler for metal-enriched gas indicating metal-line cooling
plays an important factor in gas, which indicates an inhomogeneous distribution
of metals.
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However, stronger metal-line cooling outweighs this by low-z. The H I tempera-

tures span a wider range, just falling short of the T = 105 K limit, which enters

the realm of BLAs (b(H I) = 40 km s−1). The two temperatures show that even in

aligned absorbers at similar densities, O VI and H I are not tracing the same gas.

Again, we suggest that O VI is arising from a clumpy distribution that picks out

enriched regions of the more smoothly varying Lyα forest as is well illustrated in

Figure 4.2.

Curiously, two absorbers have much lower H I densities than O VI densities

in Figure 4.9. These two same absorbers also have predominantly collisionally

ionized O VI. These are rare cases of chance alignments where cooler H I falling

in from a filament happens to align with O VI in CIE in a galactic halo. Evidently,

peculiar velocities can create some interesting coincidences.

4.4.3.2 Absorber Size

Before introducing ionization models predicting line ratios, we must consider

the H I-weighted absorber size, which is different than l(O VI). We show the

H I-weighted density for all H I absorbers, even those without O VI, in the top

panel of Figure 4.10. A fit to the median of these absorbers between N(H I) =

1012.0−14.5 cm−2 gives the relation

log[nH ( cm−3)] = −15.68 + 0.75 log[N(H I)] (4.12)

at 〈z〉 = 0.25, and well describes the lower density boundary of H I absorbers

over 7 orders of magnitude. This relationship is also derived by Davé et al. (1999),

finding log(nH) = −15.13+0.7 log[N(H I)] at z = 0.25, and analytically by Schaye

(2001) by assuming the characteristic size of an absorber is well-described by the

IGM Jeans length4, log(nH) = −14.68 + 2/3 log[N(H I)]. We find similar values as
4We use the z = 0.25 hydrogen photo-ionization from the Haardt & Madau (2001) quasar-

dominated background where Γ12 = Γ(s−1/10−12) = 0.0613.
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these two other relations with an overall steeper dependence. The upward scatter

in the top panel of Figure 4.10 are the absorbers likely to be part of complex H I

systems; this same scatter is seen by Davé & Tripp (2001). The well-aligned ab-

sorbers plotted in the bottom of Figure 4.10 are consistent with equation 4.12 (red

line), showing that they generally are not a biased population of H I absorbers,

except that stronger H I is more likely to have aligned O VI5.

We take Equation 4.12 as the relation between N(H I) − nH for all aligned

absorbers, despite the scatter, and use the H I fraction for gas at T = 104.3 K

photo-ionized by a quasar-dominated ionization background, log[f(H I)] = 0.69+

0.996 log(nH), to get the neutral hydrogen column density relationship:

log[N(H) ( cm−2)] = 20.17 + 0.34 log(nH). (4.13)

Dividing N(H) by nH yields the absorber length,

log[l(H I) (cm)] = 20.17 − 0.66 log(nH). (4.14)

We plot l(H I), using the assumption that nH(O VI) = nH(H I) as an orange dash-

dot line in Figure 4.7 to contrast with the O VI-derived absorber size, 50− 100 kpc

at N(O VI) < 1014.5 cm−2. Below N(O VI) = 1014.0 cm−2, it seems fair to assume

the same densities since nH < 10−4.5 cm−3, and the resulting O VI absorber lengths

fit within the H I absorber lengths. Above 1014.0 cm−2, l(H I) becomes lower than

l(O VI) for several reasons. First and perhaps most important, the densities where

the two species arise diverge above nH = 10−4.5 cm−3, with O VI arising from

lower density gas distributed over larger lengths. Second, stronger absorbers are

less likely to be aligned due to larger peculiar velocities, making this comparison

less meaningful. Third, strong absorbers are more likely to have metals at CIE

temperatures, raising the ionization fraction and lowering l(O VI). Finally, the
5See the end of §4.5.2 for the predicted fraction of H I absorbers with O VI.
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Figure 4.10: The H I column density is related to nH over 7 decades as shown by
the fit to the median density between N(H I) = 1012.0−14.5 cm−2. H I absorbers
aligned with O VI follow this relation as well, however in both cases scatter exists
as weak absorbers sometimes trace high densities in complex systems. The nH −
N(H I) relation is used to determine the H I-derived absorber size.
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successive scatter in each step above to get l(H I) adds up when considering the

spread in temperatures.

As an interesting aside, we investigate the “N(H) conspiracy” for low-z metal

line systems presented by Prochaska et al. (2004). They find six O VI absorbers in

the PKS 0405-123 spectrum averaging N(H) = 1018.7 cm−2 with a scatter of only

0.3 dex. In fact, this is straightforwardly understood in the context of our photo-

ionized model for O VI absorbers. The N(H) conspiracy comes about because

O VI arises mostly from photo-ionized overdensities (∼ 10 − 200 at z = 0.25),

which leads to a similarly small range, N(H) = 1018.32−18.75 cm−2 (using eq. 4.13),

in our model. The Prochaska et al. (2004) sample is small enough that it remains

uncertain whether our average N(H), which is 30% lower, is a statistically sig-

nificant difference. N(H) column densities below 1018.5 cm−2 generally indicate

photo-ionized absorbers according to Richter et al. (2006).

A common method to estimate oxygen metallicities of aligned absorbers from

observations is

ZO =
N(O VI)

N(H I)
× f(H I)

f(O VI)
× mO

mH
× fH. (4.15)

Unfortunately, this may significantly mis-estimate the true metallicity. To illus-

trate this, we plot this “observed metallicity” as the orange dash-dotted line in the

central panel of Figure 4.7. At small column densities, the metallicity is underes-

timated by a factor of two or so, while at high column densities it overestimates

the actual metallicity.

In summary, the H I properties of well-aligned O VI absorbers are fairly sim-

ilar to general H I absorber properties. H I and O VI absorber sizes can be sub-

stantially different in stronger absorbers, because even aligned H I and O VI arise

in different phases of gas. Finally, N(H) remaining relatively invariant over a

large range of N(O VI) is expected if well-aligned absorbers arise from typical H I
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absorbers.

4.4.3.3 Ionization Models

Having the length scale of aligned absorbers, along with densities and temper-

atures, we now have everything necessary to fit ionization models to line ratio

observations. This is portrayed in Figure 4.11 using the N(H I) − N(O VI) multi-

phase plane considered by Danforth & Shull (2005) and T08. Note that these

authors plot N(H I) versus N(H I)/N(O VI); we prefer to plot the column densi-

ties against each other directly and not the ratio, because it is simpler and makes

trends clearer. Small points represent simulated aligned absorbers. We plot col-

ored lines for various two-temperature, multi-phase models where oxygen is ei-

ther photo-ionized (T (O VI) = 104.2 K) or in CIE (T (O VI) = 105.45 K), and H I is

one of several different temperatures. Our models use the z = 0.25 metallicity-

density relation (Equation 4.9) shown on top (dashed lines), but we also consider

metallicities 5×Z̄ (solid lines) as more relevant given the O VI absorber metallici-

ties from §4.4.1. It is difficult to create photo-ionized O VI absorbers with column

densities much greater than 1014 cm−2 using the 5×Z̄ relation, because f(O VI)

declines as N(H I) rises creating a maximum in N(O VI).

The CIE models (orange, red, & magenta) follow the behavior highlighted

by Danforth & Shull (2005) where the N(O VI) is independent of N(H I), which

sweeps across a broad swath of this plot depending on T (H I). Such models

do not exclude the T08 well-aligned absorbers (δv ≤ 8 km s−1 separation, blue

squares) from a CIE origin if absorber metallicities range between ∼ 1 − 10Z̄.

The photo-ionized models with two choices of T (H I) (cyan and green) bracket

the majority of H I-derived temperatures in Figure 4.9, and also can explain most,

but not all, of the T08 absorbers. Lastly, we introduce a multi-density model as-

suming T = 104.2 K (purple) for densities above nH = 10−4.5 cm−3 where we
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Figure 4.11: The N(H I) − N(O VI) plane shows the aligned absorbers from our
high-quality lines of sight (black points, T (O VI) < 105 K; red points, T (O VI) ≥
105 K) along with absorbers observed by T08 (open blue squares). Several ion-
ization models (colored lines) are shown using either the metallicity-density re-
lationship, Z̄, in our z = 0.25 d32n256vzw150 simulation (dashed lines) or 5×Z̄
(solid lines) since metals in O VI absorbers appear to be significantly above the
cosmic average. The top panel shows this relationship translated to N(H I) us-
ing Equation 4.12 and the relation nH = 3.63 × 10−7ρ/ρ̄ cm−3, which applies
at z = 0.25. Collisionally ionized O VI (T (O VI) = 105.45 K) aligned with H I at
various temperatures (orange, red, & magenta) can explain most absorbers, but
the absorbers are vastly photo-ionized and better explained by cyan and green
ionization models (T (O VI) = 104.2 K). The purple ionization models are multi-
density with O VI arising from lower densities than H I when nH ≥ 10−4.5 cm−3.
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assume different absorber lengths for O VI and H I by plugging in the divergent

density relationship from Figure 4.9 (dashed line) into Equation 4.14. This results

in longer absorber pathlengths for O VI than H I. Unless otherwise noted, we

assume aligned absorbers are described by photo-ionization.

We compare the number densities of O VI systems to aligned T08 absorbers

in three bins denoted by the vertical gray lines in Figure 4.9– N(H I) < 1013.4,

1013.4−15.0, and > 1015.0−17.0 cm−2, and we overlay our high quality sample of 70

lines of sight (black dots, T (O VI) < 105 K; red dots, T (O VI) ≥ 105 K). Our sample

covers ∆z = 35 with ∼ 90% completeness at N(O VI) = 1013.0 cm−2. We directly

compare with the T08 dataset only for absorbers of at least intermediate strength,

for which they have ∆z = 2.62 (their effective pathlength at EW = 30mÅ).

Beginning with the strongest H I bin first, T08 find 5 such absorbers (1.9 ∆z−1)

compared to our 30 (0.86 ∆z−1), which is notably more frequent but agrees within

statistical limits. These absorbers correspond to gas in and around halos, and

rarely fall below N(O VI) = 1013.7 cm−2 in either set. Three of T08’s absorbers

and many of our absorbers are above the solid T (H I) = 104.2 K photo-ionized

model (cyan) which seemingly rules out photo-ionization, because much higher

metallicities are required. We suggest that these absorbers are best described by

the multi-density photo-ionized model (purple), with O VI arising from longer

absorbers outside a halo, while H I traces denser halo gas. If the higher observed

frequency of strong absorbers holds up in a larger sample, a scenario where H I

self-shields in dense regions may be required to boost N(H I) and generate more

strong aligned absorbers.

It is significant that few of our simulated absorbers and none of T08’s cor-

respond to values near Z̄ in the single-phase or multi-density models (cyan &

purple dashed lines) above N(H I) = 1015 cm−2, although these should be de-
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tectable in the data; this behavior also exists in the Thom & Chen (2008a) dataset.

The H I often traces halo gas while the photo-ionized O VI arises from a longer

pathlength of gas at δ ∼ 100, increasing the chance of intersecting with a clump

of metals well above Z̄. Only 35% of our strong H I absorbers have well-aligned

O VI, but 89% of them have O VI within 80 km s−1 (see the end of §4.5.2 for more

statistics). Our interpretation is there is almost always O VI with strong H I, but

the O VI is much more extended and peculiar velocities dominate, resulting in

well-aligned strong H I absorbers often being chance alignments.

We find a vast majority of aligned absorbers in the intermediate bin (9.9 ∆z−1),

slightly more than T08 (7.3 ∆z−1). Most of our absorbers including those down to

our detection limit fall between 1 − 10Z̄, which should happen according to our

photo-ionized O VI model. These absorbers tracing δ = 10 − 100 are more likely

to be associated with hotter H I, for which the T (H I) = 104.7 K photo-ionized

model may be more relevant. This model encompasses a cluster of T08 absorbers

with N(H I) ≈ 1013.6 cm−2, but few of our absorbers appear in the same location

suggesting something more is needed to reduce H I. Sub-Z̄ absorbers should the-

oretically exist in this bin, although it is rare for metallicities traced by O VI to fall

below Z̄. Part of this discrepancy may be explained by smaller l(O VI) (∼ 50 kpc)

aligned with greater l(H I) (∼ 100 kpc), underestimating the true metallicity. COS

should help confirm or exclude the presence of low-metallicity O VI absorbers.

The lowest strength aligned absorbers show the least agreement between the

T08 dataset (3.1 ∆z−1) and our simulation (0.4 ∆z−1). Our aligned absorbers in

this region are more likely to be one of a handful of very rare weak collisionally

ionized absorbers usually part of complex systems tracing higher overdensities

than indicated by the density relation at the top. Four of 7 T08 weak aligned

absorbers are in simple systems, and bear a resemblance to their proximate ab-
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sorbers with N(H I) < 1013.0 cm−2. We do not have such absorbers with weak

H I in our sample, and agree with the conclusion of T08 that such absorbers are

likely being irradiated by nearby AGN. To our surprise, the more intense ibkgd-

Q2 model does not show a statistical increase of such absorbers, because O VI

absorbers are reduced in number too. Our guess would be that the ionizing back-

ground at 1 Rydberg with a shorter mean free path is more intense for these ab-

sorbers, while at 8.4 Rydberg ionizing intensity with much less opacity is more

uniform. This will result in only N(H I) declining, moving aligned absorbers

leftward in Figure 4.11 from the intermediate to lower H I bin. Irradiation by

star-forming galaxies, which affects only the H I, is another possibility, but seems

unlikely to impact O VI absorbers tracing filaments at δ ∼ 10 − 30. The more

intense background at 1 Rydberg may also help explain the excess T08 aligned

absorbers at N(H I) ≈ 1013.6 cm−2 by reducing the neutral fraction of slightly

stronger absorbers in the central bin.

Considering strong O VI absorbers (N(O VI) ≥ 1014.5 cm−2) with aligned H I,

we find 25 (0.7 ∆z−1) while T08 finds none. These absorbers are predominantly

photo-ionized, but excluded by the corresponding models, because the metal-

licity would have to be at minimum 15Z̄, which rarely occurs. Most of these

absorbers fall off the N(H I)−nH relation from Equation 4.12 indicating they they

are part of a complex system with significant peculiar velocities, and possibly

chance alignments. Finding no such absorbers in the data, we may be overesti-

mating the O VI columns of such strong absorbers as we discuss in §4.5.3.

To summarize, an in-depth examination on the N(H I)−N(O VI) plane shows

we can explain some trends in the data with our photo-ionized multi-phase ex-

planation, most importantly that O VI appears to rise gradually with increasing

H I (cf. Figure 1 of Danforth & Shull, 2005). Our absorbers however appear more
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clustered at N(H I) = 1013.5−14.5 cm−2 compared with the T08 dataset, and we

believe a varying ionization background near 1 Rydberg is the best way to dis-

tribute over a wider range of H I column density. We encourage the use of COS to

greatly expand the aligned H I −O VI weak absorber statistics, as these are one of

the most straight-forward and effective ways to constrain ionization conditions

of metals.

4.4.4 Turbulence in the IGM

By forwarding the d32n256vzw150-bturb model, we are claiming that there is

some form of turbulence in the low-z IGM well below the resolution of our sim-

ulation responsible for broad O VI lines. We arrive at this claim by exploring ev-

ery other broadening mechanism (spatial, temperature, and instrumental), and

finally settling on sub-SPH motions as the most likely explanation. By turbu-

lence we mean a blanket term covering also velocity shear, bulk motions, shock

disturbances, and other random motions unresolvable in our simulations. Our

main point is that such motions can dominate the line profiles for low-z O VI

absorbers, because these lines are often associated with outflows stirring up the

IGM. We begin this section by showing that examples of turbulence in the IGM

and halo gas are common, and then using some simple physical relations from

Kolmogorov (1941) turbulence to justify (at least somewhat) the addition of sub-

SPH turbulence.

Turbulence or some other non-thermal broadening is commonly invoked to

explain O VI line widths in the IGM (e.g. Danforth et al., 2006). Aligned H I−O VI

absorbers allow a constraint on how much of a b-parameter is thermal and non-

thermal. Both T08 and Thom & Chen (2008b) agree that such systems almost

always have T < 105 K, with non-thermal broadening significant if not dominant.

Even in our models without turbulence, the same exercise reveals a significant
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non-thermal broadening, a finding also confirmed in the simulations of Richter et

al. (2006). However, such alignments do not necessarily imply turbulent motions,

and instead may only indicate that metal absorbers arise from different gas than

H I.

A more relevant measurement may be aligned H I −He II components, which

do not rely on the metal distribution, and have been shown by Zheng et al. (2004)

to indicate the IGM is dominated by turbulence at z = 2 − 3. Fechner & Reimers

(2007) downplay the amount of turbulence in the IGM, finding that only 45% of

such aligned components favor turbulent broadening. Our invocation of turbu-

lence requires the association with outflows and metals; therefore we disfavor

turbulence in the low-density, diffuse IGM, which is likely unenriched. Further-

more, Davé & Tripp (2001) show that the low-z Lyα forest is well described by

thermal line widths alone; we reaffirm this point by showing in §4.3.1 how little

H I observables are affected by our addition of turbulence.

A more direct way to measure turbulence is to look for velocity differences

on the smallest scales possible, as Rauch et al. (2001) did in lensed quasars. By

observing adjacent C IV profiles in paired lines of sights, they find δv ∼ 5 km s−1

on scales of 300 pc at 〈z〉 ∼ 2.7. They apply the Kolmogorov steady-state as-

sumption whereby kinetic energy, 1
2
〈v2

KE〉, injected at a rate ε0 cascades through

increasingly small eddies at ε ≈ ε0 until viscosity transforms this energy to heat.

The dimensionless nature of Kolmogorov turbulence allows the application of a

simple scaling between size, l, and rms velocity, vrms, such that v̄2
rms ≈ (εl)2/3.

Therefore, similar to Rauch et al. (2001), we use the energy transfer rate ε ≈ v3
rms/l

to parametrize turbulence. For O VI absorbers we assume v̄rms ∼ bturb and the

transverse l ∼ l(O VI), such that

ε ∼ b3
turb

l(O VI)
. (4.16)
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This application of transverse δv’s to b-parameters makes more sense for O VI,

because O VI has been shown to be distributed on scales much larger than a kpc

whereas lower ionization species (e.g. C IV, C III, Si IV) show sub-kpc structure

indicating small cloudlets (Lopez et al., 2007). Therefore, a single broad O VI

profile may comprise many small metal-enriched cloudlets traced by low ioniza-

tion species of the sort suggested by Simcoe et al. (2006) and Schaye et al. (2007).

In this scenario O VI traces more extended metals at lower densities where tur-

bulence on scales of 50-100 kpc dominates the line width, while small, dense

cloudlets traced by low ionization species, possibly in sub-kpc clouds, show less

broadening due to the Kolmogorov scaling. The result is the type of low-z system

commonly observed, where low ionization species have multiple thinner profiles

along with one large broad O VI profile (e.g. Thom & Chen, 2008b), which we

suggest may be primarily photo-ionized. This is only a hypothesis, and should

be tested in galactic-resolution simulations where turbulence and the formation

of dense clumps can be better resolved.

Rauch et al. (2001) calculates ε ∼ 10−3 cm2s−3 for high-z C IV absorbers, and

uses the dissipation timescale,

τdiss ∼
< v2

KE >

2ε
(4.17)

to find that the turbulence should dissipate in ≈ 108 yrs. The average velocity of

the kinetic energy input, 〈vKE〉, is speculated to arise from some sort of galactic-

scale feedback. This short timescale, along with C IV arising from overdensities

enriched recently by SF galaxies (OD06), indicates a more violent environment

than the overdensities O VI absorbers trace at low-z; therefore we consider this

energy transfer rate an upper limit for low-z O VI. We calculate and plot ε as a

function of N(O VI) in the central panel of Figure 4.12 for both the photo-ionized

and CIE cases by assuming bturb from the top panel and l(O VI) from the bottom
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panel of Figure 4.7.

If we use photo-ionized absorber lengths below 1014.5 cm−2 (l(O VI) ∼ 50−100

kpc), we find energy transfer rates at most ∼ 2.5 × 10−4 cm2s−3 dropping rapidly

at lower N(O VI). l(O VI) grows rapidly above 1014.5 cm−2 for photo-ionized ab-

sorbers reducing ε, but the absorber length from O VI in CIE compresses such

absorbers to be � 100 kpc, so that these absorbers (often tracing halo gas) are

able to fit within a halo. ε grows to match the Rauch et al. (2001) value for the

strongest O VI absorbers. Such absorbers we will argue in §4.5.3, may be analo-

gous to the O VI absorbers associated with the MW halo and thick disk, which

must be collisionally ionized (Sembach et al., 2003; Fox et al., 2004). Consider-

ing the thick disk absorbers with 60 km s−1 corresponding to a structure on at

most several kpc (Savage et al., 2003), we subtract off the temperature broadening

(17.7 km s−1 at T = 105.45 K), the instrumental broadening (∼ 20 km s−1 for FUSE),

and safely assume no spatial broadening to arrive at bturb ∼ 54 km s−1. If we as-

sume pure Kolmogorov turbulence and l(O VI) = 3 kpc, we find a much higher

transfer rate, 1.7 × 10−2 cm2s−3. Similar size assumptions for the Sembach et al.

(2003) absorbers, which are more difficult to estimate due to their less constrained

distance, give bturb ∼ 30 km s−1 and ε = 3 × 10−3 cm2s−3. These values are higher

than in the IGM at z > 2 and within MW molecular clouds, ε ∼ 4 × 10−4 cm2s−3

(Larson, 1981), although more similar to H II regions ε ∼ 2.5 × 10−2 cm2s−3 for a

100 pc-sized region (O’Dell, 1991). The latter do not show a Kolmogorov spec-

trum, but may be more related to outflows driven by supernovae, which may

include IVCs and HVCs in the MW halo. The key point is that the turbulence we

invoke for most O VI systems is a small fraction of the energy transfer rate seen

at high-z, and often much less than the turbulence associated with SF-disturbed

environments within our Galaxy.
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Figure 4.12: The b-parameters from the d32n256vzw150-bturb model are plotted
as data points with 1 σ dispersions. bobs is a linear fit to the T08 b(O VI)−N(O VI)
relation, and bnoturb is the fit to the d32n256vzw150 model. From these fits, the
relation for bturb is calculated in Equation 4.5. If we consider the photo-ionized
and collisionally ionized absorber sizes in the bottom panel of Figure 4.7, we can
calculate the energy dissipation rate ε (center panel), which indicates lower rates
than observed at high-z by Rauch et al. (2001) for photo-ionized absorbers tracing
the diffuse IGM. The median ages are plotted (bottom panel) to show that more
turbulence may be associated with metals ejected more recently.
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Do our absorbers follow a Kolmogorov spectrum? We can make a crude esti-

mate by calculating bturb from Equation 4.3 using the non-turbulent b-parameters

of the two resolutions mentioned in §4.3.2.6, bnoturb for the d32n256hzw075 and

d16n256hzw075 simulations, and bobs from the T08 observations (34.8 km s−1 for

strong absorbers). If the Kolmogorov turbulent spectrum applies in our simu-

lations, then bturb should be reduced by 1
2

1/3 ∼ 0.8 when halving the resolved

length scales according to Equation 4.16 if ε is constant. The strong absorbers

yield bturb = 28.6 and 25.5 km s−1 for the low and high resolution simulations

respectively. A Kolmogorov scale would predict 22.7 km s−1 when doubling the

spatial resolution, suggesting that perhaps more of the turbulence resides at small

scales. Therefore, either turbulence begins at smaller scales with a larger ε or it

does not follow a Kolmogorov spectrum at all. If a Kolmogorov spectrum did

apply all the way up to ∼ 100 kpc, then is it realistic to have eddies on this scale

in the IGM? It is not unreasonable to think so, but a definitive answer requires

much more understanding of how outflows stir up the IGM.

Why would turbulence decline toward lower overdensity? For this, we con-

sider the ages of individual SPH particles defined by the last time they were

launched in a wind, and find the average age of an absorber, analogous to how we

determine O VI-weighted physical quantities (equation 4.7). Plotting the median

age of O VI absorbers with 1 σ dispersions (bottom panel of Figure 4.12) shows

younger absorbers have higher column densities, which in turn have more turbu-

lent broadening in our model. The average age of metals in a 1013.0 cm−2 is about

6 Gyr while for a 1014.5 cm−2, the age is 2 Gyr. Note that this is an average age, and

higher column density absorbers may be composed of a number of SPH particles

with a range of ages, a significant fraction of which are below 1 Gyr. Our model

is therefore consistent with the idea that turbulence is injected by outflows, and
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then dissipated at a rate comparable to or faster than ∼ 1/τHubble.

Finally, we stress the need for high-resolution simulations to trace the feed-

back moving from a galactic environment to the IGM. The recent simulations

of Fujita et al. (2008) track the formation of shell fragments by Rayleigh-Taylor

instability thought to be responsible for Na I absorption tracing wind feedback

around SF galaxies (e.g. Martin, 2005a). The differential velocities produce Na I

line widths of 320 ± 120 km s−1, which we would describe ascribe as turbulent

broadening using our broad definition. We hypothesize that the hot medium

driving the shell fragments that escape into the IGM evolve into the low den-

sity metals traced by O VI with denser cloudlets traced by low ionization species

(e.g. C II, C III, & Si II). Extending such simulations to follow winds into the IGM

under an ionizing background should help show how turbulence affects the line

profiles of various species.

To summarize, “painting on” turbulence post-simulation should rightfully be

considered controversial. However, it also likely to be unrealistic that gas on 20-

100 kpc scales driven by galactic outflows has no internal motions on smaller

scales. The energy dissipation rate of the required turbulence at low-z is just

a fraction of that observed for high-z C IV, which traces more recent SF activ-

ity. Our discussion here emphasizes that IGM metal-line absorption profiles can

be dominated by small-scale velocities, analogous to the line profiles of Galactic

H II regions, molecular clouds, IVCs, and HVCs. In fact, the diffuse Lyα forest

may be a rare instance of something relatively unaffected by turbulent veloci-

ties. Resolution appears to resolve better some of the small scale velocities in

the very strongest absorbers, but if the d16n256hzw075 simulation is any guide,

the amount of resolution needed to accurately model such small-scale motions is

likely much higher. Lastly, we have added turbulence as a function of density,
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which is only a first-order approximation for the more relevant properties of en-

vironment and ages of metals; an interesting future study would be to see how

exactly turbulence originates and what parameters best describe it.

4.5 Origin and Environment of O VI

The primarily photo-ionized nature for O VI absorbers suggests this ion traces

metals in the warm diffuse IGM. We consider here the origin of various absorbers

by determining when their metals were last injected by winds. The age-density

anti-correlation briefly alluded to in the previous section naturally segues into a

discussion of environment, where we consider an absorber’s relation to galax-

ies responsible for enriching the IGM. We save an in-depth discussion of colli-

sionally ionized O VI at the end, as it appears primarily within halos of ∼ M ∗

galaxies, and we suggest is analogous to O VI associated with the MW galactic

halo. Finally, we show simulated COS observations of O VI absorption systems,

demonstrating how such observations can provide insights about environment

and the evolutionary state of the gas.

To study absorber origin and environment, we have modified our specexbin

spectral generation code to assign the baryonic mass (Mgal) and distance (rgal) to

the galaxy identified via Spline Kernel Interpolative Denmax 6 with the greatest

dynamical influence for each SPH particle. Note that the d32n256vzw150 simu-

lation resolves galaxies down to ≈ 109 M�. We define a neighboring galaxy to each

SPH particle as the one with the smallest fractional virial distance to the particle

(i.e. the minimum rgal/rvir, where rvir ∝ M
1/3
gal ). specexbin tracks age as well

as the originating galaxy mass and launch vwind for enriched outflow particles,

but we limit ourselves to considering an absorber’s age only, saving an in-depth
6SKID; http://www-hpcc.astro.washington.edu/tools/skid.html
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Figure 4.13: O VI absorbers from the high-quality d32n256vzw150-bturb sample
are plotted in four phase space planes considering two physical parameters (O VI-
weighted density and temperature), the age of gas tracing O VI absorbers (i.e. the
time since the wind launch), and the mass of the neighboring galaxy (i.e. the
galaxy with the least fractional virial distance). Logarithmic contours at 0.5 dex
steps in the ρ − T phase space correspond to the metallicity-weighted density
(lighter contours are less). O VI photo-ionized absorbers trace metals up to an
overdensity of 300 where f(O VI) drops, and O VI at higher density must be col-
lisionally ionized. Few of these latter absorbers are found, because metals have a
“zone of avoidance,” here due to efficient metal-line cooling through this region.
Absorbers can be followed around the four panels by eye to see how these param-
eters are related for various O VI strengths. A density-age anti-correlation exists
with O VI in CIE associated with recent activity, often in close proximity with M ∗

galaxies. Absorbers below N(O VI) = 1014 cm−2 do not correlate generally with
environment showing little dependence on the neighboring Mgal. Such absorbers
trace photo-ionized metals released in winds often at z > 1. Black histograms
show the relative ΣN(O VI) excluding absorbers N(O VI) > 1015 cm−2, while red
histograms include all absorbers. Less than 10% of ΣN(O VI) is collisionally ion-
ized.



250

analysis of the originating galaxies of absorbers for future work. The neighbor-

ing Mgal and rgal we refer to here often have no relation to that of the particle’s

originating galaxy, especially considering the processes in galaxy evolution and

structural formation have altered the environments of O VI absorbers, which of-

ten trace metals released into the IGM at a much earlier time. Unlike the normal

version of specexbin, we only use one snapshot at z = 0.25 over the range of

z = 0.5 → 0, although the varying ionization fields and Hubble expansions are

applied from the redshift along the line of sight; this explains why ages never go

above 10 Gyr.

We plot O VI-weighted densities, temperatures, ages, and neighboring galaxy

masses at absorber line centers in Figure 4.13 at z < 0.5 in 30 high-quality lines

of sight from our d32n256vzw150-bturb model. The ρ − T phase space panel

(top left) reiterates our finding that most O VI absorbers are photo-ionized near

T = 104 K with an easily noticeable density-N(O VI) correlation. The over-plotted

logarithmic metallicity-weighted contours show low-z metals have either cooled

to T ∼ 104 K, where O VI is an ideal tracer of these diffuse IGM metals, or are

much hotter, T ∼> 106 K, where cooling times are long. In between is the metal

“zone of avoidance” where the rare O VI CIE absorber, often quite strong, traces

rapidly cooling halo gas. We provide an in-depth analysis of this region in §4.5.3.

4.5.1 Ages of O VI Absorbers

The ages of O VI absorbers in the bottom left panel of Figure 4.13 generally anti-

correlate with density. Absorbers below N(O VI) = 1014 cm−2 (more often in sim-

ple systems) usually correspond to metals in filaments often injected during the

high-z epoch of intense cosmic star formation. Strong absorbers trace metals on

the outskirts of halos injected at z < 1, while absorbers over N(O VI) = 1015 cm−2

trace metals cycling in halo fountains within the virial radius as described by
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OD08 on timescales ≤ 2 Gyr. Histograms of
∑

N(O VI) are drawn for each prop-

erty including (red) and excluding (black) N(O VI) ≥ 1015 cm−2 for absorbers

from 70 lines of sight; we focus on the black histograms for now, representing

the vast majority of systems. A median age of 3 Gyrs is found with a spread of

1 dex. Interestingly C IV at z = 2 shows a similar age spread and median (∼ 1

Gyr) in terms of a fraction of a Hubble time (Oppenheimer et al., 2007), which is

not surprising considering that C IV at this redshift traces similar overdensities as

low-z O VI (e.g. Simcoe et al. 2004; OD06).

The trend of increasing age with decreasing overdensity of metals results from

the outside-in pattern of IGM enrichment. OD08 show that winds launched at

z = 6 → 0.5 all travel similar distances (60-100 proper kpc), thereby allowing a

galaxy to enrich a larger comoving volume at early times. The increasing mass-

metallicity relationship of galaxies as the Universe evolves (cf. Erb et al., 2006;

Tremonti et al., 2004) naturally results in a metallicity-density IGM gradient as

later galaxies enrich gas at higher overdensities filling less comoving volume

with more metal-rich gas. Therefore the outer regions traced by the weakest O VI

absorbers are tracing the earliest epochs of IGM enrichment while remaining rel-

atively unaffected by later enrichment. O VI is by far the best UV transition able

to trace such regions due to its strong oscillator strength, oxygen being the most

copious metal, and its highly ionized state ideal for tracing low densities where

there are many ionizing photons per ion7. Conversely, the overdense inner re-

gions trace gas recycled multiply in winds often not escaping from galactic halos,

as described in OD08. These regions are relatively rare in a volume-averaged
7It would be fascinating to see if nucleosynthetic yields indicating enrichment by low-

metallicity or even Pop III stars are associated with weaker O VI lines, although this would be
difficult as no other species has a similar transition in the UV. High-S/N observations of aligned
C IV using COS could possibly probe similar low overdensities with the trend of derived [O/C]
with column density possibly indicating evolving nucleosynthetic yields.
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measurement as an absorption line spectrum, but may harbor the strongest lines

with O VI in CIE.

4.5.2 Galaxy Environments of O VI Absorbers

The strong correlation between density and N(O VI) suggests a possible corre-

lation between Mgal and N(O VI), considering that we find more overdense en-

vironments associated with more massive galaxies at low-z in our simulations

(OD08), as observed. The right panels of Figure 4.13 do show such a trend, but

only very weakly; there is a large range of absorber strengths for a given Mgal.

This is most easily noticed as the large area covered by O VI absorbers in the

Mgal-age space.

Another key variable we need to consider is distance from a neighboring

galaxy, which we plot as a multiple of the virial radius, rgal/rvir, in Figure

4.14. Most O VI absorbers in the observed range reside many virial radii from

the neighboring galaxy, suggesting they are dynamically unassociated with this

galaxy. Histograms along the side for each column density bin indicate weaker

absorbers lie at a greater virial distance from the nearest galaxy, which is on av-

erage less massive. The median galaxy mass associated with O VI absorbers is

Mgal ∼ 1010 M� ∼ 0.1M∗. These same absorbers are among the oldest, sug-

gesting merely incidental association with their present day neighboring galaxy.

The absorbers at N(O VI) < 1014 cm−2 associated with Mgal > 1011 M� are simi-

larly incidental. Ganguly et al. (2008) finds a similar association of their weaker

absorbers (EW < 50 mÅ) with ∼ 0.1L∗ galaxies in the Cen & Fang (2006) simula-

tion.

Our simulation results here are worth comparing to observations, however

we note that we consider only galaxy masses, not luminosities, and our detec-

tion limits are complete down to Mgal = 109 M�, or ∼ 0.01M ∗, which is better
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Figure 4.14: The distance to the neighboring galaxy, shown as a multiple of the
virial radius, is plotted against that galaxy mass for all O VI absorbers. The color
and size key for O VI column density in Figure 4.13 applies here. Dashed lines
show the physical distance assuming z = 0.25, and the colored histograms corre-
spond to the number of absorbers in each O VI column density bin. Stronger O VI
absorber are more likely to be dynamically associated with more massive galax-
ies, with the strong absorbers almost always within 2 rvir. The range of physical
distances seem similar to observed impact parameters.
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than any survey currently obtains, except very locally. Surveys by Prochaska

et al. (2006) and Cooksey et al. (2008) of the galaxy-absorber connection find a

large variety of environments for O VI absorbers, which could possibly support

our claim that absorbers in the observed range are usually not directly associ-

ated with their neighboring galaxy. The majority of our absorbers are between

100-300 kpc from their nearest galactic neighbor, which compares favorably with

observations finding the nearest projected neighbor at ∼ 100−200 kpc away from

O VI (Tripp et al., 2001; Tumlinson et al., 2005; Tripp et al., 2006), and the median

distances of 200-270 kpc from 0.1 M ∗ galaxies derived by Stocke et al. (2006).

Stocke et al. (2006) stresses the need for deeper surveys below 0.1L∗ to find the

galaxies responsible for the bulk of the IGM enrichment at low-z. Indeed, 55%

of our intermediate absorbers neighbor < 0.1M ∗ galaxies, which is even more

impressive considering our neighbor weighting scheme favors association with

more massive galaxies. However, the ages of such absorbers are almost always

greater than 2 Gyr, often much more, indicating that such association is perhaps

incidental. The scenario may be related to C IV absorbers at z ∼ 2−3 showing the

same clustering at several comoving Mpc as Lyman-break galaxies (Adelberger et

al., 2003, 2005), while Porciani & Madau (2005) find that this clustering arises even

if the metals C IV traces were injected at very high-z. The same scenario appears

to be in play for O VI absorbers, which often have little dynamical association

with their neighboring galaxy and instead are injected at a much earlier epoch.

If O VI is not linked to its immediate environment, then perhaps this can ex-

plain Prochaska et al. (2006) finding 6 H I metal-free systems with qualitatively

similar environmental characteristics as their 6 systems with O VI along the PKS

0405-123 sight line; the O VI does not care about the immediate surroundings and

therefore traces a wide range of environments. This supports the inhomogeneous
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nature of IGM metal enrichment, where O VI absorbers trace metals above the

mean metallicity. We also find a significant fraction of our H I absorbers without

aligned O VI.

As an aside, we plot the fraction of H I absorbers aligned with O VI as a func-

tion of column density at various δv separations in Figure 4.15, as long as O VI has

an equivalent width ≥ 30 mÅ. Note that unlike O VI aligned with H I considered

earlier, only one O VI component can be aligned with a single H I component. We

provide this plot as a prediction for comparison with current and future data.

N(H I) = 1014.4 cm−2 appears to be a threshold for finding many more aligned

O VI absorbers. At N(H I) = 1015−16 cm−2, O VI lies within 80 km s−1 80% of the

time, but the simulations suggest such absorbers are slightly less likely to be well-

aligned than the bin below it– a possible signature of O VI in CIE as we discuss

next.

4.5.3 Collisionally Ionized O VI

The most obvious difference between collisionally ionized (CI) and photo-ionized

(PI) O VI is environment. The few strong absorbers at CI temperatures in Fig-

ure 4.13 trace gas within or just outside halos of ∼ M ∗ galaxies undergoing rapid

metal-line cooling in the metal “zone of avoidance.” Their relatively young ages,

∼ 0.5 − 2 Gyr, indicate association with recent enrichment. The strongest O VI

absorber in PKS 1405-123 (N(O VI) = 1014.8 cm−2 at z = 0.1671) from Prochaska

et al. (2006) fits this description almost perfectly; the O VI appears to be CI, nearly

Z�, and lies 108 kpc from a 4.1 L∗ galaxy (i.e. < rvir), which shows evidence for

a burst of star formation ∼ 1 Gyr ago. While Prochaska et al. (2006) expresses

surprise no other galaxies lie near this absorber, we find this appropriate because

our similar simulated absorbers depend predominantly on the environment as-

sociated with the parent halo; this is a clear contrast with PI absorbers in the
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Figure 4.15: The alignment fraction of H I absorbers with O VI with at least
EW = 30 mÅ at various δvs using the d32n256vzw150-bturb model. Bins
from N(H I) = 1012.9−15.0 cm−2 are 0.3 dex wide with the last bin spanning
N(H I) = 1015.0−16.0 cm−2. Bins above N(H I) = 1014.4 cm−2 are much more likely
to be aligned with O VI at some level. The strongest H I absorbers are associated
80% of the time with O VI, but are less likely to be well-aligned, which we suggest
is a signature of O VI near or in halos more often collisionally ionized.
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diffuse IGM. We propose such CI O VI absorbers are primarily related to those

observed in IVCs and HVCs (e.g. Savage et al., 2003; Sembach et al., 2003; Fox

et al., 2006) associated with the MW halo or possibly the intragroup medium of

the Local Group. This is consistent with the idea that CI O VI is the interface

between a hot, tenuous halo medium at T ≥ 106 and pressure-confined dense

clumps of ∼ 5×106 M� proposed by Maller & Bullock (2004). The observed HVC

N(O VI) − b(O VI) trend is also consistent with the Heckman et al. (2002) relation

resulting from radiatively cooling flows of hot gases passing through the coronal

temperature regime, yielding CI O VI.

One problem is that our absorbers are too strong; we find 14 very strong ab-

sorbers (N(O VI) ≥ 1015 cm−2) over ∆z = 35 while not one such absorber is

found in any quasar sight lines or associated with the MW halo. Such absorbers

rarely occur and usually require CI O VI, because the pathlengths for PI O VI are

too long. Our simulations are very under-resolved to adequately model such

dense clumps using mSPH ∼ 3 × 107 M�. Halo O VI in CIE is likely to exist

in many smaller structures creating weaker lines, which also may explain their

wide b-parameters as one component is made up of many smaller parcels of gas

at random, turbulent velocities. Hundreds or even thousands of SPH particles

per ∼ 5× 106 M� cloud are likely needed to model the large range of densities in

pressure equilibrium.

Another reason for excessively strong CI O VI absorbers is possibly overesti-

mated metallicities, assuming they are similar to MW HVCs. HVCs shows metal-

licities of 0.1-0.3 Z� (Tripp et al., 2003; Sembach et al., 2004b; Fox et al., 2005),

while many of our strongest O VI absorbers trace gas at Z�. Our winds are con-

fined in M∗ halos recycling in halo fountains in a cycle less than a Gyr, which

may be too fast. Again, resolution may be an issue as our single SPH particles fall
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straight through hot galactic halos, when they physically need to be pressure-

confined; such two-phase boundaries in SPH are difficult as a particle shares a

similar smoothing length and therefore density with its neighbors while it is at a

very different temperature. If slower recycling results, fewer instances of metal

enrichment occur, leading to lower metallicities while reducing our (overly high)

star formation rates in massive galaxies. Accurate hydrodynamical modeling of

O VI halo absorbers requires an increase of several orders of magnitude in reso-

lution as well as non-equilibrium cooling and ionization. The non-equilibrium

ionization fractions of Gnat & Sternberg (2007) may alleviate the overestimate of

strong CI O VI absorbers by allowing lower f(O VI) at T < 105 K making more

weak O VI halo absorbers with a larger filling factor.

Two characteristics of CI O VI are their multi-phase nature and their mis-

alignment with H I. The multi-phase nature of O VI appears in observations

showing coincident C III and strong H I in the strongest O VI absorbers (Prochaska

et al., 2004; Danforth et al., 2006; Cooksey et al., 2008). Often our strongest ab-

sorbers show evidence that O VI itself is multi-phase, since such absorbers occupy

temperatures in between PI and CI O VI (see the broad range of temperatures in

the red histogram in the upper left panel of Figure 4.13). The CLOUDY tables we

use require that absorbers where 104.5 < T < 105.3 K and δ > 100 have multi-

phase O VI since f(O VI) values are minuscule in this ρ − T phase space.

The mis-alignment characteristic appears when we consider only simulated

N(O VI) above 1013.5 cm−2; such absorbers where T > 105 K are well-aligned

(δv ≤ 8 km s−1) only 25% of the time compared to 64% for lower temperature

absorbers. Very mis-aligned absorbers (δv > 80 km s−1) occur 25% of the time for

CI absorbers and only 4% for the cooler sample. The fact that only 7% of the T08

absorbers are what we consider very mis-aligned, including those without any
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H I at all, seems to support the case for predominantly PI O VI.

We note the analytical model of Furlanetto et al. (2005) can explain all O VI as

collisionally ionized when considering structural formation shocks propagating

out to a 8× the virial radius. It is not straightforward to quantify how far our

virial shocks propagate, but qualitatively from simulation animations8 it doesn’t

seem to propagate much beyond 2 rvir. Moreover, virial shocks don’t carry metals

as they propagate outwards. Finally, virial shocks at these distances are usually

at low enough densities that the high ionization parameter makes O VI in CIE im-

possible; any O VI must be photo-ionized at lower temperatures. While Furlan-

etto et al. (2005) suggests an even split between CI and PI O VI if the shocks go

to 4 rvir, our CI O VI is rarely found outside 2 rvir. Like them, we find strong

absorbers should remain nearly unaffected by the extent of virial shocks consid-

ering only 9% of our absorbers at N(O VI) > 1014.7 cm−2 lie outside of 2 rvir.

The frequency of our O VI systems with N(O VI) ≥ 1014.5 cm−2 (i.e. summing

all components within 100 km s−1) is 2.1 ∆z−1. We find a similar frequency of in-

tersecting halos ≥ 0.1M ∗ halos (∼ 1∆z−1 for both > M∗ and 0.1 − 1M ∗). Clearly,

CI O VI relates to immediate environment in a way that PI O VI does not. A fasci-

nating survey with COS would be to explore sight lines intersecting galactic halos

for a range of galaxy masses and types (≤ 150 kpc). The incidence of O VI as a

function of impact parameter will provide a handle on the filling factor of O VI,

which we suggest here is more often collisionally ionized within halos. A similar

survey of C IV at z < 1 by Chen et al. (2001) finds a sharp cutoff above ∼ 100

kpc. However, strong O VI associated with H I does not imply that O VI is within

the halo, as we have shown that the associated O VI often arises from lower over-

densities outside. O VI may not have a similarly sharp cutoff at a specific impact
8See http://luca.as.arizona.edu/˜oppen/IGM/
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parameter as C IV if this is the case.

To summarize, our simulations preliminarily suggest that the vast majority of

O VI absorbers in quasar sight lines are likely photo-ionized. Our CI O VI fraction

is less constrained; while we find a small fraction (< 10%), this may increase if

we could resolve the structures responsible for CI O VI, which we feel are related

to the HVCs in our Galaxy and necessary to explain the strongest O VI systems.

However, if we consider that CI O VI is associated with stronger absorbers, as

other simulations also find (Cen et al., 2001; Fang & Bryan, 2001), the steeper

fit to the differential column density distribution (d2n/dzdN(O VI) ∝ N(O VI)−2.0,

DS08) compared to other species (d2n/dzdN(H I) ∝ N(H I)−1.7, d2n/dzdN(C III) ∝

N(C III)−1.8, also DS08) suggests there is not a large reservoir of CI O VI at high

column densities. H I and C III have rising ionization fractions with higher den-

sity at PI temperatures; this is a clear contrast to f(O VI), which drops sharply at

rising densities, possibly explaining part of the difference in the power law fits.

Hence the CI versus PI O VI argument is not completely settled, but it seems very

likely that most weak and intermediate O VI absorbers are photo-ionized.

4.5.4 COS Simulated Observations and Environment

As a prelude to the types of observations capable with COS, we consider O VI

simulated absorption systems from a bright quasar continuum generated using

the COS Spectral Simulator9 in Figure 4.16 where we assume 10,000 second inte-

grations at all bands. Our point in this figure is to contrast the metal-line systems

of PI and CI O VI absorbers to see how environment can lead to significant obser-

vational signatures. The PI O VI absorber with b(O VI) = 35 km s−1 at z = 0.25 is

well-aligned (δv = 0.9 km s−1) with a H I component where N(H I) = 1015.0 cm−2

and b(H I) = 47 km s−1 from Lyβ. This is a simple system with well-aligned C III

9http://arlsrv.colorado.edu/cgi-bin/ion-p?page=ETC.ion
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Figure 4.16: Two metal-line systems simulated at prospective COS resolution
and S/N . Absorption lines and physical parameters plotted in red are in ve-
locity space, while blue indicates the spatial distribution of density and temper-
ature in the bottom two panels without peculiar velocities. The left system at
N(O VI) = 1014.5 cm−2 is comprised of photo-ionized gas well-aligned with H I at
N(H I) = 1015.0 cm−2 tracing gas 195 kpc from a ∼ 0.1M ∗ galaxy. The right system
is a 1014.2 cm−2 O VI absorber in CIE lying 270 kpc from a super-M ∗ galaxy show-
ing a weak asymmetric H I profile and no lower-ionization metals lines. Both
absorbers have metallicities of 0.45 Z�. Peculiar velocities dominate over spatial
distribution of metals and baryons as in the systems. The two systems, com-
parable to actual observed systems, emphasize the different environments from
which O VI absorbers arise.
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and C IV tracing gas 195 kpc from a 109.8 M� galaxy (4 rvir) with an average age

of 4.4 Gyr and a metallicity of 0.45 Z�. We consider this absorber analogous to

the z = 0.20702 absorber in HE 0226-4110 from Thom & Chen (2008b); their H I is

slightly stronger and broken into two components although it appears centered

on the O VI.

We show the density and temperature (mass-weighted) in the bottom two

panels in physical space (blue) and velocity space (red). Peculiar velocities dom-

inate over the spatial distribution even in a PI absorber tracing the diffuse IGM.

At the line center different parcels of gas overlap resulting in a multi-phase PI

absorber (T (O VI) = 104.1 & T (H I) = 104.3 K; δ(O VI) = 47 & δ(H I) = 86). In

this case, gas from surrounding voids accreting into the local filament heats the

extended gas extending ∼ 1 Mpc around the galaxy to T ∼ 105.2 K. This gas

is mostly unenriched, despite being at CIE temperatures; any oxygen present

would be photo-ionized to a higher state at such low density anyway. This sug-

gests that there may be considerable WHIM gas that cannot be traced by any

metal lines, owing to the small filling factor of metals in the IGM.

To demonstrate a typical CI O VI absorber, we show a 1014.2 cm−2 component,

which happens to be aligned with a weak BLA (N(H I) = 1013.5 cm−2, b(H I) =

50 km s−1). In contrast to the type of simple aligned absorbers T08 observes,

which indicate photo-ionization, the H I distribution here is multi-component,

extended, and weaker (another 1013.5 cm−2 H I component lies 80 km s−1 away).

This system is multi-phase with T (O VI) = 105.01 K indicating possibly some weak

aligned PI O VI, while T (H I) = 104.16 K. BLAs usually do not primarily trace gas

at temperatures above 105 K, often because aligned T = 104 K gas dominates the

absorption. Lying 270 kpc from a massive 1011.5 M� galaxy, this system traces gas

with Z = 0.45 Z� in the intragroup medium just outside of the halo. Unlike most
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other CI absorbers, which are often stronger, the metals traced are older, 6.6 Gyr.

An observed analog may be the z = 0.1212 system in H1821+643, which indicates

CI O VI (Tripp et al., 2001), although the associated H I is somewhat stronger and

broader in that system.

As an example of extreme multi-phase behavior, we show the system in Fig-

ure 4.17. Although the CI absorber at z = 0.36 is the same column density and has

nearly the same metallicity as the PI absorber in Figure 4.16, almost everything

else about it is different. The absorber is wider, b(O VI) = 51 km s−1, and is paired

with a component 103 km s−1 away (N(O VI) = 14.4 cm−2 & b(O VI) = 47 km s−1).

The main absorber is clearly in CIE, T (O VI) = 105.45 K at δ(O VI) = 350, and is

slightly more than 1 rvir (195 kpc) away from a 1011.1 M� galaxy; this indicates the

absorber arises in the intragroup medium with ages of ∼ 2 Gyr. Peculiar veloci-

ties of several hundred km s−1 heavily confuse the spatial distribution, creating

one of the most extreme multi-phase absorbers in our sample. This is a Lyman

limit system, N(H I) = 1017.9 cm−2, only because of a chance alignment with the

ISM of a dwarf galaxy (Mgal = 108.9 M�) centered only 5 kpc from the line of

sight. In our sample of ∆z = 35, this is the H I absorber closest to any galaxy

tracing the highest overdensity, δ(H I) = 5 × 104, and is completely coincidental.

Self-shielding may turn this into a damped Lyman absorber, but almost any other

line of sight passing through this region would intersect the more extended intra-

group O VI and probably be mis-aligned with a much weaker BLA tracing halo

or intragroup gas. The lower ionization metal species arise primarily from the

dwarf galaxy ISM. This absorber is similar to the z = 0.20275 absorber observed

in PKS 0312-77 by Thom & Chen (2008b).

The type of simulation analysis demonstrated here for these three systems

should provide a prelude to a future direction in using simulations for metal-
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Figure 4.17: Centered on a 1014.5 cm−2 O VI component in CIE, this multi-
component system is a result of O VI in the intragroup medium 195 kpc from a
M∗ galaxy aligned with a Lyman limit system N(H I) = 1017.9 cm−2 arising from a
chance alignment with the ISM of a nearby dwarf galaxy, Mgal = 108.9 M�, which
is also responsible for the strong C III and C IV. Overlapping gas in velocity space
aligns H I gas at 104 K with O VI gas at 105 K.
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line absorber modeling. Hydrodynamical simulations are necessary to model the

complex environment and peculiar velocity field, the apparently inhomogeneous

distribution of metals, and eventually the ionization conditions resulting from

spatially and temporally non-uniform ionization sources. The first challenge is

to be able to accurately simulate the complex low-z systems observed by STIS

and soon COS, and the second is to understand the physical and evolutionary

processes within the simulations with an emphasis on environmental context.

Our simulations appear to be able to generate such complex absorbers, how-

ever we admit that we have to search over a pathlength of ∆z = 35 to find just

the right CI absorbers that reproduce the properties of some of the most well-

studied low-z O VI systems found among lines of sight covering a much smaller

path length. Accurate self-consistent hydrodynamical modeling, especially in CI

absorbers, appears to be a ways away, requiring several order of magnitude of im-

proved resolution, radiative transfer, and non-equilibrium effects. We are more

confident about our ability to model the PI absorbers tracing the diffuse enriched

IGM, but we only display one, as these are a fairly homogeneous population.

As for environment, we have only taken a first step in that direction when con-

sidering the mass and distance to the neighboring galaxy and the age of the ab-

sorber. The characteristics of the originating galaxy, the velocity it was launched

at, the number of times a metal has been recycled, and the spread in ages of

metals within an absorber are just a few of the things we have considered here.

Such considerations are more informative for photo-ionized O VI because these

absorbers appear to be relatively unrelated to their neighboring galaxy.
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4.6 Summary

We examine the nature and origin of O VI absorbers in the low redshift (z < 0.5)

IGM using GADGET-2 cosmological simulations, exploring a variety of wind

models and input physics variations. We determine the best-fitting model by

comparing to a suite of observed O VI and H I absorber statistics, including the

cumulative equivalent width distribution, b(O VI) as a function of N(O VI), and

the N(O VI) as a function of N(H I).

Our first main result is that only a model where we explicitly add sub-

resolution turbulence is able to match all observations. The observations moti-

vating this conclusion are the progressively larger line widths for stronger O VI

systems, along with the high incidence of large equivalent width absorbers. We

discuss this further later on.

The second main result is that the vast majority of O VI absorbers are photo-

ionized, with only a few strong systems being collisionally ionized. This result

does not depend on turbulence or any other input physics variations. The gov-

erning variable in photo-ionized O VI strength is density, which steadily increases

from overdensities of ∼ 10 for the weakest observed absorbers tracing metals in

extended filaments, to ∼ 200 for the strongest observed absorbers tracing metals

in or around galactic halos. Increasing metallicity with density also helps O VI

column densities become stronger.

Our third main result is that metals in the IGM are distributed inhomoge-

neously, and that O VI absorbers preferentially arise from over-enriched regions.

The average absorber traces metals 5× above the mean metallicity-density rela-

tionship in our simulation (0.2 − 1.0 Z�). Only 1.3% of the IGM volume enriched

to greater than 0.1 Z�, with a filling factor of only 0.3% resulting from weaker

winds working nearly as well. We also test a uniform distribution of IGM met-
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als, finding that this creates too many weak absorbers. Our results imply that

applying the mean IGM metallicity-density gradient to gas everywhere in order

to study metal absorption is not appropriate; the scatter in the global metallicity-

density relationship critically influences O VI absorbers.

The clumpy metal distribution is an important reason why most O VI is at

photo-ionization temperatures, because it strongly enhances metal-line cooling.

Oxygen is a powerful coolant and is (not coincidentally) particularly efficient in

the narrow temperature regime where O VI has a collisional ionization maximum.

This creates a “zone of avoidance” for enriched IGM gas between 104.5 − 106 K.

Previous theoretical studies that did not account for metal line cooling incorrectly

predict more collisionally ionized systems. Non-equilibrium ionization allows

collisionally ionized O VI to extend to lower temperatures (Gnat & Sternberg,

2007), but the differences are only important for relatively rare high density re-

gions, and do little to alter the overall O VI statistics. The high fraction of aligned

absorbers in the Thom & Chen (2008a) and T08 datasets supports most O VI ab-

sorbers being photo-ionized. While observed complex, multi-phase systems with

mis-aligned components indicating CIE O VI may be under-represented in our

simulations, it is unlikely that would dominate typical O VI systems under any

circumstance. Our results imply that O VI is generally a poor tracer of the Warm-

Hot Intergalactic Medium (WHIM), and cannot be used to infer the WHIM bary-

onic content.

In depth study of the properties of O VI absorbers and their associated H I

reveals that multi-phase temperatures and densities are often needed to explain

their properties. Metal-line cooling allows inhomogeneously distributed O VI to

cool slightly below H I-weighted temperatures, while stronger O VI absorbers of-

ten trace lower overdensities (∼ 100) than aligned strong H I, which typically
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traces gas inside halos. Such a multi-density photo-ionized model appears nec-

essary to explain strong O VI absorbers aligned with N(H I) > 1015 cm−2 when

considering absorbers on the N(H I)−N(O VI) plane. The T08 dataset finds more

weak H I absorbers aligned with O VI than our simulations, possibly indicating

local fluctuations in the meta-galactic photo-ionizing background around 1 Ryd-

berg.

We find good agreement with observations for the distribution of velocity sep-

arations between O VI and H I absorbers. The typical length of a photo-ionized

O VI absorber is 50 − 100 kpc, although the peculiar velocity field often dom-

inates resulting in mis-aligned H I components, especially those tracing higher

densities. Only 37% of our strong absorbers > N(O VI) = 1014 cm−2 are aligned

within 4 km s−1 while 94% are aligned within 80 km s−1. This indicates a clumpy

distribution of O VI that does not exactly trace the smoothly varying gas in the

Lyα forest, but still arises in the same underlying large-scale structure.

A clear anti-correlation exists between the density traced by O VI and its age

as determined by the last time the metals were launched in a wind. This trend

arises in our simulations because of the outside-in pattern of metal enrichment;

outer, lower overdensities are enriched first when the Universe is young and

physical distances are small, and inner, higher overdensities are progressively

more enriched by later winds extending a smaller comoving distance. This is a

consequence of our finding in OD08 that winds travel similar physical distances

relatively independent of redshift or galaxy mass. While a majority of metals

falls back into galaxies, our work here shows that low-z O VI absorbers below

N(O VI) = 1014 cm−2 provide one of the best ways to observe the oldest metals

that remain in the IGM. We suggest the fascinating possibility of deriving nucle-

osynthetic yields tracing the earliest stars if another high ionization species, such
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as C IV, can be observed at low densities with the increased throughput of COS

or future facilities.

We study the galaxy environment around O VI absorbers. Photo-ionized O VI

usually has little to do with either the mass of the neighboring galaxy, averaging

∼ 0.1M∗, or the distance, averaging 3 rvir, because of the significant galactic and

large-scale structural evolution occurring while these metals reside in the IGM.

This helps explain why observed photo-ionized absorbers appear to trace a vari-

ety of environments, with a typical distance of 100-300 kpc to the nearest galaxy.

The opposite is true of the small minority of collisionally ionized absorbers. These

strong absorbers are within 1 or 2 rvir of M∗ galaxies and have ages indicating

activity within the last 2 Gyr. We hypothesize that these absorbers arise in the in-

terfaces between cold clumps and the hot, tenuous halo and intragroup medium,

and are related to the O VI observed in HVCs and IVCs in the Milky Way halo,

although we do not have the resolution to properly simulate these small-scale

structures. The relatively young age for strong O VI signifies that these metals

recycle back into galaxies multiple times in what can be described as halo foun-

tains.

The most uncertain and controversial part of this paper is the claim that sig-

nificant sub-resolution turbulence is present in O VI absorbers. We determine the

amount of turbulence needed by directly fitting the observed N(O VI) − b(O VI)

relation. This increases b-parameters to observed levels by construction, while

simultaneously increasing large-EW absorbers to the observed frequency. We at-

tempt to justify this “magic bullet”, as well as compare the implied turbulence to

other instances of observed IGM turbulence. We point out that various authors

have argued for clumpiness in IGM metals extending well below the mass and

spatial resolution of our simulations (Simcoe et al., 2006; Schaye et al., 2007). If
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such clumpiness exists, then surely those clumps must have some relative mo-

tion, so assuming completely static velocities below the SPH smoothing scale

of 20 − 100 kpc is unrealistic. Our model states that strong absorbers can be

dominated by turbulent motions, just as the line profiles associated with molec-

ular clouds, H II regions, IVCs, and HVCs associated with our Galaxy are. The

energy dissipation required using a Kolmogorov spectrum is a fraction of the

turbulence observed by Rauch et al. (2001) in high-z C IV absorbers, which is

encouraging considering the IGM at late times should be calmer, although it is

unclear whether Kolmogorov theory accurately describes IGM turbulence. We

show that this trend is quantitatively consistent with the idea that turbulence

dissipates as metals reside longer in the IGM. Our turbulent scenario makes the

case that metal-line absorbers are made up of numerous cloudlets with lower

ionization species tracing high-density clouds making multiple thin profiles, and

O VI tracing more of the low-density regions in between creating a single broader

profile; such is often observed to be the structure of low-z metal line systems. In

short, we believe that small-scale turbulence is a viable possibility, although more

detailed modeling is required to fully understand its implications.

While it may be disappointing that O VI is a poor WHIM tracer and provides

only a weak handle on the IGM metal distribution, our results open up some new

and interesting possibilities for using O VI absorbers to understand cosmic metals

and feedback. For instance, low-z O VI may provide a fascinating opportunity to

study some of the oldest IGM metals in the Universe through weak absorbers.

The strongest absorbers appear related to the recycling of gas between the IGM

and galaxies, providing a unique window into how galaxies get their gas (e.g.

Kereš et al., 2005). Detecting multiple ions in weaker absorbers will provide a

good handle on physical conditions owing to the photo-ionized nature of O VI.
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Our work here is only a first step towards understanding the nature and origin

of O VI in the low-z Universe using numerical simulations, which we hope to ex-

tend further by considering other metal species in a greater evolutionary context.

We stress the need to model in detail the complex metal-line systems that will

undoubtedly be observed by COS. The computational models presented, while

state of the art, still fall well short of what is necessary, particularly for stronger

collisionally ionized systems. We anticipate that future observational and mod-

eling improvements will shed new light on the metal distribution at the present

cosmic epoch with all its important implications. This work provides a first step

in that direction.
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CHAPTER 5

HIGH REDSHIFT METAL ABSORBER PREDICTIONS FROM COSMOLOGICAL

SIMULATIONS

5.1 Introduction

The Universe undergoes its last major transition at z ∼ 6 as the first stars and

earliest primordial galaxies form providing ionizing photons capable of reioniz-

ing the previously neutral intergalactic medium (IGM), containing the vast ma-

jority of baryons. Observations have only recently cracked the < 1 Gyr Universe

with the discovery of galaxies tracing early star formation (e.g Bunker et al., 2004;

Dickinson et al., 2004; Yan & Windhorst, 2004; Bouwens et al., 2006), quasars pro-

viding ionizing photons (Fan et al., 2001, 2003), and the complete absorption by

the IGM of all observable ionizing photons (Fan et al., 2002) as evidenced by the

complete Gunn-Peterson trough (Gunn & Peterson, 1965) in z > 6 quasar spectra.

The newsiest type of high-z observation comes in the form of metal-line ab-

sorbers in the same at z > 6 quasar spectra probing the nucleosynthetic products

of early star formation in a gaseous state. Becker et al. (2006, hereafter BSRS)

surveying 9 early quasars finds 4 O I systems in the most distant of their sample,

J1148+5251, corresponding to a frequency of metals consistent only with an ori-

gin in the IGM and not galactic gas. Ryan-Weber et al. (2006) and Simcoe (2006)

discover multiple C IV absorbers at similar redshifts (z ∼ 6) also indicating an

origin in the diffuse IGM.

The simple fact that metals exist in the primordial IGM begs the question how

did they get there in the first place? Pop III and early stars have been proposed to

enrich a significant volume of the early Universe as the scale of the early Universe
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is small and the potential wells of early haloes harboring these stars are shallow

(e.g. Madau et al., 2001; Scannapieco et al., 2002). The relatively invariant amount

of C IV absorption between z = 2−5 (Songaila, 2001) and extended to z ∼ 6 (Ryan-

Weber et al., 2006; Simcoe, 2006) suggests that the majority of metals were injected

during into the IGM in a z > 6 early enrichment scenario. Although z ∼ 3 C IV

absorbers are spatially correlated with Lyman Break Galaxies (LBGs) suggesting

more recent enrichment (Adelberger et al., 2003), these cross-correlation statistics

are consistent with metals injected by dwarf galaxies at z = 6 − 12 (Porciani &

Madau, 2005). However Oppenheimer & Davé (2006, hereafter OD06) showed

that an increasing ionization correction for C IV could mask a similar increase of

about a factor of 10 increase in the true IGM metallicity over the same redshift

range. We apply the momentum-driven wind model of OD06 based on obser-

vations of local starburst outflows (e.g. Martin, 2005a) and slightly modified and

improved in Oppenheimer & Davé (2008, hereafter OD08a), to the z = 8 → 5

Universe in this work.

How do galaxies relate to the IGM metal-line absorbers at these epochs? Davé

et al. (2006, hereafter DFO06) explores reionization-epoch galaxies in the simula-

tions of OD06 finding that momentum-driven winds best reproduce the lumi-

nosity function (LF) of z ∼ 6 i-band dropouts (Bouwens et al., 2006) while be-

ing consistent with the Lyman-α emitter LF (Santos et al., 2004). Finlator et al.

(2007) finds that the self-consistent star formation histories from these simula-

tions can best reproduce spectral energy distributions (SEDs) of galaxies includ-

ing the lensed z = 6.75 galaxy Abell 2218 KESR (Kneib et al., 2004) using their tool

SPOC (Simulated Photometry-derived Observational Constraints). The success of

these simulation fits lies in the high mass loading of these galactic superwinds,

which push the majority of high-z metals nucleosynthesized in massive stars into
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the IGM (Davé & Oppenheimer (2007); OD08a). Observations of IGM metal-line

absorbers may be the best way to account for the majority of metals in the z ∼> 6

Universe.

Finally, what can IGM metal-line absorbers reveal about the process of reion-

ization? Third year data from the Wilkinson Microwave Anisotropy Probe (WMAP,

Page et al., 2007) indicate the Universe was reionized by z ∼ 10 if it proceeded

instantaneously. Numerical simulations expect that reionization is a process

whereby individual sources create H II bubbles at z > 10 propagating outward

until all join together by z ≥ 6 (e.g. Gnedin, 2000; Furlanetto & Oh, 2005; Iliev,

2006; Lidz et al., 2007; Finlator et al., 2008). Observations of H I are divided over

when reionization ends with Fan et al. (2006) showing a discontinuity in the IGM

ionization rate at z ∼ 6 suggesting individual ionization bubbles have finally

finished overlapping, while the analysis of Becker et al. (2007) finds the Lyα op-

tical depth distribution shows no evidence of a sudden end to reionization at

this epoch. Metal lines provide an additional handle on the state of reionization,

although no clear answer has yet emerged as the O I absorbers of BSRS are con-

sistent with a neutral IGM, while the C IV absorbers of Ryan-Weber et al. (2006)

and Simcoe (2006) clearly indicate ionized IGM. Furthermore, if metal lines are

in the neutral IGM, does this mean that early outflows enriched and ionized the

IGM and then recombined, meaning that the Universe was reionized twice (Cen,

2003; Furlanetto & Loeb, 2005)?

We consider these questions here using state-of-the-art GADGET-2 cosmolog-

ical hydrodynamic simulations with 2× 5123 particles run to at least z = 4.5 with

our favored momentum-driven outflows model (Murray, Quatert, & Thompson,

2005); we describe their details in §2. The salient galactic and IGM properties

are examined in detail in §3 and compared to our findings in DFO06. We then
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apply three different ionization backgrounds introduced in §4, including a back-

ground with variable strength intensity meant to mimic ionized bubbles around

individual star forming sources. §5 presents a plethora of simulated observations

to 1) compare to the metal-line observations already obtained, and 2) make pre-

dictions for future quasar metal-line observations at z = 5 → 8. We detail the

physical and environmental parameters of simulated absorbers in §6 with a focus

on how absorbers relate to galaxies and when they were injected into the IGM. §7

provides a summary. Throughout we use Asplund et al. (2005) abundances when

calibrating metallicities relative to solar.

5.2 Simulations

We employ our modified version of the N-body + Smoothed Particle Hydrody-

namics code GADGET-2 (Springel, 2005) to run two high-resolution, 2×5123 parti-

cle simulation to explore metals at high redshift. The simulations enrich the IGM

via galactic outflows, where the outflow properties are based on observations of

local starbursts. A complete description of our modifications to the GADGET-

2 implementation of Springel & Hernquist (2003a), including our wind model

can be found in §2 of OD06 with modifications added described in §2 of OD08a.

Our favored wind model follows the scalings for momentum-driven winds; this

uniquely matches a broad range of observations including IGM enrichment be-

tween z = 6 → 1.5 traced by C IV (OD06) and at z < 0.5 traced by O VI (Op-

penheimer & Davé, 2008b), the LFs of z = 6 galaxies (DFO06), the galaxy mass-

metallicity relations (Finlator & Davé, 2008), and the enrichment and entropy

levels in intragroup gas (Davé et al., 2008).

The simulations adopt the cosmological parameters based on the 5-year

WMAP results (Hinshaw et al., 2008); the parameters are Ω0 = 0.25, ΩΛ = 0.75,
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Ωb = 0.044, H0 = 70 km s−1 Mpc−1, σ8 = 0.83, and n = 0.95. The value of σ8

slightly exceeds the favored WMAP data alone, but agrees better with the com-

bined results including Type Ia SNe and baryonic acoustic oscillation data. A

greater σ8 results in appreciably more star formation at high-z, which is signif-

icant considering star formation drives the enriching outflows. Our runs with

this cosmology are named the d-series; the primary run is named d16n512vzw

using our standard naming convention. This means the box spans 16 comoving

h−1Mpc with 5123 SPH and dark matter particles. The SPH particle resolution is

5.4× 105 M�, which translates to a minimum galaxy mass of 1.7× 107 M� assum-

ing a galaxy is resolved with 32 particles. The softening length is 0.6 comoving

h−1kpc. A d32n512vzw simulation is also explored (32h−1Mpc box length, 1.2

h−1kpc softening length, 1.4 × 108 M� minimum galaxy mass resolution), but

only for resolution tests concerning the mass function of galaxies. We will show

that the primary enrichers of the IGM are smaller galaxies, which have a better

statistical representation in the 16h−1Mpc box.

The vzw suffix indicates our implementation of the momentum-driven wind

model, which is analytically derived by Murray, Quatert, & Thompson (2005)

and observationally confirmed in the local Universe by Martin (2005a) & Rupke

et al. (2005). The wind velocity (vwind) scales with the galaxy velocity dispersions

(σ), while the mass loading factor (η) scales inversely linearly with σ. The mass

loading factor is the outflow mass loss rate (Ṁwind) in units of the galaxy star

formation rate (SFR, i.e. Ṁwind = η× SFR), such that η = σ0

σ
, where σ0 is set

to 150 km s−1. See OD08a for full details on how the outflow parameters are

generated; however note that we no longer impose an upper limit due to SN

energy limitations on vwind.

The metallicity yields at high redshift are dominated by Type II SN, for which
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we use yields from Limongi & Chieffi (2005) as described in OD08a. These yields

vary less than 15% for the 4 species we track (carbon, oxygen, silicon, & iron) as

long as Z > 10−6, which applies to effectively all star formation in our cosmologi-

cal simulation. We do not consider exotic enrichment yields from zero metallicity,

Population III, or very massive stars (VMSs, e.g. Heger & Woosley, 2002), and as-

sume a Chabrier (2003) initial mass function (IMF) throughout. Although we do

not deny that such exotic stars may have an effect on the IGM, the Limongi &

Chieffi (2005) yields provide a nearly unvarying baseline against which one can

compare observed or other theoretical yields. The baseline yields are [O/C]=0.26

and [O/Si]=0.17 if we consider their Z = 10−3 yields assuming Asplund et al.

(2005) abundances; the carbon mass yield ejected by SNe is 3.3 × 10−3 the total

stellar mass in a Chabrier IMF.

Throughout this paper we use stellar masses that assume a Chabrier IMF, de-

spite Davé (2008) using similar simulations run to z = 0 to show that an evolving

IMF that grows more top-heavy at earlier times is needed to fit observations.

Therefore, our stellar mass estimates and star formation rates may need to be re-

vised downward, since fewer low-mass stars form. This is a calibration issue and

should not affect stellar ionization fields and high-z galaxy observables based in

the rest-frame UV, because the amount of massive stars formed stays the same.

The d16n512vzw simulation was run to z = 3, however we only consider out-

puts down to z = 5 here. This simulation was run on the Intel 64-bit Abe Cluster

at the National Center for Supercomputing Applications on 128 processors, re-

quiring 32,500 processor hours. The less considered d32n512vzw simulation has

currently run only to z = 4.5 using 15,000 processor hours. We are in the process

of running a suite of 5123 models at a variety of box sizes to explore all the way

down to the z = 0 Universe. We run the Spline Kernel Interpolative DENMAX
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(SKID)1 group finder on the z =8, 7, 6, and 5 outputs to identify the location of

metal absorbers relative to galaxies.

5.3 Physical Properties

Although the main purpose of this paper is to publish metal absorption line pre-

dictions at high-z, we intend to present physical and environmental interpreta-

tions of our simulated observables. We therefore provide a physical context first,

exploring many of the key properties of our simulations and relating them to the

key findings from our previous published works of lower resolution simulations.

We begin this section exploring the z = 6 galaxy stellar mass (M∗) function in

our two simulation boxes, relating to the UV luminosity function in earlier pa-

pers where we fit observables best with a momentum-driven wind model. We

show that the higher resolution 16 h−1Mpc should be adequate to reproduce and

understand IGM metallicity observations. This is an insufficient to sample the

space density of the most luminous z = 6 galaxies observed by Bouwens et al.

(2006) according to DFO06; however, we will show that the high-z IGM is pri-

marily enriched by smaller galaxies. Using only this box for the rest of the paper,

we show the evolution of the star formation rate and the outflow behaviors from

z = 8 → 5, and finish showing the characteristics of the global metallicity distri-

bution.

5.3.1 Galaxy Mass Function

We explored the properties of reionization-epoch galaxies (z = 9 → 6) in DFO06,

finding the mzw wind model most capable of reproducing observations, includ-

ing the Bouwens et al. (2006) luminosity function, compared to the constant wind

(cw) and no wind (nw) cases. The mzw model is another form of the vzw model
1http://www-hpcc.astro.washington.edu/tools/skid.html
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where there is no intentional spread of vwind corresponding to a given σ, which is

needed to match the range of wind speeds for a given galaxy observed by Rupke

et al. (2005). We can safely assume that the mzw model reproduces nearly the

same galaxy properties as the vzw for the simple reason that winds have not had

time to turn around and return to galaxies (i.e. recycle); vwind does not matter

for early galaxies, the key factor is η, the amount of mass thrown out of galaxies,

which stays the same. Finlator et al. (2007) employs the tool SPOC (Simulated

Photometry-derived Observational Constraints), which is able to best fit individ-

ually observed z = 6 galaxy SEDs self-consistently using the vzw model.

We plot the frequency of z = 6 galaxies as a function of M∗ (Φ(M∗),

#/log(dM∗)/Mpc3) in Figure 5.1 for the d16n512vzw (dotted black) and

d32n512vzw (dashed green) simulations, and compare it to the w8n256vzw sim-

ulation (dot-dashed magenta), which is part of the w-series of simulations ex-

plored in DFO06. The w8n256vzw simulation has nearly the same resolution as

the d16n512vzw simulation, however uses the first-year WMAP results Tegmark

et al. (2004). This earlier cosmology (Ω0 = 0.3, ΩΛ = 0.7, Ωb = 0.04, H0 = 70 km

s−1 Mpc−1, σ8 = 0.9) produces about double the galaxies over M∗ = 107.0−8.5 M�,

by virtue of the higher σ8 parameter producing many more density peaks capa-

ble of producing star formation in the early Universe. In the d16n512vzw15 sim-

ulation, we find 1.83% of baryons in galaxies and 0.13% in stars; the respective

numbers in the w8n256vzw simulation are 3.10% and 0.26%. The new cosmology

produces half as many stars at z = 6, which is a good thing considering the fit

of the mzw model to the Bouwens et al. (2006) rest-1350 Å luminosity function in

DFO06 shows much better agreement with the Φ is reduced by ∼ 2 at all masses.

We feel we have adequately showed in DFO06 and Finlator et al. (2007) that a

momentum-driven wind model best reproduces z = 6 observations of galaxies,



280

and that our newest models presented here reproduce a similar level of agree-

ment.

Figure 5.1: The z = 6 stellar mass function of galaxies in the d16n512vzw
box (dotted black line) and the d32n512vzw box (dashed green line) in units of
#/log(dM∗)/Mpc3. We compare this to the same mass function of the w8n256vzw
model (dot-dashed magenta line), which is higher primarily to the different cos-
mology at earlier times, and is representative of the momentum-driven wind
model explored in DFO06. The solid red line is a least-squares fit to our two sim-
ulations (Equation 5.1). We define the characteristic M∗ as where the fit matches
the slope of a Φ ∝ M−1

∗ power law (long dashed blue line) at M∗ = 107.74 M�.
The bottom panel shows the amount of stellar mass in each logarithmic M∗ bin.
72% of the mass is in galaxies with M∗ = 106.7−8.7 M�.

We concentrate on the Φ(M∗) function, because we want to show that we

are resolving the galaxies primarily responsible for metallicity enrichment of the

IGM. The production of stars is related to the amount of mass in winds injected

into the IGM by the factor η; therefore Φ(M∗) effectively provides an account-
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ing of all metals injected into the IGM by outflows by this stage of the Universe.

This is a fair assumption at z ≥ 6, because we will show metals ejected very

quickly reach the IGM while not having time to recycle back into galaxies, plus

delayed feedback from AGB stars does not make an appreciable impact recycling

gas back into the ISM. We fail to fit the mass function over 4 dex effectively with

a Schechter fit, because it under-predicts the amount of galaxies at the high-mass

end while trying to fit a single power law to the faint end. We find that a two-

dimensional polynomial fit to the logarithmic distribution is the best and simplest

fit,

log[Φ(M∗)] = −9.70 + 0.295log[M∗] − 0.255log[M∗]
2. (5.1)

Shown by the red line in Figure 5.1, this fit has a slope of -1 at M∗ = 107.74 M� ,

making this the characteristic M∗ at z ∼ 6 where the most mass per logarithmic

M∗ bin is held (compare to blue-dashed line with Φ ∝ M−1
∗ ). Integrating the

mass in the Equation 5.1, 72% of mass is in galaxies with M∗ = 106.7−8.7 M�. To

illustrate the amount of mass in each bin, the bottom panel of Figure 5.1 shows

the fraction mass in each bin. The median M∗ in terms of integrated mass is M∗ =

107.6 M� for the d16n512vzw simulation; however, it jumps to M∗ = 107.8 M�

when including the more statistically complete galaxy mass function from the

d32n512vzw simulation at M∗ > 108 M�. The larger box is better able to account

for the cosmic variance of more massive galaxies, which is very important to

reproduce the bright end of the luminosity function at z = 6; however we will

show in §5.6.3 it is the small galaxies we resolve that primarily enrich the IGM.

One final note is that while the baryonic galaxy mass limit is 1.7 × 107 M�,

the stellar mass limit is lower. Resolution convergence holds at least below

M∗ = 3 × 106 M�, given that the average gas fraction in galaxies at this mass

is ∼ 95%, meaning the total baryonic mass in such galaxies exceeds our 32 parti-
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cle limit. It is unreasonable to derive galaxy stellar properties from only ∼ 10 star

particles; however we are exploring IGM properties around such galaxies, which

have enriched the surrounding IGM with ∼> 50 SPH particles, given that η ∼ 10

for small high-z galaxies. While the stochastic nature of star spawning and wind

generation may cause statistical fluctuations in the case of small galaxies, we are

considering the volume-averaged quantity of metals in the IGM, for which we

are sampling the environments of a statistically large set of such galaxies.

5.3.2 Star Formation

The stellar mass of high-z galaxies is much harder to obtain than the SFR, given

that such galaxies are usually identified either by their Lyα emission or their Ly-

man break, both of which are very sensitive to the amount of recent and concur-

rent star formation. Fortunately, a tight relation exists between SFR and M∗ at

z = 6, where

SFR = 9.2 × 10−9M0.94
∗ M�yr−1. (5.2)

This nearly linear relation is very tight in our simulations at all redshifts (DFO06;

Finlator et al., 2006; Davé, 2008), having a scatter of 0.15 dex or less when M∗ ≥

107M� at z = 62. This relation is indicative of the primarily secular evolution

of galaxies, where the SFR is set by the dynamical timescale of the gas accretion

(e.g. Kereš et al., 2005). Mergers, possibly underestimated in our simulations due

to resolution issues, may lead to short-term starbursts, but this relation will still

hold, albeit with more scatter.

Turning our attention from the z = 6 case to the evolution over our con-

sidered range, we show the SFR density (SFRD) per comoving volume includ-

ing all galaxies in the top panel of Figure 5.2, indicating a rise of a factor of
2See Figure 4 of DFO06 for a visual representation of this relation, for which Equation 5.2 pro-

vides a good fit.
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3 over the range we consider, z = 8 → 5. For reference, the z = 6 SFRD of

0.040 M�yr−1Mpc−3 is 34% of the peak SFRD at z = 1.5 in our 32 h−1Mpc, 2×2563

simulation published in Oppenheimer & Davé (2008b). One reason the estimates

of SFRD vary so much at high-z is due to the limiting luminosity of the galaxy

sample considered in each case; for example, Bouwens et al. (2007) finds 6.7×

more SFRD when they reduce the limiting luminosity by a factor 7.5× for the

z-band dropouts (〈z〉 = 7.4). At z = 6, we find 31% of the SFRD arises from

galaxies with M∗ > 108 M� , 39% from M∗ = 107−8 M�, and the remaining

30% from masses below this. At z = 8, 61% of the SFRD arises in galaxies with

M∗ < 107 M�.

5.3.3 Winds

The dependence of momentum-driven wind properties on σ results in the evolu-

tion of wind properties where vwind grows and η declines toward lower redshift

(OD06). The high mass-loading factors of reionization era galaxies results in star

formation becoming 1
1+η

as those of the no wind case, where we safely assume

that winds do not return to a galaxy or join another galaxy (DFO06). This is a fair

assumption at high redshift, because while wind materials do not have time to

recycle back into galaxies, given recycling timescales for small galaxies are signifi-

cantly longer than the ages of the galaxies considered here (OD08a). The resulting

smaller galaxies are able to fit the high-z luminosity functions much better with

these high mass-loading winds (DFO06).

The high-z wind properties displayed in the lower panels of Figure 5.2 have

high mass-loading factors, but show relatively weak redshift dependence from

z = 10 → 5; vwind increases by 20% and η declines by 17% despite an increase

of 6× in the average mass of a galaxy driving the winds. σ is proportional to

Mgal×H(z) where Mgal is the galaxy mass and H(z), the Hubble parameter, grows
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Figure 5.2: The SFRD from all galaxies in the d16n512vzw simulation is compared
to several observations assuming a Chabrier IMF at high redshift in the top panel.
The data points are from the Hopkins (2004) compilation, Fontana et al. (2003),
Bunker et al. (2004), Bouwens et al. (2007), and Bouwens et al. (2008). Average
wind properties in the panels below show typical vwind = 200 − 250 km s−1 with
a high mass loading factor (η). The energy in momentum-driven winds averages
30% of the supernova energy at these redshifts. The baryonic mass of galaxies
responsible for winds increase 6× between z = 10 → 4.5 (bottom panel).
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with redshift; therefore the declining H(z) term with increasing Mgal ensures the

wind properties do not evolve much as the Universe ages. This allows us to

consider the fiducial vwind ∼ 200 − 250 km s−1 and η ∼ 6 − 7 at high-z in our

simulation. Only 5% of winds between z = 8 → 6 exceed 440 km s−1, and 1%

exceed 550 km s−1. The energy budget of momentum driven winds remains

roughly 30% of the total SN energy assuming a Chabrier IMF (fourth panel of

Figure 5.2). High-z winds require substantial energy input, but the wind speeds

are relatively mild compared to low-z outflows from LIRGs and ULIRGs (e.g.

Martin, 2005a; Rupke et al., 2005).

5.3.4 Metallicity Distribution

The main advantage of enriching the IGM volume at high-z is the physical scale

of the Universe is small. OD08a showed that the winds propagate a similar

physical distance, 60-100 kpc, independent of redshift or galaxy mass; the co-

moving volume a galaxy can enrich therefore goes as (1 + z)3. Figure 5.3 shows

the metallicity-density relationship at the four redshifts we consider. The rising

metallicity-density gradient is one of the defining signatures of the momentum-

driven wind enrichment, which includes an intentional spread in velocities ema-

nating from the same galaxy. In contrast, a wind model with constant vwind will

push metals to a similar distance creating a “metallicity trough” where metal-

licity may actually rise toward lower overdensity followed by a sharp declining

knee; this behavior is identified by Cen et al. (2005) and OD06.

We did find in Oppenheimer & Davé (2008b) that very different metallicity

gradients show little distinction among O VI observables at z < 0.5. The range

of wind models explored by OD06 find the resulting different metallicity-density

relations are more observationally distinctive at z = 4.5 − 6.0, but not at z =

1.5 − 3.0 using column density distributions. Given this trend, we expect the
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Figure 5.3: The average metallicity-density relationship is shown at the 4 redshifts
we consider from the d16n512vzw simulation. At IGM densities (ρ/ρ̄ < 100), the
metallicity-density gradient dominates, but flattens somewhat at z = 5 for δ > 10.
Gas belonging to galaxies remains at a similar overdensity, but the amount of
mass in such regions grows by an order of magnitude from z = 8 → 5. The
volume filling factor of metals at 4 metallicities indicate an inhomogeneous dis-
tribution of metals with only 1% of the Universe enriched to 10−3 Z� by z = 6.



287

metallicity-density gradient to be very important in determining the observables

we explore in the §5.5.

The diffuse IGM, which we will define as being less than an overdensity

(δ ≡ ρ/ρ̄ − 1) of 100 shows a 7 − 15× increase between z = 8 → 5. The

density-metallicity gradient stays intact over this redshift range, although the

highest overdensities at δ = 30 − 100 show less evolution. These are overdensi-

ties enriched by outflows, but left relatively unchanged as winds generally move

rapidly to lower overdensities at early times.

The metallicity-density relationship is actually a poor way of considering

IGM metallicity, because most regions remain unenriched. Self-consistent wind-

driven metal enrichment results in a very inhomogeneous metallicity distribu-

tion (e.g. Springel & Hernquist 2003; Cen & Ostriker 2006; OD06; Kobayashi et

al. 2007; Oppenheimer & Davé 2008). The volume filling factors of metals in the

bottom panel of Figure 5.3 reflect this as even regions above Z = 10−3 Z� fill

about 1% of the simulation volume at z = 5.

We consider overdensities above 100 as belonging to galaxies, including their

haloes, ISM, and stars. Higher SFR efficiencies at high-z (e.g. Finlator et al., 2006;

Papovich et al., 2006), result in these regions reaching metallicities Z ∼ 0.1 Z�.

The metallicity does not grow much at such overdensities; instead the amount

of mass in such regions increases rapidly. The amount of volume enriched to

Z = Z� is 0.01-0.02%, which is actually a factor of 1.5-3× higher than the z = 0.25

volume fraction enriched to this level from Oppenheimer & Davé (2008b). It is as-

tounding to consider that the volume of the Universe enriched to solar metallicity

may change very little or actually decline between z = 8 → 0; the key difference

is the corresponding regions at low redshift contain orders of magnitude more

baryons.
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Figure 5.4: A 25 km s−1 slice of IGM spanning the 16 comoving h−1Mpc of the
d16n512vzw simulation at z = 8 and 5 (left and right respectively). The top
panels show the two-scale metallicity-density distribution, with the color purple
corresponding to metal-free portions of the IGM. The middle panels show the
C II column densities for this slice, and the bottom panels show the same for
C IV. The scale shows the arcsecond scale on the sky subtended by this slice
using the Wright (2006) on-line calculator. The d16n512vzw box covers 80 square
arcminutes at z = 6. Metals have a small filling factor, which grows by nearly an
order of magnitude from z = 8 → 5. C IV is the best probe of the volume filled by
metals, while C II traces high-density regions.
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The color panels at the top of Figure 5.4 show the metallicity-density distri-

bution (color indicates metallicity, intensity indicates density) at z = 8 and 5 in a

slice 16× 16h−1Mpc across and only 25 km s−1 deep from the d16n512vzw simu-

lation. Purple corresponds to zero metallicity, which is why the vast majority of

the slice is this color.

This visualization shows most filaments remain unenriched at these redshifts,

while those in proximity to filament intersections become enriched due to the

presence of primordial galaxies. The inhomogeneity at high redshift can be un-

derstood in terms of environment; an otherwise physically identical filament or

overdense portion of the IGM becomes enriched or remains metal free depending

on the proximity to a galaxy. The galaxy-absorber connection at high-z turns out

to be overwhelmingly definitive as §5.6.3 stresses.

5.4 Ionization Backgrounds

The process of reionization remains unresolved in our simulations, although this

will soon change as the time-dependent non-LTE radiative transfer algorithm of

Wehrse et al. (2005) is being integrated into GADGET-2 by Finlator et al. (2008).

For now we consider three different ionization assumptions applied to metal lines

describing each background and our reasoning for attempting each case. We then

present the expected results of the two ionization backgrounds with flux above

the Lyman limit, as this will enhance the understanding in the following sections.

5.4.1 Ionization Cases

The first assumption is no ionizing background exists at wavelengths greater than

the Lyman limit, while any metal species is completely ionized to the highest

energy allowed by lower energy photons, which presumably stream freely. This

mimics the case where the IGM has been enriched and likely ionized by outflows,
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yet has had time to recombine in the densest regions where most of the metals

reside. DFO06 showed gas can recombine within at Hubble time at ∼ 1 − 10

physical h−1kpc from a galaxy at z = 9. Oxygen remains in its ground state due

to the O I ionization potential (13.618 eV) being microscopically higher than the

H I ionization potential, while C I (11.260 eV) and Si I (8.151 eV) are ionized to the

second level. Some of the outstanding data of Becker et al. (2006, hereafter BSRS)

indicates such a situation might be reasonable given that O I, C II, and Si II have

surprisingly similar absorptions profiles indicating Type II SNe abundance ratios

if no ionization corrections are applied. We call this the No Field case.

The second case assumes reionization is complete and a uniform background

applies everywhere. We use the Haardt & Madau (2001) background assuming a

contribution from quasars and 10% of photons above the Lyman limit from star

forming (SF) galaxies generated by their Cosmic Ultraviolet Background (CUBA)

program. We reduce the total flux by a factor of 1.6 as we did in OD06 in order

to match the summed flux decrement of the Lyα forest down to z = 2. An as-

sumption of a uniform ionization background is probably far from right at z > 6,

however this represents an extreme case much as the No Field case assumes a

completely neutral Universe down to z = 5. We refer to this as the HM2001

background. Ionization fractions for metal lines are calculated using CLOUDY-

generated (Ferland et al., 1998) ionization tables as a function of density and tem-

perature.

The last case may possibly be the most applicable case at high-z– a variable

field where the ionizing flux of the nearest galaxy dominates. We call this th

Bubble case where the high UV intensity of low-metallicity stars ionizes the near-

est metals; therefore we assume that metals remain near enough to their parent

galaxies to be dominated by that ionizing intensity. This simulates an ionization
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front propagating out of a primordial galaxy reionizing the surrounding neutral

IGM and all the metals this galaxy has ejected. We will show this may be a very

applicable case, as metals are primarily within 30 physical kpc of a galaxy.

We use a modified version of specexbin, which considers the ionizing field

from only the nearest galaxy for the Bubble case. We simply take the average

Bruzual & Charlot (2003) stellar synthesis spectrum of all the stars in the simula-

tion box for a given redshift, considering their ages and metallicities, and calcu-

late the impinging flux using the stellar mass and distance of this nearest galaxy,

which is identified for each SPH particle. CLOUDY is then used to generate the

resulting metal-line ionization fractions, which depend on density, temperature,

and the ionization field intensity.

How to attenuate the stellar flux emanating from high-z galaxies remains

quite uncertain. The basis of our assumption is that the ionizing intensity is

so local and extreme that we ignore H I absorption altogether. This is likely an

unrealistic assumption as recombination rates are likely very high, but we are

exploring the case of complete ionization of H I. Of course, high-z galaxies are

most often identified by their Lyman breaks as they drop out of a certain band

as the H I opacity is greatest just below 912 Å (see Bouwens et al., 2006, for this

method applied to z ∼ 6 Lyman break galaxies (LBGs)). Our synthesis spectra

show a Lyman limit drop of a factor of ∼ 5 in flux just from the stellar atmo-

spheres themselves, which is not enough to explain the extent of the break often

seen in high-z galaxies (e.g. Shapley et al., 2006).

We consider dust as the only source of attenuation of our ionizing background

to try a background that 1) might provide an alternative for attenuation around

the Lyman limit and 2) contrasts from Haardt & Madau (2001) assuming a 10%

escape fraction. Applying a dust extinction law like Calzetti et al. (2000) does
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not work, because this extends only to 1200 Å. We are especially interested in

the attenuation at energies where C IV and Si IV are ionized (i.e. < 400 Å). Dust

appears to make an impact at z ∼ 6 according to Bouwens et al. (2006); therefore

we take their factor of 2 attenuation using a rest wavelength of 1600 Å. Using this

attenuation, we apply the theoretical dust absorption curve from the X-ray to the

far-IR of Weingartner & Draine (2001) using their grain size distribution of silicate

and carbonaceous grains found to fit the Small Magellanic Cloud (SMC) bar. We

use this curve, because z ∼ 3 LBGs exhibit the smaller grain size distributions of

SMC-like dust (Vijh et al., 2003).

We plot the HM2001 and Bubble fields at z = 8 and 5 in Figure 5.5 for com-

parison; we assume a M∗ = 108M� galaxy at 10 kpc for the Bubble field. The

unattenuated z = 8 Bubble field (thin solid magenta line) shows by comparison

the wavelength dependence of the dust absorption. In contrast, the attenuation

applied by HM2001 would result in a factor of 10 decline everywhere blueward

of 912 Å for their stellar spectral energy distribution (SED). Our applied dust ab-

sorption sharply peaks at 600-900 Å in all of the Weingartner & Draine (2001)

models, which provides an intriguing possibility for an additional reason for the

Lyman break; the Lyman break is now a factor of ∼ 17 using the ratio J
1500Å

/J
912Å

where Jν is the ionizing intensity (erg s−1 Hz−1 cm−2 ster−1) . Consider that the

Bruzual & Charlot (2003) synthesis spectra have an internal flux decrement from

the stellar atmospheres of a factor of 6 considering this ratio, which leaves the

dust attenuated J
1500Å

/J
912Å

decrement at 2.8. This is much less than the compar-

ative decrement factor of 22 corrected for the IGM and the internal attenuation

found by Shapley et al. (2006) at z ∼ 3, however Bouwens et al. (2006) suggests a

factor of ∼ 2 less dust attenuation at z = 6 versus z = 3, and possibly even less

dust attenuation (e.g. Bouwens et al., 2007, 2008). Lower metallicity galaxies at
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Figure 5.5: The HM2001 and Bubble ionization backgrounds are compared at two
different redshifts (z = 8 magenta; z = 5 green). A M∗ = 108 M� galaxy at 10
kpc is used for the variable Bubble background. The thin dotted line represents
the unattenuated Bruzual & Charlot (2003) SED at z = 8 to compare with the
dust-attenuated (thick dotted magenta line) SED. Ionization potentials for car-
bon, oxygen, and silicon show the energies where ion species are likely to exist.
For reference, we put in the relative cross-sections from H I and He II to show
their attenuation at the bottom, although we do not apply H I attenuation in the
Bubble field.

high-z are expected to have a strong dependence on attenuation according to the

law derived by Mao et al. (2007). Indeed, the redshift extrapolation still does not

fit the low escape fraction found by Shapley et al. (2006), but also consider that

they used an internal decrement of only 3.0, and we find 6.

Comparing the Bubble and HM2001 fields, the drop-off in UV flux at energies

greater than Lyman limit is less using only the local star forming galaxies, which

can be considered counter-intuitive when quasars are thought to be responsible

for most of the photons below 912 Å. The reasons are two fold: 1) the Bubble

Lyman-break attenuation due to dust is less than the HM2001 attenuation applied

(∼ 3 vs. 10), and 2) the dust attenuation declines at the ionization potentials of
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C IV and Si IV. The attenuation whether it originates from dust and H I is less at

such high-ionization wavelengths, which means the Bubble field is more capable

of ionizing carbon and silicon to such levels; this has observable implications as

we will show.

None of these three ionization cases apply completely to metals traced by 5

low and high ionization species from z = 8 → 5, but our purpose here is to

present three distinct ionization cases to consider when contemplating high-z

metal line observations. Ultimately, a simulation with self-consistent metal en-

richment and time-dependent non-LTE ionization will be necessary to describe

the the evolution of metal line absorbers during the reionization process. Our

first step in that direction is to understand the characteristics of different ioniz-

ing fields before we apply the radiative transfer code discussed by Finlator et al.

(2008).

5.4.2 Ionization Behavior

Before delving into the observables, we present here a primer for understanding

metal line observations resulting from the two main ionization backgrounds, the

HM2001 and the Bubble fields. While the No Field approximation is very straight

forward (i.e. no ionization corrections for C II, O I, and Si II), the often nuanced

behavior of these two other fields creates some unexpected consequences. We

consider metals in ρ − T phase space exploring both low and high-ionization

species at two redshifts that span the redshift range we consider.

To demonstrate the behavior in ionization fractions resulting from differ-

ent ionizing cases, Figure 5.6 plots colored contours corresponding the HM2001

(solid blue) and two cases of the Bubble (dot-dashed green and red) backgrounds

in ρ − T phase space for two ions (C II and C IV, left and right panels resp.) at

two redshifts (z = 8.0 and 5.0, upper and lower panels resp.). Each contour step
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represents an increase of 10% in the ionization fraction of the corresponding ion

species. Overlaid are gray logarithmic metal density contours (darker contours

indicate higher metal densities) at the respective redshifts. Overlapping color and

gray contours represent the phase space where metal absorbers should arise for

the given background.

The HM2001 contours are the same at all locations within the simulations box

at a given redshift, so the resulting behavior is simpler to understand. The corre-

sponding contours for both C II and C IV move right in overdensity (δ) by almost

a factor of 10 from z = 8 → 5 as the ionization parameter (U ) increases; U is de-

fined as the number of ionizing photons per hydrogen nucleus. U increases for

two reasons: 1) the physical densities decline by a factor of 3.4 between z = 8 → 5,

and 2) the ionization field intensifies by a factor of ∼ 2 − 3 at later times as more

sources turn on in the HM2001 background. C II evolves to trace a smaller frac-

tion of phase space at higher densities; however the metal density is greater at

both these higher densities and at later times, so the total amount of C II is likely

to stabilize.

At z = 8, the HM2001 background is too weak to ionize C IV at densities

where metals reside. By z = 5, C IV is expected to increase as the blue contours

on the bottom right panel of Figure 5.6 overlap the outer metal contours. The

other effect of evolution is these photo-ionized C IV contours reach higher C IV

fractions (f(C IV)) exceeding 0.3 at peak T = 104 K densities. This results from

the hardening of the z = 5 background relative to z = 8; more photons exist at

the ionization potential of C III (47.9 eV or 259 Å) to create C IV relative to the

C I potential (11.3 eV or 1101 Å) to make C II resulting in a larger density range

where C IV resides. We consider the ratio J
259Å

/J
1101Å

, the “carbon spectral ratio,”

which has significant implications for C II and C IV observations.
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Figure 5.6: Colored contours corresponding to the ionization fractions for the
specified species and redshift are overlaid on gray contours indicating the
density-temperature phase space absorbers are likely to arise. Solid blue con-
tours are the uniform Haardt & Madau (2001) background, and the red and green
dashed contours are two instances of the local ionizing Bubble field arising 10 kpc
from a 106 and 108 M� galaxy respectively; the contour spacings corresponds
to steps of 10% ionization fraction. The gray contours indicate the metallicity
distribution, where darker contours correspond to metal density; here steps are
logarithmic (0.5 dex). At z = 8, C II should trace metals better than C IV for the
HM2001 field, while by z = 5 C IV should become a better tracer of metals in the
diffuse IGM. The Bubble field is more complicated, but allows for the possibility
a stronger local field from SF galaxies ionizing carbon up to C IV making more
absorption at z = 8.
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The contours extending to higher densities at T ∼ 105 K corresponds to C IV

in collisional ionized equilibrium (CIE). This overlaps few metals, because C IV is

an efficient coolant and SPH particles evolve rapidly through this region; much

like we find for O VI at z < 0.5 (Oppenheimer & Davé, 2008b).

We now concentrate on the Bubble field behavior, where only U is changed

by altering the stellar mass and the distance of the ionizing galaxy at a given

redshift. Therefore, the contours simply slide two orders of magnitude higher

in overdensity when M∗ is increased by 100 from 106 to 108 M�, which is the

difference between the red and green dot-dashed contours in Figure 5.6. The

reverse shift happens if the distance to the galaxy is increased from 10 to 100 kpc

due to the square inverse law; hence the red contours correspond both to the field

from a 106 M� galaxy at 10 kpc and a 108 M� galaxy at 100 kpc.

Let us consider C IV at z = 8 around a M∗ = 108 M� galaxy. Such galaxies

are rare at this redshift, but 14 galaxies with at least this stellar mass do exist

in our simulation. At 100 kpc, the red contours indicate little overlap with any

metals producing negligible photo-ionized C IV. At 10 kpc, the green contours

do overlap metals at δ ∼ 10, which is the same density commonly found at this

distance from such a galaxy. In effect, this creates a sweet spot where the density

and the ionization field collaborate to make C IV an ideal tracer of metals. As an

aside though, this example also indicates just how difficult metals at high-z are

to observe, because the chance of intersecting one such galaxy at a 10 kpc impact

parameter happens once in a surveyed pathlength of ∆z ∼ 100! A pathlength of

∆z ∼ 1 will yield one instance at 100 kpc, but a more likely environment for C IV

is around lower mass galaxies as we will show in §5.6.3

Finally, the lower attenuation at the C III potential in the Bubble field makes the

carbon spectral ratio much harder than in the HM2001 field. Now f(C IV) exceeds
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0.6 at z = 8 and extends over 3.2 decades of density having at least f(C IV) > 0.1

compared to only 1.6 decades for HM2001. The increase in the spectral ratio of

∼ 200× has more to do with the Bubble field making more C IV at z = 8 than

the variable nature of this background; the same is not necessarily true for other

species. By z = 5, UV flux from stars diminishes they grow older and more metal

rich, resulting in a declining spectral hardness and slightly less C IV.

A key point applicable to all metal-line IGM observations is that while it is

well known that taking ratios of different photo-ionized species can determine

spectral hardness (e.g. Schaye et al., 2003; Aguirre et al., 2008), a single species’

ionization correction alone can vary rather dramatically due to the spectral shape.

It is risky therefore to assign a fiducial ionization correction, especially consider-

ing we know so little about the ionization background for high-ionization species.

A key observable like Ω(C IV) at z = 6 could easily change by a factor of a few.

To summarize the results of the ionization behavior in an illustrative sense,

we consider what the column densities in a two-dimensional 25 km s−1 slice of

the IGM in Figure 5.4, as opposed to the single random pixel a quasar provides.

Unable to apply a variable background in this method, we use the Bubble field

assuming a M∗ = 107 M� galaxy at 10 kpc, which is a fair approximation for

our exercise. Both C II and C IV show significantly evolution from z = 8 → 5 as

the key change is the increased volume of metals as outflows extend further. As

for the volume probed, the higher ionization C IV is an ideal tracer of most of the

metals in the IGM, while C II can only probe the most dense metals having a much

smaller volume filling factor. C II should be rare at both redshifts, unless the No

Field case applies, in which case C II absorption will have a cross-section similar

to C IV, but with even greater depth due to a lack of an ionization correction.
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5.5 Observational Predictions

Observations of the high-z IGM are soon to take a leap forward with the advent

of near-IR spectroscopy along with the discovery of more quasars at z > 6, as well

as the tantalizing possibility of using gamma-ray bursts (GRBs) to briefly illumi-

nate IGM absorbers at redshifts where quasars have yet to form. We present here

predictions for high-z metals line transitions occurring redward of Lyα where the

nearly complete absorption of the Gunn-Peterson trough (Fan et al., 2002) makes

metal-line absorbers impossible to observe. We consider five species already ob-

served at z > 5 with wavelengths (λ0) redward of Lyα: C II (1334.532 Å), C IV

(1548.195 Å), O I (1302.169 Å), Si II (1260.422 Å), and Si IV (1393.755 Å) at our four

chosen redshifts: z =8, 7, 6, and 5. Three ionization fields introduced in §5.4.1 are

considered: No Field, HM2001, and Bubble.

We use a modified version of our quasar absorption line spectral generator

specexbin to generate continuous angled lines of sight, each covering ∆z = 0.9.

See §2.5 of OD06 for a more detailed description of specexbin. We make an

“ideal”-quality sample of 70 lines of sight, assuming an unrealistically high S/N

ratio of 50 for each R = 50, 000 resolution element, and a moderate instrumental

resolution of 15 km s−1. Realistically, near-IR spectrometers soon to be on-line

will have resolutions of R = 5000 − 10, 000 and a S/N = 10 − 20 per resolu-

tion element for z ∼ 6 quasars (R. Simcoe, private communication). We examine

idealized data far beyond today’s instrumental capabilities for two reasons.

First, we want to generate simulated datasets where the corrections for min-

imized pathlength due to low-S/N are not required. We run an automated pro-

cedure of fitting absorption lines with the AutoVP package (Davé et al., 1997),

which does not mimic the procedure observers use simply because we do not

have to time to identify absorption lines by eye. We want to tell observers how
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many absorbers may be expected if the S/N and/or the resolution is pushed to

the limits of their soon-to-be commissioned instruments. Given that profile fitting

may be nearly impossible with upcoming near-IR data, we also present cumula-

tive EW distributions of metal systems, which should minimize the dependence

on instrumental resolution. We find that the predicted EW s are applicable at

lower resolution and S/N when we create lower quality data samples. The sec-

ond reason is that we also consider already published data at some of the lower

redshifts from optical Echelle spectrometers where the data quality is compara-

ble to our simulations. The BSRS dataset from Keck HIRES shows some very

interesting behavior, for which we can provide some interpretation.

We first consider column density distributions of Voigt profile-fit absorbers for

three of the five ionization species. The absorber column densities are summed

into a mass density for each species, then compared to the global quantity of

metals. We predict system equivalent widths next, which should be most appli-

cable for observations of metal absorbers above z = 6 in the near future. Lastly,

we consider some simple absorber ratios, emphasizing what can be ascertained

about the ionizing conditions. We consider the observed completeness limits as-

suming S/N=10 and 20 per resolution element at R = 5000, having simulated

such spectra in many cases to confirm that the results we show in the ideal qual-

ity spectra hold at lower resolution and S/N . Along the way, we consider any

data already published at z ∼> 5.

5.5.1 Column Density Distributions

A column density distribution (CDD), plotted in the units d2n/dXdN , is a key

metal line observable that can be used to determine the summed content of an ion

and its distribution by the spread of its column densities. Much like observers,

we sum together all components within 100 km s−1 of each other into systems. dX
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is absorption pathlength, for which we use our chosen ΛCDM to calculate from z

using the relation

X(z) =
2

3
√

ΩM

√

ΩM (1 + z)3 + ΩΛ. (5.3)

This relation is also used by Simcoe (2006), and almost exactly doubles the path-

length compared to an Einstein-deSitter universe, assuming ΩM = 0.25; ΩΛ be-

comes tiny at high redshift. We scale other observations to this cosmology where

necessary. Plotted in Figure 5.7 are the CDDs considering oxygen and carbon for

all four redshifts and various choices of the ionizing field.

The first ion considered is O I in the top panels, which has a unique association

with H I. These two species remain in charge-exchange equilibrium (Osterbrock,

1989) due to their neutral ionization potentials being only 0.15% apart in energy.

Oh (2002) and Furlanetto & Loeb (2003) hypothesize on the existence of an “O I

forest” tracing the neutral metals that have enriched dense IGM regions via early

enrichment. Higher ionization states easily recombine at the high densities of

the early Universe. Dozens, even hundreds of lines with N(O I) > 1014 cm−2

should be detectable if the IGM is neutral and enriched with a large filling factor

of metals, but BSRS find fewer O I lines in their dataset. No O I systems above

1015 cm−2 are found either, despite predictions of some by Oh (2002).

Our No Field or neutral case (upper left panel of Figure 5.7) shows that O I

lines should be common, despite our metal filling factors being under 1%. We

predict line frequencies of 1.9 and 0.6 dz−1 for 1014 ≥ N(O I) < 1015 cm−2 and

1015 ≥ N(O I) respectively at z = 8. The corresponding frequencies rise to 5.4

and 1.9 dz−1 by z = 6. O I provides the clearest contrast of any species between

a neutral and ionized IGM; the Bubble field yields frequencies of 0.4 and 0.3 dz−1

above N(O I) = 1014 cm−2 at z = 8 and 6 respectively. This clear contrast may

already have been observed by BSRS as all of their O I detected at z > 6 is in one
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Figure 5.7: Theoretical differential column density distributions show the red-
shift evolution of O I, C II, and C IV systems at four different redshifts (z = 8
magenta; z = 7 red; z = 6 orange, z = 5 green) assuming various ionization
field approximations. 50% detection thresholds are indicated by gray lines for
S/N = 10 (dotted) and 20 (dashed) per resolution element in a R = 5000 spec-
trum. O I shows frequent strong lines and a shallow decline toward high N(O I)
if all oxygen is neutral (upper left), while significantly less arises when a field is
applied (Bubble, upper right). C II, middle panels, is assumed to have no ioniza-
tion correction in the No Field case, showing much the same CDDs as neutral O I.
C II is more prevalent in the Bubble than O I due to this state’s higher ionization
potential. C IV, bottom panels, shows many more strong absorbers for the Bubble
field, while the HM2001 uniform field predicts much stronger evolution. The long
dashed orange line at z = 6 is the case where a metallicity floor of Z = 10−3 Z� is
added uniformly, resulting in many more lines below 1013.25 cm−2.
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sight line. This could suggest a patchy reionization scenario (e.g. Furlanetto &

Oh, 2005; Iliev, 2006; Lidz et al., 2007) where individual sight lines probe large-

scale structures at different ionization states. We consider the non-uniformity of

O I in the next subsection.

Fitting a power law of the form

d2n/dXdN = C × Nα (5.4)

to the O I distribution over the range where a reasonably complete sample can be

obtained with current instrumentation (i.e. N(O I) = 1014.2−15.4 cm−2), we find a

fit of α = −1.3 at z = 6. A power law less than α = −2 indicates more metals

at higher column densities, meaning this power law must turnover so that the

summed O I does not approach infinity. Power law slopes can yield information

about the nature of the metallicity distribution and ionizing source, and provide

an easy way to compare datasets to simulations. Not only does the Bubble field

create fewer O I lines at every column density, it exhibits a steeper power law,

α = −2.9, indicating strong O I absorbers are very rare. Oxygen and hydrogen

are easily ionized out of its neutral state by any ionizing background above 1

Rydberg.

C II CDDs shown in the middle panels of Figure 5.7 recreate similar behavior

to O I for the No Field case, but has a much higher frequency for the Bubble case

due to the C II ionization potential lying at a higher energy. C II is one of the most

sensitive distinguishing species of the three ionization fields we explore. The

z = 6 frequency of the lines with N(C II) > 1014.0 cm−2 is 4.5, 0.4, and 0.8 dz−1

for the No Field, Bubble, and HM2001 fields, respectively. Furthermore, the slopes

of the CDDs between N(C II) = 1013.7−15.0 cm−2 may help uniquely identify the

nature of the field, α = −1.4, -2.0, and -1.7 in the same order as listed before. The

Bubble field produces fewer strong C II lines than HM2001, because the metals at
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z = 6 still reside close enough to the local ionizing source that carbon is ionized

to higher states by the greater intensity.

C IV has a higher frequency of strong lines (1.95 vs. 0.84∆z−1 for N(C IV) >

1013.75 cm−2) and a shallower slope (α = −1.6 vs. -2.4 over N(C IV) = 1013.1−14.4)

for the Bubble field compared to the HM2001 field in the bottom panels of Figure

5.7. We compare these values directly to Simcoe (2006), who find 3 systems where

N(C IV) > 1013.75 cm−2 over ∆z = 0.44 for a frequency of 6.8 ± 3.9∆z−1, and

a slope of α = −1.6 using their two column density bins over nearly the same

range. The Bubble field makes more strong lines, but not enough to agree within

the errors of the (Simcoe, 2006) data. More data will soon be forthcoming to

confirm whether this higher observed C IV frequency is holds over more sight

lines; we consider possibilities for how it may be greater in §5.5.2.3.

The evolution of C IV for the two fields also differ, with the weak HM2001 field

at z = 8 incapable of ionizing densities containing metals to this level creating

very few strong absorbers (cf. upper right panel of Figure 5.6). We now consider

the summed mass densities as more illustrative of the differences between the

two fields.

5.5.2 Metal Mass and Ion Densities

Observers integrate the total column density of their systems and divide by path-

length to obtain an ions global density using the relation

Ω(ion, z) =
H0mspecies

cρcrit

ΣNtot(ion, z)

∆X(z)
. (5.5)

where H0 is the Hubble constant, c is the speed of light, ρcrit is the critical den-

sity of the Universe, and mspecies is the atomic weight of the given species. For

comparison to the data, we count systems over two decades of column density

chosen to correspond to the species’ detectability. We count lines for C IV over
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N(C IV) = 1013.0−15.0 cm−2, and scale other species’ N range using the ratio of

the oscillator strength of a line (g, the strongest of a doublet) times its wavelength

(g×λ0) for the considered species versus that of C IV. For example, the range con-

sidered for O I works out to be N(O I) = 1013.7−15.7 cm−2, because the resulting ra-

tio is 4.6; O I has a 3.9× weaker oscillator strength and a 1.2× smaller wavelength.

O I is harder to observe due to its weaker oscillator strength, so the column densi-

ties considered are higher. Conversely, silicon species have very strong oscillator

strengths, meaning that column densities below 1013 cm−2 are achievable for Si II

(N(Si II) = 1012.4−14.4 cm−2) and Si IV (N(Si II) = 1012.6−14.6 cm−2). The range for

C II is N(C II) = 1013.2−15.2 cm−2. Nature creates a convenient conspiracy where

the less abundant elements in both Type II SNe and solar yields have stronger os-

cillator strengths resulting in similarly strong lines tracing our three considered

atomic species.

5.5.2.1 Low Ionization Species

The resulting Ω’s for the five species and different fields are plotted in Figure

5.8 along with the total metal density of the corresponding element summed by

counting the gas phase mass of that species in the entire simulation box at the

given redshift (Ω(species), black dash-dot line). With no ionization correction in

the No Field approximation, the species C II, O I, and Si II trace nearly the identical

increase seen in metal density of ∼ 8× over z = 8 → 5. For this case, the ion

density should be identical to the metal density if absorption lines of all column

density are counted; however the ion density is 4-6× less than the metal density.

Where are the missing metals resulting from this discrepancy?

Considering the fits to the CDDs, which generally have α’s less than −2, one

should expect more metal density in the stronger lines above the the maximum

column density threshold we consider for Ω(species). This is the main reason for
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Figure 5.8: The evolution of the global ion densities determined from simulated
quasar sight lines for the three ionization cases, compared to the metal density
summed for the corresponding atomic species calculated by summing over all
the SPH particles in the simulation box; the difference between the two is a sort
of global ionization correction. We sum over 2 decades of column density cor-
responding to the range the given transition is observable and unsaturated. The
No Field case assumes no ionization correction, but falls below the metal density,
because most of the absorption lies in saturated lines. The observations of BSRS
in quasars at z > 6.2 appear to favor such a neutral IGM. Ω(C IV) appears best
explained by the Bubble field, although there should be significant evolution out
to z = 8.
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the discrepancy; metals fill a small volume of the Universe as we see in §5.3.4,

meaning that a very strong absorption line occurs when a large concentration of

metals intersects a line of sight. Often such a metal line is saturated, and an ac-

curate column density is impossible to obtain. Using a volume-weighted method

as quasar sight lines to obtain a handle on a mass-weighted quantity such as ion

density is challenging, more so for low ionization species, which preferentially

trace high overdensities.

The Ω(O I) determined by BSRS supports a No Field case over either ionization

field considering their sight line sample from quasars above z = 6.2. This sug-

gests that some portion of the z ∼ 6 metal-enriched IGM is neutral. If reionization

proceeds across such metal-enriched regions extending below z = 6, a dramatic

decline in Ω(O I) is likely. BSRS results are inconclusive as to whether this hap-

pens, because they consider a biased lower redshift sample (zQSO < 4.6) chosen

to explore damped Lyα systems (DLAs), which often exhibit O I (e.g. Prochaska

et al., 2001, 2003b). They find a similar number of O I absorbers as at high redshift

in results to be presented in full in the future.

The finding that four O I systems (all with N(O I) > 1013.7 cm−2) are found

toward the quasar SDSS J1148+5251 and not more than one in any of the other 8

high-z sample is highly unlikely to be a statistical fluctuation according to BSRS

(0.18% chance according to this reference). Our 70 simulated sight lines find 18

and 26 systems with N(O I) > 1013.7 cm−2 over ∆z = 63 in the HM2001 and

Bubble fields respectively. The number of sight lines with at least 2 systems over

∆z = 0.9 is 2 and 4 for the same two fields, while no sight line in either case

contains 4 absorbers. Also, consider that BSRS finds their 4 absorbers over ∆z =

0.49 while their effective pathlength is reduced by 50% at N(O I) ∼ 1013.8 cm−2

due to S/N limitations, which suggests an even higher number expected with
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full detectability at N(O I) = 1013.7 cm−2 at ∆z = 0.9. The average number of

corresponding O I systems in the No Field case is 8.3 over ∆z = 0.9, which agrees

roughly with the frequency in SDSS J1148+5251. Our statistics agree with the

interpretation that the J1148+5251 sight line probes a long stretch of IGM with

reionization still proceeding, while the other sight lines of BSRS are completely

reionized.

Do patchy reionization scenarios agree that such an interpretation is feasi-

ble? The J1148+5251 sight line systems span 200 comoving Mpc, which may be

a difficult scale for fluctuations considering that the maximum H II bubble extent

found by Furlanetto & Oh (2005) and Iliev (2006) is usually less than 20 comov-

ing Mpc. In contrast, Lidz et al. (2007) finds longer skewers of ionized gas are

possible when considering UV flux from galaxies reionizing the Universe before

the first quasars turn on. However, these are ionized regions and we are talking

here about a long skewer tracing neutral gas. The J1148+5251 sight line shows

Lyα and Lyβ transmission, suggesting that neutral O I may be related to ionized

regions. Outflows enriching the IGM correspond with significant star formation

likely creating enough ionizing photons to create a bubble easily extending be-

yond the region where metals are pushed. Overdense regions where neutral O I

is predominantly found are more likely to recombine, if the ionizing source turns

off or varies in time (e.g. see DFO06 for calculated recombination radii at z = 9

extending up to 10 physical kpc). Turning off galaxies may be difficult to do con-

sidering the SFRs of galaxies are continuously growing with time (Finlator et al.,

2007), and SFR is well correlated with M∗. The effect of such temporal variation

will be included in the Finlator et al. (2008) radiative transfer scheme, with which

we plan to use to explore reionization era metal lines in a future paper.

We cannot effectively consider scales of 200 Mpc using a 16 h−1Mpc box, but
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we feel the inhomogeneity of the O I observed by BSRS best supports a patchy,

late reionization extending to z ∼ 6 where large-scale cosmic fluctuations lead

to an extended overdensity of regions enriched and ionized, which have subse-

quently recombined. The nature of increasing SFR with time in early galaxies

may make recombination difficult, however.

The No Field case also applies best to Ω(Si II) observed by BSRS, while their

Ω(C II) appears to more support some sort of ionization field. Given that their

observed C II, Si II, and O I arise in the same systems with suspiciously similar

profiles, this further suggests that each of these ionic species may be dominant

and the No Field approximation of no ionization correction may be applicable.

Therefore the lack of agreement with Ω(C II) may have more to do with metals

yields that differ from the Limongi & Chieffi (2005) yields we use. BSRS estimate

as much as 27% of silicon could be generated by VMSs using the silicon-rich Pop

III yields of Heger & Woosley (2002). Ω(C II) and Ω(Si II) show less difference

between the No Field and two ionizing fields than Ω(O I), because the former two

species have higher ionization potentials that are not as easily ionized by the

addition of a field.

5.5.2.2 High Ionization Species

Turning our attention to high ionization species, Ω(C IV), first considered as a

function of redshift by Songaila (2001), has extensive data now at z ∼> 5, indicating

that this measurement stays remarkably stable even above z ∼> 6 (Ryan-Weber et

al., 2006; Simcoe, 2006). Exploring a range of wind models, OD06 can explain the

near constancy in this measurement by a decreasing global ionization fraction of

C IV counterbalancing the increasing enrichment of the IGM using a momentum-

driven wind that injects significant energy into the IGM. Therefore, the stability of

Ω(C IV) does not indicate that the IGM must be enriched before z = 6. Instead, the
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ionization fraction decreases for several reasons. Decreasing physical densities

declining due to Hubble expansion, plus the increasing HM2001 ionization field

strength from z = 5 → 2 result in C IV tracing higher overdensities and less of the

carbon in the diffuse IGM, which is photo-ionized to higher states at later times.

Increasing energy input into the IGM from feedback and structural formation

shocks at later times push metals to hotter temperatures where C IV does a poor

job of tracing carbon (see Oppenheimer et al. (2007) for a simple breakdown of

this evolution).

Comparing to the metal density in the Figure 5.8, Ω(C IV) of the HM2001, the

C IV ionization correction falls by a factor of 10 (from 220 to 21) between z = 8 →

5. This is a stunning drop and occurs because of the ionization behavior explored

in §5.4.2; the uniform background grows stronger while physical densities falling

resulting in a greater ionization intensity allowing metals to be ionized to C IV

by z = 5. The same trends that cause the C IV ionization correction to increase

from z = 5 → 2 (OD06), cause it to decrease from z = 8 → 5. The physical and

ionization conditions make z ∼ 4 − 6 the ideal time for C IV to trace metals.

The problem with the HM2001 field is that it does not reproduce the relative

constant Ω(C IV) seen at z > 5; therefore we turn to the Bubble field to produce

the ionizing strength to create C IV close to galaxies. The result is a stabilization

in the ionization correction as metals, which remain close to galaxies, are ionized

by a more similar field between z = 8 → 5. In effect, the evolution of the uniform

ionization field is negated, or at least significantly reduced, and Ω(C IV) closely

traces the actual increase in IGM metallicity; Ω(C IV) increases by 14× while Ω(C)

increases by 9×. As Ω(C IV) observations are pushed out to z = 8, we predict

to see a decline corresponding to the evolution in the metal density if the Bubble

field is correct.
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Ω(Si IV) mirrors the behavior for Ω(C IV) for the two fields we consider, but

the difference is less. The lower ionization potential of Si III causes Si IV to trace

higher overdensities, which can track some of the metals already injected into the

IGM at z = 8 with the HM2001 field. The evolution of Ω(Si IV) is nearly identical

to that of Ω(C IV) for the Bubble field for the reasons mentioned above.

5.5.2.3 Possibilities for greater Ω(C IV) at z = 6

We still have a factor of 2 increase in Ω(C IV) between z = 6 → 5 with the

Bubble field, which is consistent with observations. We agree within the error

bars with the Simcoe (2006) dataset, only because we produce systems with

N(C IV) = 1014.5−15.0 cm−2 that he does not see at z = 6. This counter-balances

our under-prediction pf the number of C IV lines with N(C IV) = 1013.0−14.5 cm−2.

Here we explore possibilities of why we may be under-predicting C IV.

The intensity of the ionization background at the C III ionization potential,

while unobservable and uncertain, is vital for the correct determination of the

C IV ionization correction as we stress at the end of §5.4.2. The carbon spec-

tral ratio of the Bubble field makes Ω(C IV) higher than the HM2001 field. In-

creased attenuation of the Bubble field could boost the number of lines below

N(C IV) = 1013.75 cm−2, which we find are more lacking, by reducing the intensity

of the ionizing radiation for metals otherwise ionized to C V at lower densities.

However, the Bubble field is rather favorable to a high value of Ω(C IV) already,

so we may be pushing the limits of fiddling with the shape and intensity of the

ionization background.

The solution is not stronger outflows or greater mass loading factors. Stronger

outflows will only push metals to lower overdensities possibly making more

weak absorbers and fewer strong absorbers. Greater mass loading factors cur-

tail star formation even more resulting in less metals generated and fewer metals
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observed in the IGM. Similarly, lower mass loading factors may make more metal

enriched winds, but fewer metals in the IGM overall.

Primordial galaxies may be unresolved in our simulation; however, our simu-

lation resolution should achieve the minimum Jeans mass criterion for galaxies to

form out of perturbations z ≤ 103. Also consider that absorbers overwhelmingly

trace metals in outflows, which is directly linked to SFR and by Equation 5.2 M∗,

thereby association C IV is a proxy on M∗. We will show in §5.6.3 that the median

M∗ considering where the stellar mass is and where Ω(C IV) arises are within a

factor of two (M∗ = 107.6 versus 107.9 M�). Galactic winds may arise from smaller

galaxies unresolved in our simulation, but we expect little C IV to be associated

since the integrated amount of stellar mass below M∗ = 107 M� is decreasing due

to the turnover in our fit to the stellar mass function (Equation 5.1).

We do not discount the possibility that VMSs or primordial galaxies could

enrich a significant portion of the IGM above this redshift; however our inves-

tigation of the 10−3 Z� metallicity floor suggests that such metals would be so

diffuse as to show up as absorbers below N(C IV) = 1013.25 cm−2, or below the

range Simcoe (2006) observed. We also do not reject the hypothesis of somewhat

faster wind speeds raising Ω(C IV) significantly. We show in OD06 that the faster

winds of the constant wind model (484 km s−1) can enrich the IGM with up to

10× as many metals as the vzw wind model resulting in Ω(C IV) increase by 3× at

z = 6. Although this wind model is too extreme as it heats the IGM too much and

distributes the metals too broadly at lower redshift according as evidenced by

the pixel optical depth method (Aguirre et al., 2005; Songaila, 2005, e.g.) applied

in OD06, moderately faster wind speeds applied in the momentum-driven wind
3We use the formulation of the Jeans length from §6 of OD06 and find a Jeans mass of 9 ×

107 M� at z = 10 assuming δ = 50 and T = 104, which is nearly the dynamical mass limit of a
galaxy in our simulations with 32 dark and SPH particles.
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model are still a possibility.

One of the most uncertain factors that could alter Ω(C IV) are the SN yields.

We use the yields of Limongi & Chieffi (2005), which do not change much at low-

Z for carbon. In our simulations the SFR efficiency is so high in early galaxies

that the average stellar metallicity in star particles reaches 0.1 Z� by z = 7, which

may minimize the importance of low-Z yields. Very low metallicity stars are

not resolved due to spawn particle sizes being M∗ = 2.7 × 105 M�, although

the incremental enrichment metal scheme of GADGET-2 should allow their yields

to affect gas phase metallicities. However, integrating the zero-metallicity SN

yield models of Woosley & Weaver (1995) and Heger & Woosley (2008) over a

Chabrier IMF results in total carbon yields slightly less than the Limongi & Chieffi

(2005) zero-metallicity yields, which are not all that different from the latter’s

solar yields. While low-Z yields appear unable to enhance carbon production,

another possibility are the yields calculated by Hirschi (2007) in rotating stars

at low-Z; these can more than double the total carbon yield versus non-rotating

models.

A related uncertainty is a possibly evolving IMF at high-z. Davé (2008) find

using our simulations that the evolution in the M∗-SFR calibration is best ex-

plained by an increasingly top-heavy IMF from z = 0 → 2, which suggests very

few low-mass stars if extrapolated to z ∼ 6. Tumlinson (2006) present a number

of constraints indicating a top-heavy log-normal IMF using their Galactic chem-

ical evolution model in a hierarchical galaxy formation framework, which could

also explain the existence of carbon-enhanced extremely metal poor stars. Such

stars have extreme excesses of carbon relative to iron, which may indicate yields

from rapidly rotating stars as suggested by Meynet et al. (2006), or perhaps bi-

nary mass transfer from a companion during the carbon-rich AGB phase (e.g.
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Tumlinson, 2007). A top-heavy IMF can produce more carbon than the Limongi

& Chieffi (2005) yields we use, especially if there are more stars ≥ 40 M� rapidly

rotating according to the low-Z Hirschi (2007) yields.

To summarize, it is not difficult to increase Ω(C IV) observed in the high-z

IGM by a factor of ∼ 2 using yields from rotating stars at primordial and higher

metallicities, as well as an evolving IMF. Moderately faster wind speeds can boost

Ω(C IV) by a similar amount, because these winds increase the volume filling

factor of metals, for which C IV is a sensitive indicator. There is also flexibility

in the shape and intensity of the ionization background too, but we are already

pushing the limits of greater Ω(C IV) using the Bubble field.

5.5.3 Equivalent Width Distributions

We publish the complete cumulative EW system distributions at z = 8 and 6 for

all five species for the use of observers in Figure 5.94. Many of the trends already

discussed earlier in this section are reproduced here, although some trends are

more easily seen here. The average weaker ionizing flux of the HM2001 field

at z = 6 results in more strong C II absorbers and fewer strong C IV absorbers

compared to the Bubble field; the opposite is true for weak absorbers. The same

trends are apparent in Si II and Si IV, and also at z = 8 for C IV, although the Bubble

field produces more high ionization absorbers at all equivalent widths here. O I

best distinguishes neutral and ionized gas.

We note that it may be possible some EW s at the strong end may be influenced

by the phenomenon of turbulent broadening, where our simulations are not suf-

ficiently resolving the structures under the resolution of SPH particles at z = 6.

In Oppenheimer & Davé (2008b) we found turbulent broadening necessary to

4Please contact the author for the tabular form of the predictions in these or any other figures.
We have EW distributions for z = 7 and 5 as well.
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Figure 5.9: The cumulative equivalent width distributions for the systems of five
species at z = 8 (magenta) and z = 6 (orange). The three ionization cases are
shown along with long dashed lines corresponding to the case where a uniform
metallicity floor of 10−3 Z� is added to the entire volume at z = 6. The HM2001
field makes more strong C II and more weak C IV systems compared to the Bubble
field at z = 6. O I is the best tracer of the No Field case. C IV is ideal to trace a
larger volume filling factor of metals, while this is not true for its sister ion Si IV,
which is mostly ionized to Si V in the same volume.
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reproduce the observed low-z O VI b-parameter distribution. Stronger absorbers

are more closely associated with recent outflows, resulting in chaotic motions that

dissipate on the order of a Hubble timescale. Our mass resolution is 64× higher

here, but may still be unable to resolve the sub-kpc scale of many absorbers at this

redshift, especially considering these high-z absorbers are universally young and

associated with recent outflows. If a line is saturated, turbulent broadening may

result in a higher EW , which may affect the high end distribution of absorbers

here. Fortunately, it should not much affect the weak end, since turbulent broad-

ening will leave EW s unaltered and component blending is not an issue, because

we are considering systems. The other observables all deal with column densi-

ties, which should remain unaffected by turbulent broadening as long as lines are

not saturated. b-parameters of course are the observable most likely affected by

turbulent broadening, and may explain some of the broad C IV profiles seen by

Ryan-Weber et al. (2006) and Simcoe (2006).

We consider here the additional case of a metallicity floor of 10−3 Z� added

everywhere in the simulation box with the uniform HM2001 ionization field at

z = 6 for C IV (long dashed line in the upper panel of Figure 5.9). This scenario

simulates the circumstances of a fully reionized, enriched, and well-mixed IGM

as a result of either VMSs or just regular Type II SNe enriching the cosmological

volume. This amount of metals is 10× the possible enrichment from Pop III stars

estimated by Bromm et al. (2004), so a contribution from other early SN would

be necessary. Assuming a Chabrier IMF and Limongi & Chieffi (2005) yields,

turning 0.05% of baryons into stars, equivalent to all the stars formed by z = 7.5,

can uniformly enrich all gaseous baryons to this level. This broadly simulates the

semi-analytical enrichment scenarios of Madau et al. (2001) & Scannapieco et al.

(2002) to enrich a large volume fraction of the IGM at early times to at least this
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metallicity level.

The observational signature of such an enrichment scenario is dramatic at

the weak end of the C IV equivalent width distribution. Today’s instruments

should be able to integrate down to EW = 30 mÅ to see what we expect would

yield a statistically significant result using only one line of sight (16.9 ∆z−1 ver-

sus 5.7 ∆z−1). The observations of Simcoe (2006) and Ryan-Weber et al. (2006)

are above the threshold to detect a factor of 3.3× increase in the frequency of

1013.0−13.25 cm−2 systems (see long dashed orange line for the CDD in bottom left

of Figure 5.7); however sitting on the brightest quasar at z > 6 for several nights

on an 8-meter class telescope should produce the necessary S/N of ∼ 40 − 50 to

detect the extent of z ∼ 6 metals. C IV is by far the best species for testing such

a scenario, because it traces metals most effectively around mean overdensity at

z = 6. Si IV is ionized to Si V at the same overdensities.

Finally, we note a contrast the C IV distributions at high-z to the z = 0 − 0.5

EW distribution for O VI. The faint end turnover of the latter shows very little

sensitivity to the volume filling factor of metals (Oppenheimer & Davé, 2008b).

Part of the difference between is that O VI is not tracing the lowest overdensities

where metals reside at low-z; the C IV contours overlap the metals at the lowest

overdensities as shown in Figure 5.6. This is precisely the reason why C IV holds

so much potential for mapping the true extent of high-z metals.

5.5.4 Aligned Absorber Ratios

We now consider aligned absorber components for different species with the

alignment criteria that both components are stronger than 50 mÅ and are within

15 km s−1 of each other (δv ≤ 15 km s−1). We consider the No Field first in Figure

5.10. The percentage of total components for a species aligned with the other plot-

ted species are in the corners, such that the percentage closest to the labeled axis
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Figure 5.10: Aligned absorbers of different species are defined as having both
components above 50 mÅ and a velocity difference less than 15 km s−1. The
No Field case at z = 6 shows absorbers fall along a linear relation with some
scatter. Alignment fractions are listed in the corners such that the percentage
closest to the labeled axis is that species’ alignment fraction with the species on
the opposite axis. The percentages exceed 95% in every case, and remain almost
exactly as high when the velocity difference is reduced to 8 km s−1, because they
are tracing metals in the same gas.

corresponds to that species’ alignment fraction with the species on the opposite

axis. For the neutral case, the alignment percentages are above 95% in every case.

This lends evidence that the low ionization species observed by BSRS, which ap-

pear aligned in every case for O I observed above z = 5.8, are tracing metals

where there is no ionizing flux above the Lyman limit. These systems occur far

too frequently to be chance alignments with the ISM of intervening galaxies ac-

cording to BSRS. This could be evidence that patchy reionization is still occurring

at these redshifts, or dense cloudlets entrained in winds are self-shielded from the

ionizing background. The latter would be more likely if high ionization species

are also observed tracing the lower density gas responsible for this entrainment

in the winds (e.g. Fujita et al., 2008); therefore C IV and Si IV could be very useful

constraints.

It is impressive that the alignment of components is so consistent, always above

95%, although it is helped by the fact that these three species have similar EW s
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for typical Type II SNe yields. Aligned absorbers fall on a linear relation in

each subplot of Figure 5.10, where the ratios in column densities are the ratios

in Type II SNe yields. Although we use a component separation criterion of

δv ≤ 15 km s−1, the alignment statistics are nearly identical when δv = 8 km s−1

and δv = 32 km s−1. This is generally the case in all alignment statistics consid-

ered here, which represents an obvious contrast from the clear growth in low-z

H I − O VI alignment fractions at higher δv in the data (Tripp et al., 2008; Thom &

Chen, 2008a). The difference is that various metal species are assumed to be well-

mixed such that aligned absorbers are usually tracing the same underlying gas,

while we show in Oppenheimer & Davé (2008b) that O VI is tracing physically

distinct gas from the Lyα-forest, despite both being predominantly photo-ionized

at low-z. As in that paper, we emphasize here that metals are not well-mixed with

the baryons traced by the Lyα forest.

The alignment for species with ionization fields in Figure 5.11 indicate many

fewer aligned absorbers. C II is aligned with C IV 45-62% of the time, while C IV

is found is aligned 11-23% of the time with C II. Finding C II where C IV exists

should occur much less frequently than the other way around according to the

visualization in Figure 5.4; the small filling factor of C II is usually coincident with

C IV, while C IV can also trace the more extended metals. Although the absorber

wavelength difference makes this ratio difficult to obtain, this is an ideal ratio

to measure the shape of the ionization background. The two lines are the same

atomic species and the carbon spectral ratio that is measured covers such a large

ionization potential difference, 4.25× (11.3 vs. 47.9 eV). There exist stronger C IV

components aligned with C II for the Bubble field relative to the HM2001, due to

the greater hardness of the former field. In the one component Ryan-Weber et

al. (2006) could measure both at z = 5.7239 in SDSS J1030+0524, they found no
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Figure 5.11: Aligned absorber ratios and percentages are displayed in the same
manner as in Figure 5.10, but for the HM2001 and Bubble ionization fields.
Aligned ratios can help distinguish the shape and magnitude of the ionization
field, especially in the case of C II −C IV. The alignment fraction of C II with O I is
one of the best ways to distinguish the three ionization cases, although these are
rare if the IGM is ionized.
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aligned C II. A sample size of at least a dozen strong C IV components exploring

aligned C II should begin to build enough statistics to constrain the shape and

intensity of the ionizing background.

Si II and Si IV alignment provides a similar opportunity as the carbon species

to measure the shape of the background, and the alignment fraction is even

higher than for carbon due to the lower ionization potential of Si III (33.5 eV)

compared to C III. BSRS actually does find aligned Si IV in three of their compo-

nents lying close together in the z = 5.3364 system of SDSS J0231-0728. This is

one of the most interesting system observed at high-z, because the very aligned

profiles of C II, O I, and Si II in components about 100 km s−1 away from the

aligned Si II − Si IV is a strong indicator of the No Field above the Lyman limit,

while the latter must have an ionizing field. Is this evidence of patchy reioniza-

tion extending down to the z = 5.3 Universe? Reionization should be over by this

redshift (e.g. Fan et al., 2002). Although this could be galactic ISM, galaxies have

such a small filling factor that this is unlikely to be observed along a sight line.

The lack of high ionization species aligned with the low ionization components

suggests neutral gas in the IGM or perhaps in a dense cloudlet entrained in an

outflow where the Si IV is mis-aligned tracing the entraining gas at lower den-

sity. BSRS argues the frequency of finding DLAs at high-z matches the chance of

finding a system like this, thus they interpret this and their other O I system not

in J1148+5251 as DLAs. We agree with this interpretation, but it is worth spec-

ulating what exactly high-z DLAs are. BSRS mentions that aligned C IV is also

present according to (Barth et al., 2003), but the low resolution of that observa-

tion makes it difficult to determine the component alignment; we expect it to be

aligned to the components exhibiting the Si IV.

C II is found a large majority of the time when O I is observed, but the re-
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verse is not true if there is an ionization field above the Lyman limit. The bluest

component of the z = 5.3364 BSRS system mentioned above is consistent with a

non-detection of O I with the observed C II and Si II, supporting some sort of ion-

ization field. Finding the fraction of C II absorbers with aligned O I is one of the

most sensitive indicators of the three different ionizing cases we explore. Lastly,

we do not show the incidence of O I aligned with C IV, because this case rarely

occurs under an ionizing field due to the large difference in ionization potentials.

5.6 Physical and Environmental Interpretation

Since our simulations enrich the IGM and form galaxies self-consistently, we

now explore the physical and environmental properties of high-z metal line ab-

sorbers with a focus on their evolutionary context. Using our modified version of

specexbin, we can access for each absorber the physical properties of density,

temperature, and metallicity; and the environmental properties of the distance

and stellar mass of the nearest galaxy, plus the last time an SPH particle was

launched in a wind (i.e. its age). We also can track an SPH particle’s SFR if it is in

a galaxy or the vwind at which it was launched if in the IGM.

Unless otherwise mentioned, we use the Bubble field, because this background

appears best able to explain the evolution of C IV at high-z, plus metals lie close

enough to galaxies that the local ionizing field should dominate. We do not dis-

count the possibilities that the No Field approximation may best explain some

absorbers, most notably those in the J1148+5251 sight line, or the HM2001 field

may be most appropriate toward the lower redshifts of our considered range. We

consider all three, because we feel it is likely from our exploration of observables

that the ionization background is non-uniform and the three cases may be appli-

cable in different locations of the IGM at the same redshift.
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We concentrate on C IV absorbers at z = 6, examining first their physical state

and then their evolutionary context considering the origin of these absorbers. We

then relate the two by exploring the galaxy-absorber connection, which is the

fundamental relation at high-z, more so than at lower redshifts. We consider

an absorber’s connection to the stellar mass of its originating galaxy, which is a

strong proxy of the more observationally relevant SFR. We then switch to lower

ionization species represented by C II, and lastly extend our analysis back to z =

8.

5.6.1 Physical Conditions

Figure 5.12 shows four absorber properties plotted against each other for z = 6

C IV absorbers in the Bubble field. In the upper left panel are the same type of

logarithmic metallicity contours considered in Figure 5.6. C IV has the least global

ionization correction at z ∼ 6, because the ionization fractions of this species

are ideally aligned with the range of densities metals reside at this redshift (δ ∼

0 − 50). Histograms in the bottom left panel show that stronger absorbers trace

higher overdensities, although the trend is not as strong as for O VI absorbers at

low-z (Oppenheimer & Davé, 2008b).

Temperatures indicate predominantly photo-ionized C IV due to metals shock

heating to WHIM temperatures, 105−6 K, and then quickly cooling to warm IGM

temperatures due to efficient metal-line cooling in this range. Note that this

is a different finding than in OD06 where we claimed a significant minority of

z ∼ 6 C IV (43%) is collisionally ionized. The discrepancy results from the mass-

weighted manner used in the OD06 simulations by summing up the amount of

collisionally ionized C IV in the ρ−T plane; here we are using a volume-weighted

quantity by summing the average density and temperature at the absorber line

center in random sight lines. Most of the collisionally ionized C IV in OD06 arises
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Figure 5.12: C IV absorbers at z = 6 with the variable Bubble field are plotted in
four phase space planes considering density, temperature, absorber age, and dis-
tance to the nearest galaxy. Logarithmic contours at 0.5 dex steps in the ρ − T
phase space correspond to the metallicity-weighted density (lighter contours are
less). In the dgal-age plane, an outflow velocity can be calculated by dividing the
two quantities; we show a solid gray line corresponding to voutflow = 100 km s−1

with the 30 and 300 km s−1 indicated by the dashed gray lines to the left and
right. Histograms along the side show the relative ΣN(C IV) with each color cor-
responding to the column density range indicated by the key in the upper right
panel; all absorbers where N(C IV) > 1015 cm−2 are counted as contributing only
1015 cm−2 to this sum due to these lines being saturated. Histograms show com-
plete stats in 70 lines of sight, but points are plotted for absorbers in 30 lines
of sight. z = 6 C IV is predominantly photo-ionized tracing a range between
δ = 0 − 50. Stronger absorbers arise from higher overdensities and are generally
younger. Most absorbers are 50-300 Myr old, lying 10-50 kpc from their parent
galaxy. The average voutflow = 100 − 200 km s−1, which is less than vwind.
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from galactic gas rarely probed in our sight lines. The bottom left panel of Fig-

ure 9 in OD06 shows good agreement with the density and temperature ranges

of the C IV in the diffuse IGM (ρ/ρ̄ < 200) we find here in Figure 5.12. Consider-

ing the frequency of such intersecting regions with overdensities exceeding 200 is

0.5∆z−1, quasar absorption line spectra are not going to sufficiently probe regions

where collisionally ionized C IV resides.

Regions with overdensities exceeding 200 tracing galactic gas should just ex-

ceed star formation threshold limit at z = 6. We find the frequency of metal

systems where N(C IV) ≥ 1013 cm−2 including SPH particles above the star for-

mation threshold to be 0.4∆z−1, or slightly less than the frequency of δ = 200

regions along sight lines. Of the 54 components with N(C IV) > 1014 cm−2, only

12 have any traces of star formation. Ironically, only one of these 12 lines has its

line center density at δ > 200, indicating the absorbing gas is primarily outside

the galaxy5. We can safely say that the vast majority of typical C IV absorbers are

primarily intergalactic at z = 6, or at least tracing the outskirts of haloes.

The average carbon metallicities at N(C IV) = 1013.0 and 1014.0 cm−2 are

1.1 and 2.1 × 10−4 respectively (i.e. 1/20 & 1/10 Z�), or about ∼ 15 − 20×

the IGM metallicities at the corresponding overdensities using the simulation-

averaged metallicity-density relation in Figure 5.3. Much like low-z O VI ab-

sorbers, C IV absorbers are tracing a clumpy, inhomogeneous distribution of met-

als with a very low volume filling factor, ∼< 0.1%. Considering z = 8 C IV ab-

sorbers, the metallicity inhomogeneity is even more extreme– Z = 1.3 × 10−4 for

N(C IV) = 1013.5−14.0 cm−2, while the simulation-averaged metallicity is 1.8×10−6

5The one absorber tracing primarily galactic gas has δ ∼ 1000 and N(C IV) = 1017.5 cm−2!
This is an implausible amount of C IV and not physical, but this one line comprises 88% of the
total Ω(C IV) along lines of sight. However, this example shows where the majority of C IV
goes when comparing the volume-derived Ω(C IV) when summing absorbers with N(C IV) =
1013.0−15.0 cm−2 versus the mass-derived Ω(C IV) when summing up all SPH particles in the box,
which is several times greater.
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or 9 × 10−4 Z� (a factor of ∼ 70). This shows that metal-line absorbers trace

an increasingly clumpy distribution of metals at early times going back from

z = 6 → 8, and also considering O VI at low-z (Oppenheimer & Davé, 2008b).

Galaxy outflows may enrich a larger comoving volume at early times accord-

ing to our finding that all outflows travel the approximately the same physical

distance (OD08a); however, they are enriching very little of that volume in an

inhomogeneous manner.

5.6.2 Origin of IGM Metals

We begin our discussion of this subsection by considering how an absorbers age

relates to its environment. An age-density anti-correlation exists in z = 6 C IV

with a significant spread shown in the bottom left panel of Figure 5.12. This

is the same trends we see in low-z O VI (Oppenheimer & Davé, 2008b) where

stronger absorbers trace higher densities that have been enriched more recently.

In the case of C IV, absorbers over 1014 cm−2 are more likely to trace metals ejected

on average 100 Myrs ago, while weaker absorbers trace metals 100-300 Myr ago

from earlier primordial galaxies.

The age-density relation can be understood by considering the age-galaxy dis-

tance (dgal plotted in physical kpc) relation in the bottom right panel of Figure

5.12. Older absorbers have had time to travel greater distances reaching lower

overdensities. Taking dgal divided by age, we can plot the average velocity these

winds need to travel to get as far as they do, which we call voutflow. The gray solid

line shows voutflow = 100 km s−1 and the dashed lines on the left and right sides

are 30 and 300 km s−1 respectively. Considering that the average wind particle

is launched at vwind = 200 − 250 km s−1, we are seeing many of these absorbers

tracing metals leaving galaxies for the first time. Metals in absorbers less than

100 Myrs old have voutflow closer to vwind, but hydrodynamical slowing with sur-
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rounding gas as well as gravitational potential slows voutflow to an average of 100

km s−1 for the oldest absorbers.

As a completely different way of considering absorbers, we plot the aver-

age vwind (i.e. launch velocity) of the metals in each absorber against the ratio

of voutflow/vwind in Figure 5.13. This ratio should not exceed one, given that wind

particles are slowed as the travel outward; however the few absorbers at greater

than one are likely due to the rare instances when the neighboring galaxy is not

the originating galaxy for a wind (see end of §5.6.3 for how this can be). First of

all, stronger absorbers arise from more massive galaxies with greater σ resulting

in larger vwind. Such galaxies are more metal rich according to the mass-metallicity

relationship (DFO06). Secondly, winds from massive galaxies slow down more

quickly as indicated by lower voutflow/vwind at higher vwind. There is considerable

spread in this ratio for absorbers at all strengths, which we consider indicative of

the range taken by metals injected by winds; a minority of winds escape into the

IGM until z = 0, while most find their way back to galaxies.

A more obvious trend is the voutflow/vwind ratio as a function of dgal, which

shows a decline at greater dgal. For absorbers with N(C IV) = 1013.5−14.5 cm−2,

the strength of most components observed by Ryan-Weber et al. (2006) and Sim-

coe (2006), the median ratio is nearly unity at 3-5 kpc, 0.8 at 10 kpc, and 0.5 by 50

kpc. This is statistical evidence we are seeing metals slowing down as they travel

further from their parent galaxy.

C IV absorbers are tracing metals on their first journey outward from galaxies

at z = 6. If we consider the evolutionary picture of feedback from z = 6 →

0 we presented in OD08a, we find that metals more often than not recycle (i.e.

return to a galaxy at later time and are shot out in another wind). The median

recycling ranges 1-3 Gyr with an inverse dependence on Mgal at z ∼ 6, and winds
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Figure 5.13: The average vwind (recorded when an SPH particle is launched in a
wind) contributing to a z = 6 absorber is compared here to the voutflow, which is
calculated by dividing dgal by age. Stronger absorbers arise from winds launched
faster from more massive galaxies, but these winds are more likely to slow down
faster as indicated by a declining voutflow/vwind at higher vwind. The color-coded
key in Figure 5.12 applies here.
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launched at this epoch travel a distance of ∼ 60−100 kpc. The ages and distances

being less than recycling times and turn-around distances are consistent with C IV

tracing metals on their first journey into the IGM. These absorbers are primarily

in intergalactic gas and not in haloes, because OD08a finds that metals ejected

at z ∼ 6 reach distances of 10-20× the virial radius, rvir defined according to

the Navarro, Frenk, & White (1997) formulation; therefore the amount of time

spent in the tiny haloes is small. Haloes are almost always less than 5 physical

kpc in size at these redshifts, which corresponds to the dgal below which very few

absorbers are found in the histogram at the bottom right panel of Figure 5.12. Our

investigation of the number of recyclings for SPH particles in absorbers finds that

far and away these absorbers are in their first outward journey.

5.6.3 The Galaxy-Absorber Connection at High Redshift

Having explored a number of relations between physical and environmental pa-

rameters at z = 6, there is as of yet no over-riding correlation to explain C IV

absorber strengths as each parameter exhibits much scatter versus N(C IV). We

now consider the galaxy-absorber connection by plotting stellar mass, M∗ of the

neighboring galaxies in Figure 5.14 compared to the dgal of an absorber. We argue

this is the fundamental relation, and most other correlations are merely a conse-

quence. Although the stacked histograms for dgal belie an obvious trend, the

relation between dgal and N(C IV) at a given M∗ shows a strong correlation.

We plot gray dotted lines corresponding to the relation dgal ∝
√

M∗ represent-

ing the constant flux levels resulting from the Bubble field due to the square in-

verse law. If all physical conditions are equal, absorbers along these lines should

be identical. This appears to be a key deterministic relation for absorber strength,

more so than any of the physical parameters explored in the previous sections.

The dearth of absorbers below the bottom-most gray dotted line is only a selec-
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tion effect poorly sampling these regions in a volume-averaged measurement;

very strong absorbers exist here if sight lines are fortunate enough to sample

them. Consider that the chance of intersecting a M∗ ≥ 108.7 M� galaxy at less

than 30 kpc occurs once in a pathlength of ∆z = 30; a very strong system should

exist if a sight line is lucky enough to intersect this region.

However this is not the final explanation for how a C IV column density is

determined as there are more subtle trends relating to the galaxy-absorber con-

nection. Considering absorbers in this context is most relevant at high-z than any

other time, because 1) metals are on their first journey into the IGM, 2) they are

still in close proximity to their parent galaxies, and 3) galaxy evolution is rela-

tively simple to understand at high-z6 as galaxies are mostly evolving secularly.

We use these assumptions in showing solid gray “evolutionary tracks” metals

take into the IGM assuming constant voutflow = 100 km s−1 and an exponentially

increasing M∗ with time, which falls out of the integration of Equation 5.2. Al-

though both of these assumptions are not correct, this treatment reveals some

important behaviors.

First, “isochrones” travel parallel to the x-axis of Figure 5.14, meaning the

absorbers are the same age found at the same distance. This of course an over-

simplification, because voutflow slows down as time passes and winds with higher

vwind slow down faster. However, this explains why there are very few weak ab-

sorbers (N(C IV) < 1013 cm−2) around M∗ > 108 M� galaxies; metals simply have

not had time to travel to this distance where weak C IV absorbers should arise.

Second, tracing the evolutionary tracks back to the bottom reveals the mass

of the launch galaxy for each metal absorber. DFO06 plotted the mass-metallicity

relationship of z = 6 and z = 8 galaxies, finding that gas metallicity increases
6At least this is true in our simulations.
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Figure 5.14: Plotting dgal as a function of M∗ reveals a strong correlation between
N(C IV) and dgal for a given mass galaxy. The ionizing conditions are identi-
cal in the Bubble field along the gray dotted lines explaining much of this cor-
relation. A less obvious trend is that weaker absorbers are more often related
to lower mass galaxies due to the mass-metallicity relationship. This is shown
by evolutionary tracks (solid gray lines for winds emanating from a M∗ = 106,
107, & 108 M� galaxy) tracing an absorber back to its parent galaxy assuming
a constant voutflow = 100 km s−1 and secular galaxy evolution. The lack of ab-
sorbers next to higher M∗ galaxies is a selection effect. The color-coded key in
Figure 5.12 applies here.

by 0.2-0.3 dex per decade of M∗. Although the over-riding trend for absorber

strength depends on the ionizing flux in the Bubble field, a more subtle trend can

be seen that absorbers grow weaker along the same dotted gray line primarily as

a result of the mass-metallicity relationship.

We explore the galaxy-absorber connection in terms of the M∗ − dgal, be-

cause these are related to observables, which should be obtainable. dgal can-

not be observed directly, however it is an upper limit on the impact parameter,

dimpact, to the neighboring galaxy such that dimpact averages dgal√
2

due to the col-

lapse of one dimension. Stellar masses are more difficult to obtain than SFRs of
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early galaxies observed via Lyα emission or the Lyman break; therefore we pro-

vide the conversion in Equation 5.2. Considering that most absorbers between

N(C IV) = 1013.0−15.0 cm−2 are associated with galaxies where M∗ = 107.0−8.5 M�,

the corresponding SFRs ranges from 0.04-0.9 M�yr−1. We therefore stress the

need to identify galaxies at such SFRs and M∗ in order to study the galaxy-

absorber connection at z ∼ 6.

Our discussion thus far assumes that the neighboring galaxy is the launch

galaxy, which may not necessarily be the case. However, this assumption is sup-

ported by the analysis of the mean neighboring galaxy distance in DFO06 ly-

ing at or above 100 physical kpc, resulting in a minimum overlap radius of 50

kpc, which encompasses the vast majority of dgal’s in Figure 5.14. There may be

some contamination where galaxies enrich the environments of other neighbor-

ing galaxies, but this is a minority of cases at z = 6, and less so at z = 8.

Our analysis of the galaxy-absorber connection here may be overkill consider-

ing only a handful of absorbers at z ∼ 6 identified thus far, and finding the nearest

galaxy is still a pipe dream. Our purpose is to emphasize this as the key relation

for understanding the origin and subsequent evolution of high-z metal line ab-

sorbers. Galaxies evolve secularly resulting in simple trends according to DFO06.

These galaxies push a majority of their metals into the IGM. These metals are still

close enough to their parent galaxies that we argue the high-z galaxy-absorber

connection is more fundamental here than at any lower redshift. Compare this to

the fact we find low-z O VI absorbers at less than 1014 cm−2 are generally unas-

sociated with their neighboring galaxy, because of the large amount of structural

evolution and hierarchical build-up that has happened since these metals were

launched into the IGM (Oppenheimer & Davé, 2008b).
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5.6.4 Low Ionization Species

We now consider the conditions of C II as a representative of lower ionization

species. In §5.4.2 we showed C II traces higher overdensities closer to galaxies;

therefore we might expect this species to trace metal-enriched outflows at an ear-

lier stage. This is actually only partially true. In Figure 5.15 we plot C II absorbers

in ρ−T phase space demonstrating that C II absorbers do not trace the same extent

of this phase space as C IV. Our visualization in 5.4 at z = 5, which is reasonably

applicable to z = 6 shows C II tracing much less volume than C IV. Another dif-

ference is there is a stronger correlation with density for C II, much more so than

for C IV. The reason for this is that the C II ionization fraction falls off rapidly

toward lower overdensity for metals in the IGM as shown in Figure 5.6 while the

C IV ionization fraction peaks at overdensities corresponding to IGM metals, thus

varying much less as a function of overdensity. C II absorption strength depends

much more on the physical state (density) than C IV, which depends more on its

environmental state (proximity to and mass & metallicity of parent galaxy). The

primary reason is the density-dependence of the ionization fractions and not the

variable nature of the Bubble field; this interpretation holds for the HM2001 field

too.

C II tracing higher overdensities translates into this species tracing regions

closer to the launch galaxy as the range in dgal in Figure 5.15 is less than that

of C IV. As with overdensity, N(C II) depends more on dgal than N(C IV). Rare

strong absorbers of C II trace some of the youngest outflows (10 − 30 Myr), for

which the ionization field is too weak to ionize to C IV, even despite the increasing

strength of the Bubble field at these small distances. Contrary to this, most of the

Ω(C II) arises from absorbers the same ages traced by the C IV absorbers (compare

y-axis histograms in the center panel of Figure 5.15 and bottom left panel of 5.12).
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Figure 5.15: The same panels shown for C IV in the upper right and lower left
of Figure 5.12 and Figure 5.14 are on display for C II, also at z = 6. C II is
more dependent on density than C IV due to rapidly rising ionization fractions
at higher densities. C II absorbers are more apt to trace metals immediately out-
flowing from galaxies, as well as the outflows that slow and stall closer to galax-
ies. Stronger C II absorbers are found closer to galaxies, which have on average
10× less stellar mass than galaxies associated with C IV absorbers.

C II is tracing older metals that remain closer to their parent galaxies by virtue

of either lower vwind or more hydrodynamic slowing. The primary reason is the

former, the average vwind of a C II absorber is 150 km s−1 versus 250 km s−1, while

the voutflow/vwind ratio is not different than that for C IV; C II is arising from slower

winds around less massive galaxies. Despite C II tracing a different set of winds,

62% of C II absorbers over 50 mÅ are aligned with C IV in the Bubble field.

Although we state the dgal is highly deterministic of N(C IV) at a given M∗

and this relation varies with M∗, this is not as true for N(C II). In the left panel

of Figure 5.15, C II strength is determined more plainly by dgal independent of

M∗, which is a result of this ion’s greater dependence on density. The galaxy-

absorber connection is not as important for C II absorbers. If N(C II) is mostly

independent of M∗, the selection effects of lines of sight probing a random volume

finds the average C II absorber around a smaller galaxy. The median M∗ of the

ΣN(C II) histogram in the bottom of this panel is 106.9 M�, corresponding to a SFR
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of 0.03 M�yr−1. C II is probing a different set of metals than C IV, which traces

faster winds arising from more massive galaxies (107.9 M�) enriching a larger

volume. Both populations should be statistically representative in our 16h−1Mpc

simulation box, given that the stellar mass distribution, which links to the amount

of metals in the IGM, peaks at M∗ = 107.6 M�.

5.6.5 Evolution to z = 8

We are delving into the hypothetical here by considering the physical and en-

vironmental parameters of absorbers not even discovered yet, so we take it one

step further by considering what C IV absorbers trace at z = 8. If our suggestion

that C IV absorbers are tracing metals on their first journey into the IGM, metals

should be observed closer to galaxies at higher redshift. This indeed is the case in

Figure 5.16 for z = 8 absorbers; the absorbers occupy slightly higher overdensity

(left panel) than at z = 6 due to winds not reaching mean overdensities yet, while

absorbers are closer to their parent galaxies as a consequence of having less time

to travel (middle panel). These absorbers have voutflow more similar to vwind sig-

nifying these outflows are just leaving their galaxy. In fact, the ratio voutflow/vwind

for the absorbers between withN(C IV) = 1013.5−14.5 cm−2 for dgal = 10 − 20 kpc

is 0.73 at z = 8 versus 0.62 at z = 6. Such absorbers at z = 8 trace outflowing

gas more directly, whereas at z = 6 some absorbers at this distance trace outflows

that have already stalled or are returning to galaxies.

The right panel displays our galaxy-absorber connection plot with dotted

lines corresponding to constant Bubble ionization flux, while gray lines are evo-

lutionary tracks assuming voutflow = 200 km s−1 and the SFR is doubled from

Equation 5.2 as DFO6 at z = 8 versus z = 6. The more rapid assembly of galax-

ies at this epoch is noticeable by greater curvature in these evolutionary tracks;

more galactic evolution likely has occurred in an absorber’s associated galaxy de-
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Figure 5.16: Similar to Figure 5.15, we show the same three panels, but now cor-
responding to C IV at z = 8. The color-coded key in Figure 5.12 applies here. See
previous figure captions for an explanation of all contours and lines. We modify
the evolutionary tracks in the right panel to reflect voutflow = 200 km s−1 and dou-
ble the SFR from Equation 5.2 as DFO06 finds z = 8 SFR is double the z = 6 rate
for a given M∗. Absorbers still trace the location of metals well as shown by the
overlap with metal contours in the ρ− T phase space of the left panel. The calcu-
lated voutflow is higher on average in the central panel than at z = 6; this is a result
of less hydrodynamic slowing of the winds at early times. The right panel indi-
cates stronger absorbers arise from more massive galaxies if the evolution tracks
are to be believed.
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spite the younger age of the Universe. The mass-metallicity holds at this redshift

(DFO06) and appears to play a role in the increasing N(C IV) for more massive

galaxies.

5.7 Summary

We explore high redshift metal-line absorbers using a state-of-the-art, 2 × 5123

GADGET-2 cosmological simulation enriching the IGM with star formation-

driven galactic superwinds averaging only 200 − 250 km s−1. Our purpose is

to self-consistently reproduce IGM metal-line observations at z ∼ 5 − 6 while

providing predictions for future observations out to z = 8. We explore five

species (C II, C IV, O I, Si II, & Si IV) using three different ionizing backgrounds,

including our favored Bubble background, which is a variable strength local field

that depends distance and stellar mass of the nearest galaxy. Our observational

results and predictions are as follows.

(i) Metal lines already discovered at z > 5 are primarily tracing the diffuse

IGM as opposed to galaxies. Some C IV lines already discovered could be tracing

metals at overdensities not much higher than the mean density of the Universe.

(ii) We can reproduce the observed values of Ω(C IV) at z ≈ 6 by Ryan-Weber

et al. (2006) and Simcoe (2006) in our simulation, which has a filling factor of met-

als of only 1%. We predict fewer absorbers between 1013.0−14.5 cm−2 than Simcoe

(2006), which is most likely to reflect uncertainties in SNe yields and the early

IMF. The determination of Ω(C IV) is highly dependent on the shape of the ion-

izing field, especially the amount of attenuation at the C III ionization potential

(47.9 eV).

(iii) The global gas-phase metallicity increases by a factor of 9 from z = 8 → 5.
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The evolution of Ω(C IV) reflects this change, but the exact amount of evolution

depends strongly on the form of the ionization background. The uniform Haardt

& Madau (2001) evolving background results in an increase in Ω(C IV) of 91×,

while the Bubble field shows only a 14× increase reflecting the actual increase in

gas-phase metals. The greater ionization intensity around 47.9 eV in the latter

background, which is a result of the dust attenuation law we apply along with

the proximity of metals to galaxies, results in 8× greater Ω(C IV) at z = 8. C IV

should have the lowest global ionization correction in either case at z ∼ 5− 6 (i.e.

Ω(C IV)/Ω(C) is at its maximum).

(iv) C IV is the ideal tracer for metals at low overdensities at z = 6, and its

detection holds the best option at high-z to determine the volume filling factor

of metals. Adding a metallicity floor of 10−3 Z� will have dramatic effects on

the C IV column density and equivalent width distributions just below the noise

thresholds of current published results. Integrating for several night on a single

bright z > 6 quasar could determine if a significant portion of the IGM volume is

enriched to this level.

(v) We agree with Becker et al. (2006) that the excess of O I observed by them

in the SDSS J1148+5251 sight line is consistent with metals residing in a neutral

IGM as we cannot produce such a frequency of O I with an ionization background

extending above the Lyman limit. The excellent alignment with C II and Si II in

this dataset also strongly supports this. While reionization is most likely over

by z = 6, some of the densest regions of the IGM containing metals may have

subsequently recombined.

(vi) Aligned absorber ratios are a powerful tool to determine the physical pa-

rameters of the metal-enriched IGM and the nature of the ionization field. Un-

fortunately, unless the IGM is neutral, aligned absorbers with both components
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above 50 mÅ are rare at z = 6. This makes the Becker et al. (2006) finding of fre-

quent aligned absorbers all the more supportive of a recombined portion of the

IGM.

(vii) The galaxies responsible for the enrichment of the IGM have stellar

masses in the range of 107.0−8.5 M� and corresponding SFRs of 0.04-0.9 M�yr−1

when considering C IV, and an order of magnitude less when considering C II.

Most absorbers should still be near their originating galaxies (5-30 physical kpc

for z = 6 C IV and 2-20 kpc for C II absorbers). We stress the need to identify such

galaxies, the majority of which remain below the detection thresholds of current

observations, in order to study the high-z galaxy-absorber connection.

In terms of an evolutionary context, our simulations in OD08a indicate that

most metals injected into the IGM recycle back into galaxies on a timescale av-

eraging 1-2 Gyrs. If our picture is correct, metals should primarily be on the

outward leg of their first journey into the IGM at the redshifts considered here,

which turns out to be the case when we look in detail at the evolutionary state

of absorbers. This has consequences for the galaxy-absorber connection in that

this relation is most relevant at high-z, because metals are still in relatively close

proximity of their parent galaxies. Absorbers trace gas on an outward trajectory

still holding signatures of their galactic superwind outflow origin while likely

being primarily irradiated by their parent galaxy’s radiation field. The properties

of C IV absorbers depend most on their evolutionary relation to its parent galaxy

(proximity, mass, & metallicity), while lower ionization species depend more on

the physical state of the gas (density primarily). This is just a result of the differ-

ent ρ − T phase spaces these ions species trace.

Another tenant of OD08a is that metals travel a relatively constant physical
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distance (∼ 100 kpc) from their parent galaxies, meaning early outflows have the

greatest chance of enriching a large volume of the Universe. However this jour-

ney takes significant time as wind outflows travel at an average of ∼ 100 km s−1

taking ∼ 1 Gyr to get to this distance, or more than the age of any stars at z = 6.

Therefore, the volume of the Universe enriched to significant levels (i.e. 0.01-0.1

Z�) grows by an order of magnitude over the relatively brief time (575 Myr) cov-

ered between z = 8 → 5. This era can be called the “Age of Volume Enrichment.”

However metals do not exhibit the expansionist zeal of the Mongol Empire when

it comes to enriching the IGM; the vast majority of the IGM (as much as 90%)

still remains unenriched in our simulations run to z = 0 (Oppenheimer & Davé,

2008b).

The outlook for the study of very high-z metal lines in the IGM looks promis-

ing as long as sources (quasars and GRBs) are discovered to provide light bulbs

for the near-IR spectrometers that will be on-line in the near future. Relatively

low resolution and S/N observations can provide key constraints as to the filling

factors of metals, the velocities and mass loading factors of the winds that put the

metals there, and of course the ionization state of the IGM. In contrast to metal

lines between z = 5 → 2, we expect significant evolution in metal-line properties

between z = 8 → 5, a prediction we are eager to see either confirmed or denied.

Further down the line is the study of the intriguing high-z galaxy-absorber con-

nection, where this relation is more relevant than at lower redshift. The James

Webb Space Telescope and 20-30 meter class telescopes are required to study this

realm as galaxies at M∗ < 108 M� with SFRs below 0.5 M�yr−1, which are pri-

marily responsible for most IGM metal lines at z ≥ 6. To sum it all up, absorption

line spectroscopy applied to the early Universe should yield significant answers

about early galaxy formation and whether such galaxies enrich in manners re-
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lated to locally observed starbursts or in exotic fashions not considered here. We

suspect the former.
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CHAPTER 6

CONCLUSIONS AND FUTURE DIRECTION

This thesis is composed of four separate published or soon-to-be published

papers, three of which explore metal line absorbers of a particular species or

species1 over a specified redshift range with the tool of cosmological hydrody-

namic simulations. The fourth paper (Chapter 3) is an exploration of galactic

superwind feedback in the same simulations with a focus on evolutionary trends

over the history of the Universe. I intend now to present a unified evolution-

ary picture of the metal enrichment by outflows where Chapter 3 represents sort

of the explanatory mortar holding together the three otherwise separate bricks

(Chapters 2, 4, & 5), each representing a different portion of the IGM in time

and/or space. The resulting foundation, albeit consisting only of three bricks,

is an attempt to connect the existence of metals in the IGM at different epochs,

and more importantly place it in the broader framework of the study of galaxy

formation and evolution.

I feel that Chapter 3, which ironically began merely as a “code paper” to ex-

plore the effects of adding delayed feedback and a group finder, is the most im-

portant paper introducing some of the key concepts of how feedback cycles be-

tween the IGM and galaxies significantly altering the nature of both; the other

main chapters are consequences of this behavior translated to the observables of

quasar absorption line spectroscopy. Here I present a simple toy model describ-

ing how the IGM becomes enriched, what the consequences are in terms of what

observers are seeing, and how metals evolve to the local Universe. Before do-

ing that, I want to stress what are some of the key points mentioned often in the
1plural
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earlier chapters that go into building a complete evolutionary framework.

First, although our favored wind model of momentum-driven feedback fits a

large range of observables in both the IGM and within galaxies, there is just no

way this model is the final, all-in-one explanation for all the feedback ever in the

history of the Universe. The take-away point from this thesis should not be that

only this wind model can fit the IGM observations simultaneously with the array

of galaxy observables it also fits. The conclusions presented at the end of each

chapter and here are purposely meant not to rely on the exact formulation of this

wind model with all its nuances and tuned knobs.

Radiation pressure driving dust driving winds does offer a generous energy

budget for outflows that require on the order of the total SNe energy of a galaxy;

however, the momentum-driven relations may be mirrored by other process, be-

cause we just are unable to self-consistently drive these winds in a cosmological

simulation. As a research group, we find the mass-loading factor dependence,

where smaller galaxies push more mass into a wind, to be the critical relation.

The vwind correlation with σ is often important, especially for energy considera-

tions, but not vital. Perhaps the η dependence is merely a result of smaller galax-

ies having less surrounding gas for outflows to punch out of making it easier for

loads of materials to escape into the IGM. We just simply do not know, and it

may be useful to take physically-derived η and vwind values from galactic-scale

simulations exploring a range of galaxy masses and input them into cosmologi-

cal simulations. This may be the more realistic near-term solution versus waiting

for the computing power to be able to drive these winds self-consistently at the

cosmological scale.

The second point, related to the first, is that our simulations can enrich the

IGM to the observed levels (and fit other galaxy-related observables too) using
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only the relations of locally observed starbursts. I stress there is no need to invoke

some exotic and obscure early enrichment scenario to get metals into the IGM at

early times; we simply apply Occam’s razor to all galaxies at all times. AGN

feedback may play a role too, but star formation-driven winds offer the best way

to enrich the largest volume over the longest time. The ubiquity of outflows

observed at z ∼ 3 around star-forming LBGs (e.g. Pettini et al., 2001; Shapley et

al., 2003) and lower z (e.g. Martin, 2005a; Weiner et al., 2008) appears to support

this enrichment method. My conclusions presented here and most of those in

the chapters usually require only that star formation-driven outflows enrich the

IGM, although the σ − η anti-correlation is often required at some level.

Thirdly, outflows do not need to propagate a large distance to enrich the IGM;

100 physical kpc should do the job. Winds do not need to rapidly travel Mpc-

scales on a short timescale as is sometimes observed in the radio lobes extending

from AGN (e.g. Schoenmakers et al., 1999). If we trace metals in our simulations,

they do sometimes end up Mpcs away from where they were launched, but this is

a result of Hubble expansion along with structural evolution, where flows of gas

and galaxies commonly travel many Mpcs. Strong outflows may contain some

gas that will quickly travel a few hundred kpc, but this is the exception.

The final point is that metals can never be considered to escape into the IGM

forever; more often they are recycled back into galaxies where they form stars

or, since η is usually greater than one, are launched in another outflow. This is

a consequence of metals traveling an average of ∼ 100 kpc, which is a result of

the vwind’s inputted from simulations meant to reflect observations and slowing

by shocks with ambient and infalling IGM gas through hydrodynamical interac-

tions. Usually metal-enriched outflows are stalled, joining the surrounding gas,

which eventually is accreted into galaxies. Some outflows do remain in the IGM
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for a Hubble time upon reaching structures well-described by linear perturbation

theory, but this is a minority.

I now consider very simplistic toy models explaining how the IGM becomes

enriched over the history of the Universe. The key points I have listed are the

inputs into the most probable model of IGM metallicity enrichment according to

my findings. The first model, illustrated in Figure 6.1, is the scenario of early en-

richment. Such scenarios, advocated by Madau et al. (2001) and Scannapieco et

al. (2002), can enrich the IGM primarily before z ∼ 5 as a result of shallower grav-

itational potential wells of primeval galaxies. The Universe is physically smaller,

therefore it is easiest to fill a significant fraction of the volume of the IGM at this

point. Our toy model shows the IGM filled with the same metals at early and late

times, producing the same quasar absorption lines, while galaxy formation and

evolution proceed independently.

In OD06, we showed that despite Ω(C IV) remaining relatively unevolved be-

tween z = 5 → 2 (Songaila, 2001, 2005) the IGM became progressively more

enriched. Oppenheimer et al. (2007) lays out many of the key concepts of why

the ionization correction for C IV grows with age, balancing the trend in increas-

ing Ω(C). If the z = 6 Universe were enriched with the amount of metals in the

z = 2 IGM, one would expect to see a declining Ω(C IV) with time. Philosoph-

ically, why should constant Ω(C IV) be interpreted as constant IGM metallicity

when the significantly evolving Lyα forest is known to trace mostly the same

repository of baryons through time? Early enrichment scenarios can put enough

metals into the IGM, but assuming an unevolving ionization correction, which

needs to be much smaller than what can be reproduced in simulations at later

times, just does not make sense. Therefore, I discount the early enrichment-only

scenario for metals tracing the diffuse IGM.
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Figure 6.1: In this toy model, metals enrich the IGM only at early times (z ∼> 5),
leading to unevolving metal-line absorbers with time. The metals remain un-
changed in the IGM, while galaxy formation and evolution proceed separately.
In case the reader has not been paying attention to the thesis, this is not the right
model.
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Another hypothetical model (Figure 6.2) posits that metal-line absorbers trace

recent enrichment at different redshifts. Metal-line absorbers arise from outflows

directly linked to star formation, and therefore are a tracer of the SFR density.

This could explain the relative constancy in C IV from z = 5 → 2, because fits

to the SFR density plot show relative constancy over this same range (Hopkins

& Beacom, 2006). However, simple timing arguments make this scenario moot

for high-ionization species such as C IV and O VI tracing the diffuse IGM. Metals

spend only a brief amount of their journey flowing directly out of galaxies relative

to the time spent at their furthest extent where I have shown such ions are reliable

tracers of these metals. This recent enrichment scenario appears to be partially

applicable at high-z especially for C IV at z > 5 when metals in the IGM are in

their first journey out of the galaxy; however, this contrasts to the ages of weak

O VI absorbers at low-z being a large fraction of the Hubble time.

The final toy model represented in Figure 6.3 presents the scenario of contin-

ual enrichment, which I believe is the best way to describe the transport of metals

into and out of the IGM. This scenario does not restrict itself to the assumption of

momentum-driven winds, but uses galactic-driven superwinds based on prop-

erties of winds observed locally. Winds continuously enrich the IGM reaching a

fiducial distance of 60-100 physical kpcs from their parent galaxy on a timescale

on the order of a Gyr. Primordial galaxies can enrich the largest comoving vol-

ume simply due to the smaller scale of the early Universe. While a majority of

metals find their way back into galaxies, a fair fraction join the the Hubble flow

and remain in the IGM until z = 0. Subsequent generations of star formation

enrich an increasingly smaller portion of the IGM, re-enriching regions close to

galaxies already enriched at higher z. A metallicity-density naturally gradient

arises, because regions closer to galaxies are enriched by multiple generations of
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Figure 6.2: This toy model posits the idea that metal-line absorbers arise from
metals in outflows resulting from concurrent star formation. In this assump-
tion, IGM metal-line absorbers provide a direct tracer of star formation activ-
ity. Though not as egregiously ridiculous as the early enrichment scenario, the
method of enrichment does not make sense in that metals spend most of their
time at the furthest extent from their parent galaxies where they should be able
to produce significant absorption.
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stars and the evolving mass-metallicity relationship of galaxies (e.g. Davé et al.,

2006; Finlator & Davé, 2008) results in later outflows being more metal enriched.

Figure 6.3: The continual enrichment toy model may represent the best explana-
tion of how the IGM is enriched while fitting the diverse variety of IGM metal-
line observations from z = 6 → 0. Early outflows enrich the greatest comoving
volume of the early Universe, yet most of these metals are recycled back into
galaxies. Later generations of star formation subsequently enrich a small comov-
ing volume around a galaxies, until by the local Universe when most L∗ galaxies
cannot enrich outside their halo. This enrichment scenario has the best possibil-
ity of explaining the diversity of IGM metal-line absorbers in a consistent evolu-
tionary framework. The strong systems observed at z ∼ 6 by Ryan-Weber et al.
(2006) and Simcoe (2006) may be the same metals that are weak, photo-ionized
O VI absorbers tracing the low-density IGM (Tripp et al., 2008). The growing size
of haloes toward low redshift means quasar sight lines more frequently intersect
these regions possibly harboring collisionally ionized O VI absorbers related to
high-velocity clouds in the Milky Way.

The end result is the onion-like structure of this “outside-in” enrichment on

the right of Figure 6.3. A name that best describes this unified enrichment sce-
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nario eludes me, but perhaps IGM enrichment downsizing fits the bill2. The

important point is an unified evolutionary picture of metal enrichment arises,

which I hope to integrate into an analytical description applicable to metal-line

absorbers in the near term future. z ∼> 6 metal lines, such as those observed by

Ryan-Weber et al. (2006) and Simcoe (2006), trace metals on their first journey into

the IGM not having yet reached their furthest extent. The IGM is continuously

replenished by outflows during the peak ages of star formation in the Universe

(z = 6 → 1.5); the broad range of ages of z = 2 C IV absorbers is indicative of

this (Oppenheimer et al., 2007). By the time of the local Universe when winds

rarely escape out of L∗-sized haloes, this pattern of metallicity enrichment yields

a diversity of metal-line absorbers. Weak O VI absorbers tracing overdensities of

∼ 10 may be one of the best chances of examining the metals that have stayed in

the IGM for a Hubble time, possibly remaining in a pristine state as only the earli-

est outflows can enrich such regions. Outflows confined within haloes (i.e. “halo

fountains”) may be observed as very strong collisionally ionized O VI absorbers

coincident with many low ionization metals species and broad Lyα absorption.

The process of continual enrichment is best suited to explain the variety of metal

lines observed from z = 6 → 0 in my opinion.

The principle goal of our research group is to work toward a self-consistent

physical theory of galaxy formation. Although progress in this significant sub-

field of astrophysics lurches ahead at an incredible pace, the challenges remaining

will require the continual effort far into the future. I emphasize the synergistic

approach of modeling galaxies and the IGM, because the over-riding theme of this

thesis is the inextricable link between the two. Galactic outflows push a majority
2This is a joke. Downsizing is a ludicrous term even when applied to galaxies, but I will have

fun claiming that I “invented” downsizing in the IGM.
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of unbound3 nucleosynthetic products of star formation out of galaxies and into

the IGM significantly altering the physical state of both. The metals in the IGM

provide a record tracing the history of galaxy formation if we can understand

how these metals are distributed from galaxies via outflows in the first place.

Lastly, metals in the IGM return to galactic environments in the majority of cases,

significantly altering the processes regulating the later evolution of galaxies. A

self-consistent treatment of the transport of metals between the IGM and galaxies

encompassing the entire history of the Universe is vital for the field of galaxy

formation.

Finally, if I have learned anything, it is that the metal-line forests arising from

the diffuse IGM are not at all similar to the Lyα forest tracing baryons in the same

diffuse IGM. This comes full circle from the revelation that the Lyα and metal-

line systems belong to the same intergalactic population (Tytler, 1987). The Lyα

forest traces baryons produced fractions of a second after the Big Bang; metal-line

forests trace baryons transformed in the centers of stars, ejected out of galaxies in

violent outflows, and then often re-accreted and ejected again. The Lyα forest fol-

lows the smoothly distributed baryons in the linear perturbations of ΛCDM cos-

mology (Croft et al., 1998); metal-line forests follow a clumpy, inhomogeneous,

perhaps even chaotic population of pockets of gas moving around with random

velocities, residuals of their method of transport into the IGM. Gone should be

the days when the modeler applies a paint brush distributing metals smoothly

onto the Lyα forest.

This segues into my discussion of future direction, because while cosmologi-

cal hydrodynamic simulations have proved instrumental in our knowledge of the

Lyα forest, they are in many ways ill-prepared for the more rigorous challenges
3Not in stellar remnants including white dwarfs, neutron stars, and black holes.
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of simulating metal-line absorbers. I have spent late nights awake wondering

about the sanity of using such simulations to model what may turn out to be

pc-sized clumps of gas with > 107 M� “wind bullets” flying hydrodynamically

decoupled out of a gravitational gathering of SPH particles with non-zero SFRs.

The shortcomings of such simulations are well documented (e.g. Agertz et al.,

2007; Dalla Vecchia & Schaye, 2008), however the approach of this research is to

only publish results we feel as a research group are physically meaningful and re-

producible via SPH, while accounting for the effects of numerical imperfections.

I have found such considerations limit us greatly, allowing me to consider only

high ionization species tracing the diffuse IGM at most redshifts, often requiring

approximations. Still, in my opinion, many of the key findings presented here

represent vast improvements over previous semi-analytical attempts by virtue of

the power of self-consistent hydrodynamics.

I now list some of the necessities of future simulations:

1) Resolution– I am not talking about a factor of 10 increase in mass resolution,

more like a factor of 10,000, at the minimum. If metal-line absorbers are com-

posed primarily of gas clumps on the scale of parsecs, we are light years behind

using SPH, or AMR for that matter. We need to be able to model infalling clumps

of gas in the ambient halo medium as suggested by Maller & Bullock (2004) with

hundreds of SPH particles to adequately resolve the density gradient, instead of

one particle falling straight through the halo out of pressure equilibrium. One of

my most preferred reasons for using SPH is its Lagrangian nature; I am specifi-

cally interested in the life cycles of individual parcels of gas. The reasonable near-

term solution will likely require the use of zoom simulations, especially in explor-

ing the galaxy-absorber connection probing non-linear regions around galaxies,

which is a high priority for my future research.
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2) Realistic outflows– This relates to the previous point, but we cannot continue

to model as single “wind bullet” particles, while allowing them to be hydrody-

namically decoupled from their surroundings for an arbitrary time. Astrophys-

ical winds and jets are observed to travel ballistically for a time, but end in a

bow shock expanding laterally. The resulting mixing and its location is not ade-

quately represented in our simulations, which I feel have momentous effects on

the velocity structure of metal-line absorbers. Fortunately, researchers in our ex-

tended collaborative group are already on this case. Using the simple case of SPH

particles shot into a gas tube, the hydrodynamics of wind interactions should be-

come vastly better understood. What happens when one SPH particle is replaced

by 100 SPH particles launched together? While on one level this is simply an-

other resolution problem, an inspired leap forward requiring some ingenuity is

required for a proper treatment of outflows. Self-consistent driving of the winds

may be a tall order for cosmological simulations, but resolving the physical driv-

ing mechanism of momentum-driven winds (i.e. calculating the flux impinging

on an SPH particle with an estimate of dust opacity) may be possible on the level

of galactic scales accessed via zoom simulations.

3) Non-equilibrium ionization and cooling– The addition of non-equilibrium

cooling and ionization can dramatically affect IGM metal line observables as

shown by Gnat & Sternberg (2007). While only the collisionally ionization equi-

librium case has been solved, the effect on the photo-ionized portion of the IGM

containing the vast majority of diffuse high-ionization metal lines studied here

(C IV and O VI) is unknown. Other unforeseen consequences on metal-line ob-

servables tracing the late, low-density IGM, especially the low-z O VI forest, could

result as two-temperature behavior arises as ion and electron temperatures di-

verge (Yoshida et al., 2005).
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4) Radiative transfer– Brute force three-dimensional radiative transfer is still not

a viable reality in the near-term as this computation is much too expensive. How-

ever, Finlator et al. (2008) has already integrated the non-LTE radiative transfer

algorithm of Wehrse et al. (2005) into our version of GADGET-2 to address reion-

ization. This implementation will include time-dependent behaviors including

light travel time effects, which could alter the relatively young z > 6 Universe.

The resulting characteristics of metal lines and the question of whether recombi-

nation occurs is of particular interest to me.

While adding such improvements to hydrodynamic simulations in the quest

to understand the history of metal production and enrichment in the theory of

galaxy formation, I stress a couple of principles that as a community of simula-

tions we need to keep in mind. These really just boil down to keeping things sim-

ple. There remain many basic questions unanswered in how the IGM is enriched.

We really do not know how metals travel into the IGM via outflows, nor how

they interact with their surroundings once their journey on the magic outflow

ride ends. Adding new bells and whistles to simulations can be exhilarating, but

we need to ask how these improvements are going to further our understanding

of such fundamental questions.

The other point is that simulators need to stay connected to that which is be-

ing observed. A theorist’s wet dream is to discover some exotic physical process

that turns conventional wisdom on its head. The field of astrophysics has bene-

fited immeasurably from such exercises, but this is the vast minority of theoreti-

cal astrophysics out there. There are so many little parcels of information in data

already obtained, especially of the spectroscopic type, which still remain unex-

plained. I feel I could make a living for a number of years trying to explain the

nuances in individual absorption line systems with the aid of simulations. Add
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onto this the expected near-term influx of new observations probing the IGM in

the UV and IR, plus major emphases on the galaxy-absorber connection and IGM

tomography, and there remains plenty to keep simulators busy.
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Davé, R., Hernquist, L., Weinberg, D. H., & Katz, N. 1997, ApJ, 477, 21

Davé, R., Hellsten, U., Hernquist, L., Katz, N., & Weinberg, D. H. 1998, ApJ, 509,

661
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Kirkman, D., Tytler, D., Suzuki, N., Melis, C., Hollywood, S., James, K., So, G.,

Lubin, D., Jena, T.,; Norman, M. L., & Paschos, P. 2005, MNRAS, 360, 1373

Kneib, J.-P., Ellis, R. S., Santos, M. R., & Richard, J. 2004, ApJ, 568, L75

Kobayashi, C. 2004, MNRAS, 347, 740

Kobayashi, C., Springel, V., & White, S. D. M. 2007, MNRAS, 376, 1465

Kolmogorov A. N., 1941, Doklady Akad. Nauk SSSR, 30, 301



365

Larson R. B., 1981, MNRAS, 194, 809

Lehner, N., Savage, B. D., Wakker, B. P., Sembach, K. R., & Tripp, T. M. 2006, ApJS,

164, 1

Lehner, N., Savage, B. D., Richter, P., Sembach, K. R., Tripp, T. M., & Wakker, B. P.

2007, ApJ, 658, 680

Lia C., Portinari L., Carraro G., 2002, MNRAS, 330, 821

Lidz, A., McQuinn, M., Zaldarriaga, M., Hernquist, L. & Dutta, S. 2007, ApJ 670,

39

Lilly, S. J., Le Fevre, O., Hammer, F., Crampton, D. 1996, ApJL, 460, L1

Limongi, M. & Chieffi, A. 2005, ASP Conference Series, Vol. 342, 1604-2004: Su-

pernovae as Cosmological Lighthouses, Astron. Soc. Pac., San Francisco., p.122

Lopez, S., Ellison, S., D’Odorico, S., & Kim, T.-S. 2007, A&A, 469, 61

Mac Low, M.-M., Ferrara, A. 1999, ApJ, 513, 142

Madau, P., Ferguson, H. C., Dickinson, M. E., Giavalisco, M., Steidel, C. C., &

Fruchter, A. 1996, MNRAS, 283, 1388

Madau P., Ferrara A., & Rees M. J. 2001, ApJ, 555, 92

Maller, A. H., & Bullock, J. S. 2004, MNRAS, 355, 694

Mannucci, F., Della Valle, M., Panagia, N., Cappellaro, E., Cresci, G., Maiolino, R.,

Petrosian, A., & Turatto, M. 2005, A&A, 433, 807

Mao J., Lapi A., Granato G. L., de Zotti G., Danese L. 2007, ApJ, 667, 655

Marigo, P. 2001, A&A, 370, 194



366

Martin, C. L. 1999, ApJ, 513, 156

Martin, C. L. 2005, ApJ, 621, 227

Martin, C. L. 2005a, in ASP Conf. Ser. 331, Extra-Planar Gas, ed. R. Brown (San

Francisco: ASP), 305

McKee, C. F. & Ostriker, J. P. 1977, ApJ, 218, 148
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