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ABSTRACT

This dissertation addresses two cosmological applications of the Lyman-alpha

(Lyα) forest observed in QSO pairs separated by several arcminutes or less. The

Lyα flux autocorrelation and cross-correlation provide a measurement of cosmic

geometry at z > 2, via a variant of the Alcock-Paczyński test. I present the results

of an observing campaign to obtain moderate resolution spectroscopy of the Lyα

forest in QSO pairs with small redshift differences (∆z < 0.25) and arcminute

separations (θ < 5′). This new sample includes 29 pairs and one triplet suitable

for measuring the cross-correlation and 78 individual QSO spectra for determin-

ing the autocorrelation. Continuum fits are provided, as are seven revisions for

previously published QSO identifications and/or redshifts.

Using a suite of hydrodynamic simulations, anisotropies in the Lyα flux cor-

relation function due to redshift-space distortions and spectral smoothing are in-

vestigated for 1.8 ≤ z ≤ 3, further enabling future applications of the Alcock-

Paczyński test with Lyα correlation measurements. Sources of systematic error

including limitations in mass-resolution and simulation volume, prescriptions

for galactic outflow, and the observationally uncertain mean flux decrement are

considered. The latter is found to be dominant. An approximate solution for

obtaining the zero-lag cross-correlation for arbitrary spectral resolution is pre-

sented, as is a method for implementing the resulting anisotropy corrections

while mitigating systematic uncertainty.
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Finally, I establish a new test using the Lyα forest for distinguishing binary

QSOs at the same redshift from wide-separation (θ > 7′′) gravitationally lensed

QSOs. The latter phenomena only result from lensing by clusters of galaxies and,

therefore, probe the abundance and evolution of the most massive, collapsed

structures in the universe at z ∼< 3. The lensing hypothesis can be difficult to

confirm or refute; however, the rms of the spectral difference minus the cross-

correllation is found to be effective for this purpose, and the dependance of this

statistic on various observational parameters is investigated. The results are ap-

plied to the spectra of two confirmed binary QSO systems as well as the only

known wide-separation gravitationally lensed QSO at z > 2, SDSS J1029+2623.

The nature of the latter object is called into question and discussed.
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There is a theory which states that if anybody ever discovers exactly what the Universe

is for and why it is here, it will instantly disappear and be replaced by something even

more bizarre and inexplicable. There is another theory which states that this has already

happened.

— Douglas Adams, ”The Hitchhiker’s Guide to the Galaxy”
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CHAPTER 1

INTRODUCTION

This dissertation is a compilation of three papers (Chapters 2-4) addressing

cosmological applications of the Lyman-alpha (Lyα) forest probed by pairs of

QSOs separated by several arcminutes or less. The availability of such pairs in

significant numbers is a relatively recent development, as is the maturation of our

view of the Lyα forest from purely a topic of inquiry to a useful tool for cosmo-

logical investigation. The work presented here strives to advance this burgeoning

field towards measurements of cosmic geometry at z > 2 via a new application of

the Alcock-Paczyński test using pairs of QSOs, and the abundance and evolution

of the most massive collapsed structures in the universe as probed by widely-

separated gravitationally lensed QSOs.

Originally observed as a dense pattern of seemingly discrete absorption lines

caused by the redshifted Lyα transition (Lynds, 1971), the so-called Lyα forest

(Weymann et al., 1981) is now understood to trace a continuous distribution of

non-uniform neutral hydrogen gas (see Rauch 1998 for a review). The processes

of recombination and photoionization compete, leading to a tight relationship

between the density of the gas and the neutral fraction. This gives rise to a rel-

atively straightforward link between Lyα absorption and the underlying dark

matter which gravitationally molds the large scale structure of the universe. Cos-

mological simulations employing this prescription have successfully reproduced

detailed properties of the Lyα forest seen in high-resolution ground-based QSO

spectra (Cen et al., 1994; Zhang et al., 1995; Hernquist et al., 1996; Theuns et al.,

1998) and low-z HST observations (Petitjean et al., 1995; Davé et al., 1999), paving

the way for reliable use of the Lyα forest for cosmological investigation.



14

Lyα forest studies have generally been limited to one dimension, along iso-

lated lines of sight illuminated by individual QSOs. In approximately a dozen

rare exceptions, two or more sufficiently bright QSOs lying in close angular prox-

imity have been used to constrain the size and nature of Lyα absorbers (Bechtold

et al., 1994; Dinshaw et al., 1994; Fang et al., 1996; Crotts & Fang, 1998; D’Odorico

et al., 1998; Williger et al., 2000; Liske et al., 2000; Rollinde et al., 2003). However,

the recent 2dF QSO Redshift Survey (2QZ; Croom et al. 2004) and Sloan Digital

Sky Survey (SDSS; York et al. 2000) have greatly increased the number of known

QSOs, yielding hundreds of pairs separated by several arcminutes or less that are

suitable for probing the Lyα forest in two or three dimensions.

As first suggested by Hui et al. (1999) and McDonald & Miralda-Escudé (1999),

Lyα flux correlation measurements made in the radial and transverse directions

can be used for a new application of the Alcock-Paczyński test (Alcock & Paczyn-

ski, 1979). This is a purely geometric method for measuring cosmological param-

eters that is primarily sensitive to ΩΛ at z > 1. Essentially, spherical objects ob-

served at high redshift will only appear to be equal in their radial and transverse

extent if the correct angular diameter distance is used to determine the latter.

More generally, the correlation function of an isotropic medium, such as the Lyα

forest, measured as a function of separation along the line of sight (autocorrela-

tion) and in the plane of the sky (cross-correlation) will agree only if the correct

cosmology is assumed. Chapter 2 presents the results of a campaign to obtain

moderate-resolution spectroscopy for QSO pairs with similar redshifts and sepa-

rations between one and five arcminutes for the purpose of a future measurement

of cosmic geometry at z > 2.

Unfortunately, the Lyα forest variant of the Alcock-Paczyński test is not as

straightforward as measuring the autocorrelation and cross-correlation from pairs
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of QSOs and determining the angular diameter distance which satisfies the pre-

sumption of isotropy. Rather, two additional sources of anisotropy must be ac-

counted for. First, the line spread function of the spectrograph smooths QSO

spectra along the line of sight, affecting the autocorrelation and cross-correlation

differently. Secondly, peculiar velocities caused by the expansion of the universe,

gravitational collapse, and thermal broadening make the correlation function

in redshift-space anisotropic (Kaiser, 1987). Chapter 3 investigates these non-

cosmological anisotropies using a suite of cosmological, hydrodynamic simula-

tions.

Of those QSO pairs with identical redshifts, a fraction turn out not to be two

distinct QSOs, but rather multiple images of a single, gravitationally lensed QSO.

Image separations greater than 7′′ must be caused by the lensing mass of a cluster

of galaxies. Therefore, such wide-separation gravitationally lensed QSOs probe

the abundance and evolution of the most massive collapsed structures in the uni-

verse. However, due in part to intrinsic QSO variability on timescales less than

the time delays affecting such extremely lensed light paths, distinguishing be-

tween lensed QSOs and physically distinct binary QSOs can be difficult. Chap-

ter 4 investigates the use of the Lyα forest as a new test of the lensing hypothe-

sis for future wide-separation gravitationally lensed QSO candidates. Finally, in

Chapter 5, I conclude with a discussion of potential directions for future inquiry.
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CHAPTER 2

THE FLUX AUTO AND CROSS-CORRELATION OF THE LYMAN-ALPHA FOREST:

I. QSO PAIR SPECTROSCOPY

At z > 2, the Lyman-alpha forest provides a unique probe of cosmic geometry

and an independent constraint on dark energy that is not subject to standard can-

dle or ruler assumptions. In Paper I of this series on using the Lyman-alpha forest

observed in pairs of QSOs for a new application of the Alcock-Paczyński test, we

present and discuss the results of a campaign to obtain moderate-resolution spec-

troscopy (FWHM ' 2.5Å) of the Lyman-alpha forest in pairs of QSOs with small

redshift differences (∆z < 0.25, z > 2.2) and arcminute separations (θ < 5′). This

dataset, comprised of seven individual QSOs, 35 pairs, and one triplet, is also

well-suited for future investigations of the coherence of Lyman-alpha absorbers

on ∼ 1 Mpc transverse scales and the transverse proximity effect. We note seven

revisions for previously published QSO identifications and/or redshifts.

2.1 Introduction

Forty years after its existence was first predicted (Gunn & Peterson, 1965; Scheuer,

1965; Shklovskii, 1965; Bahcall & Salpeter, 1965), the Lyman-alpha (Lyα) forest

has emerged as a powerful cosmological tool (see Rauch 1998 for a review). Ob-

served indirectly in the spectra of bright background sources, generally QSOs,

non-uniform neutral hydrogen gas along the line of sight results in varying de-

grees of absorption caused by the redshifted Lyα transition line. The opacity of

the gas maps onto the underlying mass distribution via the fluctuating Gunn-

Peterson model. Remarkable agreement between cosmological simulations and

high-resolution observations has confirmed the robustness of this relatively sim-
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ple formalism (Cen et al., 1994; Zhang et al., 1995; Hernquist et al., 1996; Theuns

et al., 1998).

Lyα forest observations along individual lines of sight are limited in that they

provide only one-dimensional information. This can be extended to the trans-

verse direction when two or more sufficiently bright QSOs happen to lie in close

angular proximity. Approximately a dozen pairs and a triplet have been previ-

ously used to constrain the size and nature of Lyα absorbers (Bechtold et al., 1994;

Dinshaw et al., 1994; Fang et al., 1996; Crotts & Fang, 1998; D’Odorico et al., 1998;

Williger et al., 2000; Liske et al., 2000; Rollinde et al., 2003). The 2dF QSO Redshift

Survey (2QZ; Croom et al., 2004) and Sloan Digital Sky Survey (SDSS; Adelman-

McCarthy et al., 2006) have greatly increased the number of known QSOs. The

fainter spectroscopic limiting magnitude of 2QZ (B < 21) has also resulted in

the identification of relatively rare pairs of QSOs with arcminute separations and

similar redshifts, whereas follow-up spectroscopy is generally required to con-

firm candidates identified photometrically in SDSS. In addition to studies of the

nature of Lyα forest absorbers, such pairs are useful for the transverse proximity

effect and the Alcock-Paczyński (AP) test for dark energy.

Motivated by the latter application, we have used the MMT and Magellan

telescopes to obtain science-grade spectra for QSO pairs with arcminute sepa-

rations and similar redshifts. In section §2.2 we define the sample criteria, and

detail the observations and data reduction in sections §2.3 and §2.4, respectively.

The final dataset is presented in section §2.5 and discussed in the context of the

AP test in §2.6. In section §2.7 we note seven revisions to identifications and/or

redshifts found in previously published QSO catalogues, before summarizing in

section §2.8. However, first we briefly discuss the primary science motivators for

this new dataset.
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2.1.1 Alcock-Paczyński Test

If some supernovae are indeed true standard candles, then observations of their

light curves as a function of redshift reveal that the expansion of the universe

is presently accelerating, following a period of deceleration in the distant past

(Wang et al., 2003; Tonry et al., 2003). This inflection in the expansion rate pro-

vides the only direct evidence for a non-zero cosmological constant, as ΩΛ cannot

be measured directly from the Cosmic Microwave Background (Spergel et al.,

2003). However, alternative models, characterized by supernovae with evolving

properties and no cosmological constant, are also in agreement with the super-

novae data. The merits of an independent test for dark energy in a different

redshift regime (z > 2) and subject to unrelated systematic errors are clear.

McDonald & Miralda-Escudé (1999) and Hui et al. (1999) proposed a new

application of the AP test (Alcock & Paczynski, 1979) using the Lyα forests of QSO

pairs separated by several arcminutes or less. The AP test is a purely geometric

method for measuring cosmological parameters, which at z > 1 is particularly

sensitive to ΩΛ. Simply stated, spherical objects observed at high redshift will

only appear spherical if the correct cosmology is used to convert from angular to

physical scales. More generally, this test can be applied to the correlation function

of any isotropic tracer, such as the Lyα forest. McDonald (2003) investigated this

application of the AP test in detail and found that neither high signal-to-noise

(S/N > 10) nor high resolution (FWHM ∼< 2Å) are necessary. Rather, a large

number of moderate data quality pairs is needed to reduce the effects of sample

variance (approximately 13 × θ2 pairs with separation less than θ arcminutes for

a measurement of ΩΛ to within 5%). The more similar the redshifts of the paired

QSOs, the greater the overlap in the portion of the Lyα forest unaffected by Lyβ

absorption (∆z ∼> 0.6 provides no overlap at z = 2.25).
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2.1.2 Transverse Proximity Effect

There are two methods for measuring the intensity of the background radiation

responsible for ionizing the intergalactic medium. Provided the mean baryon

density, gas temperature and power spectrum amplitude are known, it can be

derived from a comparison between numerical simulations and the observed

distribution of transmitted flux in the Lyα forest (McDonald & Miralda-Escudé,

2001; Schirber & Bullock, 2003). This approach yields lesser values in disagree-

ment with the proximity effect, which measures the relative decrement in Lyα

absorption blueward of a QSO’s emission redshift caused by the increased ioniz-

ing background from the QSO itself (Carswell et al., 1982; Murdoch et al., 1986;

Bajtlik et al., 1988; Scott et al., 2000, 2002).

The transverse proximity effect is a variant of the latter method, in which the

decrement caused by a QSO is not measured from its own spectrum but rather

from the spectrum of a background QSO with a small projected separation. This

has the advantage, assuming a sufficient redshift difference (∆z ∼> (1 + z)/30), of

moving the measurement away from the wings of the broad Lyα emission line

where the continuum is often poorly constrained. To date, there have been sev-

eral observational studies involving three or fewer pairs (Crotts, 1989; Dobrzycki

& Bechtold, 1991; Moller & Kjaergaard, 1992; Fernandez-Soto et al., 1995; Liske

& Williger, 2001; Jakobsen et al., 2003; Schirber et al., 2004), and no unambigu-

ous detection of the transverse proximity effect has been made. This may be

in part due to increased gas density associated with QSO environments as well

as beaming and variability of QSO emission (Schirber et al., 2004). The effects

of anisotropy and variability can be investigated with a large sample of pairs

spanning a range of angular separations. Ideally, these paired QSOs would be

physically unassociated (∆v ∼> 2500 km s−1), but with sufficiently small redshift
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differences (∆z ∼< 0.4 for z = 2.25) that the region of analysis falls redward of the

onset of Lyβ absorption.

2.2 Pair Selection

Our initial sample of known QSO pairs was drawn from the literature, according

to the following criteria tailored for the AP test. The angular separation was lim-

ited to be less than five arcminutes (5.7 h−1
100 comoving Mpc at z = 2.2, assuming

Ωm = 0.27 and ΩΛ = 0.73) due to the rapid decline in correlation of the Lyα forest

on megaparsec scales. In order to ensure overlapping coverage of the forest red-

ward of the onset of Lyman-beta absorption, a redshift difference of ∆z < 0.25

was required. A minimum redshift of z > 2.2 was necessitated by diminishing

atmospheric transmission and spectrograph efficiency blueward of 3300Å.

We applied these criteria in 2002 to the 10th edition of the Véron-Cetty & Véron

(2001) catalogue of Quasars and Active Galactic Nuclei (VCV) and the completed,

but unpublished, 2QZ catalogue. The limiting magnitude of the latter (B < 21)

is well matched for our purposes; faint enough for finding relatively rare QSO

pairs, but bright enough for obtaining spectra of sufficient quality with 6.5 meter

telescopes. The Sloan Digital Sky Survey’s spectroscopic QSO sample, on the

other hand, has a limiting magnitude of i′PSF < 19.1. A repeat query applied

to the 11th edition of the VCV (Véron-Cetty & Véron, 2003) in late 2003 (which

includes the full 2QZ release) resulted in approximately 200 QSO pairs.

2.3 Observations

Optical spectroscopy was obtained in the northern and southern hemispheres

with the 6.5 meter MMT at Mount Hopkins, Arizona, and the twin 6.5 meter

Magellan telescopes at Las Campanas, Chile. All observations were made be-
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tween 2002 April 12 and 2004 May 18. Telescope scheduling and observing con-

ditions largely determined which QSOs were observed. However, when possible,

precedence was given to pairs with smaller separations and redshift differences.

In the case of the triplet KP 1623+26.8A, KP 1623+26.8B, and KP 1623.9+26.8, high

quality spectra with superior resolution were already available in the literature

(Crotts, 1989); however, we reobserved them in the interest of a homogeneous

dataset.

2.3.1 MMT Configuration

All MMT data was taken with the Blue Channel spectrograph, the 800 grating,

a 1′′×180′′ slit and no filters. This configuration yields a dispersion of 0.75Å per

pixel, a nominal FWHM resolution of 2.2Å and approximately 2000Å of wave-

length coverage redward of 3300Å. For calibration purposes, the helium-argon

and neon arc lamps were used as well as the “Bright” incandescent lamp, all of

which are located in the MMT Top Box.

2.3.2 Magellan Configuration

Observations during two runs at Magellan in 2002 and 2003 were made with

the Clay and Baade telescopes, respectively. In both cases, the Boller & Chivens

(B&C) spectrograph was used, along with the 1200 grating blazed at 4000Å, a

1′′×72′′ slit and no filters. The resulting spectra span approximately 1600Å red-

ward of 3300Å with 0.8Å pixels and have a nominal FWHM resolution of 2.4Å.

In 2002, calibration was carried out using the helium arc, argon arc and incandes-

cent lamps which are mounted to the exterior of the telescope and illuminate a

screen placed in front of the secondary mirror. For the subsequent run, helium

and argon arc lamps located within the spectrograph were used instead, due to

their increased abundance and strength of bluer lines.
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2.3.3 Modus Operandi

The same protocol was followed for each night of observations. Bias frames, sky

flats and flat field lamp images were taken during the lighter hours prior to or

following 12◦ twilight. Sky flats were primarily necessary due to the significant

difference in the chip illumination patterns of the sky and the MMT Top Box

incandescent lamp. Multiple standard stars, characterized by minimal absorption

and spectral energy distributions peaking in the blue, were observed between 12◦

and 18◦ twilight.

The QSOs were generally placed at the center of the slit; however, in rare

cases, both pair members were observed simultaneously. Exposure times were

selected to yield a desired minimum S/N of ten per pixel in the final combined

spectra. Consecutive exposures were made in order to identify outlier pixels af-

fected by cosmic rays. Arc lamps were observed at each telescope pointing for

the most reliable wavelength calibration.

Observing conditions were not generally photometric. In many cases, abso-

lute flux calibration was affected by clouds and/or slit loss. Relative flux calibra-

tion was benefited by observing QSOs at an airmass less than 1.5 and with the slit

at or near the parallactic angle. However, this minimizes, rather than eliminates,

wavelength-dependent light loss due to differential refraction and the latter pre-

caution is not applicable to cases where the slit was rotated to observe two QSOs

simultaneously. Because correlation measurements in the Lyα forest require the

flux spectrum to be normalized by the underlying QSO continuum, neither ab-

solute nor relative flux calibration errors affect the primary science objectives of

this dataset.
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2.4 Data Reduction

Data from all observing runs were processed in a uniform manner using iSPEC2d,

a long-slit spectroscopy data reduction package written in IDL. iSPEC2d utilizes

many standard techniques similar to those found in other packages (e.g., IRAF),

as well as additional features including error propagation, bad pixel tracking,

two-dimensional sky subtraction and minimal interpolation. Here we detail the

data reduction steps followed for each night of observing.

A bad pixel map was created in order to mask and exclude deviant pixels

and/or regions on the CCD. A master bias frame was contructed from ∼> 20 zero-

integration exposures by taking the median for each pixel after discarding the

highest and lowest two values. A master sky flat and master dome flat were

constructed in the same manner after normalizing the median counts of the cor-

responding exposures. For the latter, approximately one hundred exposures were

used to compensate for relatively few UV photons emitted by the incandescent

lamps.

Raw data frames were bias-subtracted, flat-fielded and illumination corrected

using the master calibration files. Sky apertures were interactively selected and

two-dimensional sky subtraction was performed, the advantages of which are

discussed by Kelson (2003). Rectification and wavelength-calibration was car-

ried out using the two-dimensional wavelength solution corresponding to the

comparison lamp image taken at the same telescope pointing. Atmospheric ex-

tinction and reddening as a function of airmass were corrected for using either

the Kitt Peak or CTIO extinction curve. Effective exposure times were calcu-

lated for observations made through variable cloud cover, assuming wavelength-

independent obscuration. This was done by normalizing the flux rate of consec-

utive exposures to the highest such value. Subexposures were then combined,
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and, in the process, cosmic ray events were identified and excluded.

A sensitivity curve, derived from standard stars observed at the beginning

or end of the night, was used for flux-calibration. One-dimensional spectra were

then optimally extracted (Horne, 1986) using variance weighting. When relevant,

multiple observations for the same target were weighted by their effective expo-

sure times and combined.

2.5 Spectroscopic Sample

Figure 2.1 shows the resulting final, one-dimensional, wavelength and flux cal-

ibrated spectra for all objects observed as part of this project. These data, as

well as the continuum fits described in § 2.6.1, are also provided in Table 2.1

(the unabridged version is available in the electronic edition of the Journal1).

Incorrect published redshifts for one or both pair members resulted in the inval-

idation of four pairs. In three other cases, only one pair member was observed.

The observed QSOs with z > 2.2 are detailed in Table 2.2 and comprise thirty-

five pairs, one triplet and six single lines of sight (an additional individual QSO

has z = 2.11). The latter are useful for calculation of the autocorrelation function

used in the AP test. Although no formal maximum redshift was used and QSOs

with redshifts as high as z ∼> 3 are included, the decrease in QSO number density

beyond z ∼ 2 yields a mean redshift of z̄ = 2.5 and an effective upper limit of

z = 2.8. As this paper was being prepared for submission, we became aware of

a complimentary dataset (Coppolani et al., 2006) produced by a concurrent pro-

gram using the VLT telescopes. Eleven pairs are shared in common with this

sample.

1http://www.journals.uchicago.edu/ApJ
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Figure 2.1 The final combined, calibrated spectra for all observed objects are
shown in black, plotted as flux (erg s−1 cm−2 Å−1) versus observed wavelength.
The corresponding 1-σ errors are shown in grey. Each spectrum is identified by
an object number, the right ascension (α) and declination (δ) as J2000 coordinates,
and its redshift.



26

Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Fig. 1. — continued...
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Table 2.1. Spectroscopic Data. (abridged)

# λ f σf cARM c KAE flaga

(Å) (erg s−1 cm−2 Å−1)

01 3360.00 1.370E-16 3.753E-17 1.864E-16 1.567E-16 0

01 3360.80 1.242E-16 3.540E-17 1.872E-16 1.573E-16 0

01 3361.60 6.800E-17 3.374E-17 1.880E-16 1.579E-16 0

↓ ↓ ↓ ↓ ↓ ↓ ↓

01 4967.20 1.599E-16 1.492E-17 2.470E-16 2.490E-16 0

02 3360.00 5.036E-17 1.562E-17 9.525E-17 9.457E-17 0

02 3360.80 4.205E-17 1.557E-17 9.544E-17 9.455E-17 0

↓ ↓ ↓ ↓ ↓ ↓ ↓

Note. — The columns (left to right) are: object number, wavelength, flux,

1-σ flux uncertainty, continuum fit by ARM (see § 2.6.1), continuum fit by

KAE, and a descriptive flag. [The unabridged version of this table can be found

at http://www.journals.uchicago.edu/ApJ.]
aNon-zero flags denote irregularities in the data: 1 – not available, 2 – not

flat-fielded
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Table 2.2. Sample QSOs.

# θ α δ z M Observations FWHM 〈S/N〉 Alias(es)

(arcmin) (J2000) (J2000) (variousa) (UT) (Å)

QSO Pairs

01 1.31 00:08:52.711 −29:00:44.1 2.64501 19.1151 2002 OCT 30 CLAY 2.56 21 2QZ J000852.7−2900441

02 00:08:57.731 −29:01:26.9 2.60961 19.8461 2002 OCT 30 CLAY 2.55 16 2QZ J000857.7−2901261

06 1.83 00:58:52.501 −27:29:32.5 2.58121 20.0861 2002 NOV 02 CLAY 2.57 23 SGP4:272

2003 SEP 30 BAADE 2QZ J005852.4−2729331

07 00:58:59.161 −27:30:37.7 2.56831 19.9041 2002 NOV 02 CLAY 2.53 19 2QZ J005859.1−2730381

2003 SEP 30 BAADE

08 2.87 01:20:50.521 −31:43:46.2 2.58781 20.2441 2002 NOV 02 CLAY 2.50 11 2QZ J012050.5−3143461

09 01:21:03.121 −31:42:45.0 2.60541 20.6351 2002 NOV 02 CLAY 2.56 10 2QZ J012103.1−3142451

10 2.69 01:30:36.011 −27:41:47.5 2.50101 20.7311 2003 SEP 29 BAADE 2.51 14 2QZ J013035.9−2741481

11 01:30:42.411 −27:39:30.6 2.51251 20.8311 2003 SEP 29 BAADE 2.51 14 2QZ J013042.3−2739311

13 2.21 02:17:51.401 −30:27:48.0 2.23941 19.3401 2003 SEP 28 BAADE 2.50 13 2QZ J021751.3−3027481

14 02:17:55.001 −30:29:51.9 2.24091 20.6821 2003 SEP 28,29 BAADE 2.51 4 2QZ J021754.9−3029521

2003 OCT 01 BAADE

15 1.72 02:45:48.291 −29:50:06.3 2.60731 20.7161 2002 NOV 01 CLAY 2.51 10 2QZ J024548.2−2950061

16 02:45:49.421 −29:48:24.2 2.46841 20.6261 2002 NOV 01 CLAY 2.55 11 2QZ J024549.4−2948241

17 2.36 02:53:27.381 −28:00:21.8 2.37321 18.7511 2003 SEP 28 BAADE 2.50 14 2QZ J025327.3−2800221

18 02:53:37.441 −28:01:09.3 2.37841 20.3091 2003 SEP 28 BAADE 2.50 15 2QZ J025337.4−2801091

19 1.20 03:10:36.471 −30:51:08.1 2.55401 20.3501 2002 OCT 31 CLAY 2.63 14 2QZ J031036.4−3051081

2002 NOV 02 CLAY

20 03:10:41.071 −30:50:27.1 2.54391 19.5491 2002 OCT 31 CLAY 2.63 14 2QZ J031041.0−3050271

2002 NOV 01,02 CLAY

21 2.98 03:16:31.63 −55:12:28 2.5363 21.404 2003 OCT 01 BAADE 2.50 1 MZZ49593

22 03:16:50.405 −55:11:09.9 2.5313 18.044 2002 NOV 02 CLAY 2.51 27 MZZ48753

CT4255

23 0.97 03:17:41.255 −53:11:58.7 2.2156 19.15 2002 OCT 30 CLAY 2.56 12 CT4265

2003 NOV 02 CLAY

24 03:17:43.265 −53:11:03.4 2.3305 19.15 2002 OCT 30 CLAY 2.56 13 CT4275

28 3.05 09:58:00.337 −00:28:57.51 2.37101 20.5347 2003 JAN 06 MMT 3.57 4 2QZ J095800.2−0028581

2003 MAR 08 MMT

29 09:58:11.027 −00:27:32.63 2.56001 20.0127 2003 JAN 06 MMT 3.42 5 2QZ J095810.9−0027331

33 2.13 10:34:24.517 +01:19:02.31 2.32631 20.3407 2004 MAR 28 MMT 2.91 2 2QZ J103424.4+0119011
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Table 2.2—Continued

# θ α δ z M Observations FWHM 〈S/N〉 Alias(es)

(arcmin) (J2000) (J2000) (variousa) (UT) (Å)

34 10:34:32.687 +01:18:25.55 2.36391 19.8517 2003 MAR 27 MMT 2.60 8 2QZ J103432.6+0118241

35 2.67 11:06:24.707 −00:49:22.72 2.41521 19.8167 2002 APR 13 MMT 2.37 23 2QZ J110624.6−0049231

36 11:06:35.147 −00:50:03.42 2.45591 20.4127 2002 APR 14,15 MMT 2.38 3 2QZ J110635.1−0050041

37 1.26 12:12:51.187 −00:53:40.82 2.47271 20.0077 2003 MAR 07 MMT 2.95 7 2QZ J121251.1−0053421

38 12:12:56.107 −00:53:35.39 2.45861 20.4277 2003 MAR 07,08 MMT 2.89 4 2QZ J121256.0−0053361

39 3.77 12:27:07.111 −01:17:16.8 2.21431 19.9371 2003 MAR 23 MMT 2.37 8 2QZ J122707.1−0117181

40 12:27:18.787 −01:19:40.94 2.33681 19.4527 2003 MAR 23 MMT 2.34 10 2QZ J122718.7−0119421

41 2.91 13:09:41.957 −02:23:57.58 2.66451 19.4807 2004 MAY 19 MMT 2.38 17 2QZ J130941.9−0223581

42 13:09:42.168 −02:26:52.34 2.57868 18.9728 2004 MAY 18 MMT 2.32 11 2QZ J130942.1−0226521

SDSS J130942.15−022652.37

43 1.27 13:27:58.848 −02:30:25.46 2.34348 19.2618 2003 MAR 27 MMT 2.67 12 2QZ J132758.8−0230251

SDSS J132758.83−023025.47

44 13:27:59.797 −02:31:40.27 2.36041 19.7927 2003 MAR 27 MMT 2.69 8 2QZ J132759.8−0231401

45 0.84 13:28:30.147 −01:57:32.78 2.37061 19.6207 2003 JUN 24,26 MMT 2.36 6 2QZ J132830.1−0157321

46 13:28:33.637 −01:57:27.94 2.36051 20.0537 2003 JUN 23 MMT 2.33 10 2QZ J132833.6−0157271

47 0.92 13:41:14.968 +01:09:06.72 2.44228 18.6158 2003 MAR 28 MMT 3.10 10 2QZ J134114.9+0109061

SDSS J134114.95+010906.77

48 13:41:15.567 +01:08:12.70 2.20731 18.9047 2003 JUN 22 MMT 2.34 9 2QZ J134115.5+0108121

49 4.07 13:47:26.257 −00:57:33.04 2.37581 19.6547 2002 APR 13,14 MMT 2.44 13 2QZ J134726.2−0057341

50 13:47:42.077 −00:58:30.51 2.51461 19.3057 2002 APR 14 MMT 2.41 21 2QZ J134742.0−0058311

51 2.46 13:54:12.618 −02:01:42.25 2.31678 19.1208 2003 JUN 26 MMT 2.36 12 QUEST 1160079

2004 MAY 18 MMT 2QZ J135412.5−0201431

SDSS J135412.61−020142.27

52 13:54:20.187 −02:03:18.62 2.21591 20.6327 2003 JUN 26 MMT 2.38 8 2QZ J135420.1−0203191

53 3.20 14:11:13.397 +00:44:51.73 2.26201 19.5627 2003 JUN 24,26 MMT 2.40 8 2QZ J141113.3+0044511

2004 MAY 19 MMT

54 14:11:23.528 +00:42:52.96 2.26698 18.1768 2003 JUN 23 MMT 2.33 11 UM 64510

MRC 1408+00911

TXS 1408+00912

SDSS J141123.51+004252.97

55 3.74 14:42:45.668 −02:42:50.15 2.32588 19.5678 2003 JUN 23,24 MMT 2.40 4 2QZ J144245.6−0242511

SDSS J144245.66−024250.17

56 14:42:45.757 −02:39:05.76 2.55681 20.1197 2003 JUN 22 MMT 2.39 10 2QZ J144245.7−0239061
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Table 2.2—Continued

# θ α δ z M Observations FWHM 〈S/N〉 Alias(es)

(arcmin) (J2000) (J2000) (variousa) (UT) (Å)

62 1.02 21:42:22.2313 −44:19:29.8 3.2213 21.2113 2002 OCT 30 CLAY 2.58 8 Q 2139−443313

63 21:42:25.8613 −44:20:18.1 3.23013 18.8013 2002 OCT 30 CLAY 2.54 21 LBQS 2139−443414

Q 2139−443413

64 0.55 21:43:04.0913 −44:50:36.0 3.0613 21.1413 2002 NOV 01 CLAY 2.54 6 Q 2139−4504A13

65 21:43:07.0113 −44:50:47.6 3.2513 21.2713 2002 NOV 01 CLAY 2.54 11 Q 2139−4504B13

66 3.64 21:52:25.851 −28:30:58.2 2.73781 19.1601 2002 NOV 01 CLAY 2.49 15 2QZ J215225.8−2830581

67 21:52:40.051 −28:32:50.8 2.71401 19.6241 2002 NOV 01 CLAY 2.51 14 2QZ J215240.0−2832511

68 3.19 22:38:50.101 −29:56:11.5 2.46351 19.4061 2002 NOV 02 CLAY 2.52 17 2QZ J223850.1−2956121

69 22:38:50.931 −29:53:00.6 2.38591 19.5291 2002 NOV 02 CLAY 2.52 16 2QZ J223850.9−2953012

70 1.81 22:40:18.161 −29:40:29.3 2.55671 20.5931 2003 SEP 28 BAADE 2.51 10 2QZ J224018.2−2940291

71 22:40:22.281 −29:38:55.2 2.54301 20.4621 2003 SEP 28 BAADE 2.50 7 2QZ J224022.3−2938551

74 2.21 22:41:52.141 −28:41:04.9 2.28701 19.2211 2003 SEP 28 BAADE 2.49 15 2QZ J224152.2−2841051

75 22:41:58.381 −28:42:49.4 2.36781 19.5801 2003 SEP 28 BAADE 2.49 9 2QZ J224158.4−2842501

76 3.78 23:03:01.651 −29:00:27.2 2.56871 19.2511 2002 OCT 31 CLAY 2.55 9 2QZ J230301.6−2900271

77 23:03:18.481 −29:01:20.2 2.58631 19.5661 2002 OCT 31 CLAY 2.55 16 2QZ J230318.4−2901201

78 3.04 23:19:31.711 −30:24:36.5 2.38351 20.0601 2003 SEP 30 BAADE 2.53 11 2QZ J231931.7−3024361

79 23:19:42.781 −30:26:29.7 2.47281 19.3761 2003 SEP 29 BAADE 2.53 18 2QZ J231942.7−3026301

80 2.35 23:26:03.521 −29:37:40.3 2.31041 20.5801 2003 SEP 29 BAADE 2.51 8 2QZ J232603.5−2937401

81 23:26:14.261 −29:37:22.1 2.38741 19.1321 2003 OCT 01 BAADE 2.50 12 2QZ J232614.2−2937221

82 0.87 23:28:00.701 −27:16:55.5 2.37991 20.5821 2002 OCT 31 CLAY 2.56 9 2QZ J232800.7−2716551

83 23:28:04.411 −27:17:13.0 2.36401 20.4351 2002 OCT 31 CLAY 2.56 10 2QZ J232804.4−2717131

84 1.84 23:31:00.481 −28:39:46.2 2.48031 20.4361 2003 SEP 28 BAADE 2.50 10 2QZ J233100.4−2839461

2003 SEP 29 BAADE

85 23:31:05.171 −28:38:14.4 2.47771 20.6071 2003 SEP 29 BAADE 2.50 22 2QZ J233105.1−2838141

88 2.48 23:56:43.701 −29:23:29.4 2.53441 20.7811 2003 SEP 30 BAADE 2.51 10 2QZ J235643.6−2923291

2003 OCT 01 BAADE

89 23:56:44.521 −29:25:57.6 2.53921 20.8311 2003 SEP 30 BAADE 2.50 10 2QZ J235644.4−2925571

QSO Triplet

57 2.44 16:25:48.007 +26:44:32.64 2.46715 18.5427 2002 APR 14 MMT 2.35 32 KP 1623.7+26.8A16

58 2.91 16:25:48.808 +26:46:58.77 2.51778 17.3408 2002 APR 13 MMT 2.42 69 KP 1623.7+26.8B16
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Table 2.2—Continued

# θ α δ z M Observations FWHM 〈S/N〉 Alias(es)

(arcmin) (J2000) (J2000) (variousa) (UT) (Å)

SDSS J162548.79+264658.77

59 2.11 16:25:57.388 +26:44:48.22 2.60168 19.0958 2002 APR 15 MMT 2.52 23 KP 1623.9+26.816

SDSS J162557.38+264448.27

Single QSOs

03 3.51b 00:17:10.3117 −38:56:25.1 2.34718 17.9817 2002 OCT 30 CLAY 2.55 14 Q 0014−39218

05 · · · c 00:43:58.8019 −25:51:15.53 2.50120 17.1621 2002 NOV 01 CLAY 2.52 30 CT3422

PBP84 004131.1−26074020

LBQS 0041−260714

UJ3682P−01323

2MASS J00435879−255115519

25 · · · d 07:29:28.567 +25:24:51.84 2.30324 17.9587 2002 DEC 28 MMT 2.44 30 FIRST J072928.4+25245125

87GB 072625.3+25300926

GB6 J0729+252427

NVSS J072928+25245028

FBQS J0729+252424

2MASS J07292848+252451719

27 4.58b 08:45:57.698 +44:45:46.00 2.26848 18.3618 2003 JAN 06 MMT 3.17 8 SDSS J084557.68+444546.07

30 4.42b 10:05:10.587 −00:43:23.40 2.43901 19.9727 2002 APR 15 MMT 2.36 11 2QZ J100510.5−0043241

32 · · · e 10:28:32.621 −01:34:47.3 2.29371 20.6101 2002 DEC 28 MMT 2.45 5 2QZ J102832.6−0134481

2003 MAR 23 MMT

72 · · · e 22:40:26.228 +00:39:40.13 2.10988,f 18.5298 2003 SEP 28 BAADE 3.09 12 2237.9+004029

SDSS J224026.21+003940.17

Note. — The columns (left to right) are: object number, QSO pair separation, right ascension, declination, redshift, apparent magnitude, observation date(s),

spectral resolution full width at half maximum, mean signal-to-noise per pixel in the “pure” Lyα forest (redward of the QSO’s Lyβ/O VI emission line), and

previously published QSO designations.

aMagnitude filters – (1) bj ; (4) Johnson B; (5) B; (7) sdss g′ PSF; (8) sdss g′ PSF; (13) B; (17) Gunn r; (21) V

bThe neighboring QSO was unobserved.

cA published redshift for the neighboring QSO was incorrect, but has been updated in Véron-Cetty & Véron (2003).

dVéron-Cetty & Véron (2001) includes a non-existent neighboring QSO that is not included in Véron-Cetty & Véron (2003).

eThe published redshift for the neighboring QSO was incorrect.

f The Véron-Cetty & Véron (2001) redshift for this QSO is z=2.2, in accordance with the original sample criteria.

References. — (1) Croom et al. (2004); (2) Boyle et al. (1990); (3) Zitelli et al. (1992); (4) Zamorani et al. (1999); (5) Maza et al. (1995); (6) this paper; (7) Adelman-

McCarthy et al. (2006); (8) Schneider et al. (2005); (9) Rengstorf et al. (2004); (10) MacAlpine & Williams (1981); (11) Large et al. (1981); (12) Douglas et al. (1996);

(13) Veron & Hawkins (1995); (14) Morris et al. (1991); (15) Crotts (1989); (16) Sramek & Weedman (1978); (17) Sirola et al. (1998); (18) Korista et al. (1993);

(19) Cutri et al. (2003); (20) Pocock et al. (1984); (21) Gould et al. (1993); (22) Maza et al. (1992); (23) Drinkwater (1987); (24) White et al. (2000); (25) White et al.

(1997); (26) Becker et al. (1991); (27) Gregory et al. (1996); (28) Condon et al. (1998); (29) Crampton et al. (1985)
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2.5.1 Resolution

The AP analysis presented in subsequent papers in this series requires accurate

knowledge of the spectral resolution of the data and assumes a Gaussian line

spread function (LSF). Comparison lamp spectra taken immediately before or

after individual observations were used to measure the former and verify the

latter. For each lamp spectrum, Gaussian fits were made to sufficiently strong

and unblended lines (see Table 2.3), and the median width was taken to be the

spectral resolution of the corresponding QSO spectrum. A composite LSF was

then created by aligning the lines from every lamp after normalizing them by

these fits (affecting the amplitude and width, but not the shape). Figure 2.2 shows

the composite median for the B&C and Blue Channel spectrographs. In both

cases, the line spread function is indeed well parameterized as Gaussian.

The resulting spectral resolution for each QSO spectrum is included in Ta-

ble 2.2. In those cases where multiple observations were combined to form the

final spectrum, the larger of the values is listed. Generally, the variance in reso-

lution is the result of normal spectrograph focus degradation. However, in rare

cases, the measured resolution was significantly broader than expected. Inspec-

tion of the observing logs indicates that these instances occurred only at the MMT

and always subsequent to rotation of the grating carousel. Where sufficient unaf-

fected data was available, these observations were not included in the final QSO

spectrum, resulting in slightly lower S/N from what was originally anticipated.
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Table 2.3. Resolution Measurement Lines.

Ion λ MMT Baade Clay

(Å)

HeI 3819.66 – –
√

HeI 3888.65
√

– –

HeI 3964.73 – –
√

HeI 4026.23 – –
√

HeI 4120.92 – –
√

HeI 4143.76 – –
√

ArI 4259.36
√

– –

ArI 4300.10 –
√

–

ArI 4510.73
√ √

–

ArII 4545.05
√ √

–

ArII 4579.35
√ √

–

ArII 4609.57
√

– –

ArII 4657.90
√ √

–

HeI 4713.22 – –
√

ArII 4764.87
√

– –

ArII 4806.02
√ √

–

ArII 4847.81
√ √

–

Note. — Check marks indicate which com-

parison lamp lines were used to measure

spectral resolution for data taken at the three

telescopes.
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Figure 2.2 The median line spread functions for the B&C and Blue Channel
(shifted upwards 0.2 for clarity) spectrographs are well parameterized as Gaus-
sians.



43

2.5.2 Data Quality

The eighth column of Table 2.2 lists the mean S/N per pixel in the unabsorbed

portions of the “pure” Lyα forest lying between the wings of the QSO’s Lyα and

Lyman-beta/O VI emission lines. This is, of course, only a figure of merit, as

the S/N varies across each spectrum. The target S/N in this wavelength range

was 10 per pixel, or greater. The actual values vary significantly due to factors

such as deteriorated observing conditions, fainter than expected QSOs, changed

object priorities and exclusion of exposures for various reasons. In cases where

the target S/N is met in at least a portion of the “pure” Lyα forest (78 QSOs

comprising 29 pairs and the one triplet), those portions remain useful for the AP

test. For the transverse proximity effect, only the S/N of the background QSO

spectrum at the redshift of the foreground QSO is important. Of the relevant

pairs, seventeen have a mean S/N > 5 in this region.

2.5.3 Flat-fielding Anomaly

Previously undocumented anomalous emission features were detected in the

dome flats taken at the MMT (see Figure 2.3). These features persist throughout

the three years of observations. Although the origin is not known, we confirm

that they occur at fixed wavelengths and are unique to the 800 grating. Such a

spectral response cannot be fit sufficiently without also partially removing the

pixel to pixel variations that the dome flats are designed to characterize. Our so-

lution is to replace the affected region with a smooth polynomial function. As

a result, the wavelength range falling roughly between 4330Å and 4440Å in our

MMT data has not been flat-fielded (indicated by the last column in Table 2.1).

This affects the Lyα forest in only one QSO spectrum in this dataset.
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Figure 2.3 Anomalous emission features present in spectra of the MMT Top Box
incandescent lamp, when observed with the 800 grating, prevent reliable flat-
fielding for the wavelength range 4330Å < λ < 4440Å.
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2.6 Preamble To An AP Analysis

2.6.1 Continuum Fitting

The Alcock-Paczyński test relies on continuous flux statistics rather than identifi-

cation of discrete absorption lines. However, all analysis of spectral absorption re-

quires knowledge of the underlying, unabsorbed continuum. This was estimated

for the QSOs in the sample using ANIMALS (Petry et al., 2006), a continuum-fitting

code based on the methodology employed by the HST QSO Absorption Line Key

Project (Bahcall et al., 1993). Essentially, the spectrum is block-averaged and fit

with a cubic spline, which is then used to identify and mask areas of absorption.

These steps are repeated until the fit converges.

Despite this relatively simple algorithm, obtaining a credible continuum fit

is generally a time-consuming and interactive process. The smoothing scale is

determined by the user and can be adjusted across the spectrum as needed to

compensate for varying degrees of change in the slope of the continuum. The

threshold for masking pixels which lie below the fit is a free parameter which ef-

fectively raises or lowers the continuum. If needed, the user can manually mask

or unmask pixels and freeze some portions of the fit while allowing others to be

refined. The continuum can even be set by hand in areas where the fit is not satis-

factory, such as boundaries between different smoothing scales, heavily absorbed

regions, or emission features where the continuum changes rapidly.

In order to gauge the uncertainty in the rather subjective placement of the

continua, all of the QSOs were fit independently by A. R. Marble (ARM) and

Kris A. Eriksen (KAE). Both fits are provided in Table 2.1, and are shown in Fig-

ure 2.4 for a typical spectrum with S/N ≈ 10 per pixel in the Lyα forest. One

difference evident here (but also consistent throughout the sample) is the lower

continuum placement of the latter (cKAE) relative to the former (cARM ). Note also
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that the continuum fits become increasingly unreliable with decreasing S/N (e.g.,

S/N < 10 at λ < 3500 Å) and in close proximity to emission features (e.g., Lyα at

λ ≈ 4200 Å and the Lyβ/O VI blend at λ ≈ 3600 Å). In some cases, the combina-

tion of Lyα emission and strong absorption makes estimation of the continuum

impossible. For this reason, and others, analysis of the Lyα forest is generally

restricted to wavelengths less than ∼ 3000 km s−1 blueward of the Lyα emission

line.
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Figure 2.4 The continua were fit independently by authors ARM (cARM) and KAE
(cKAE) in order to gauge the systematic error associated with the methodology
for continuum estimation. The example shown here is for a spectrum with mean
S/N ≈ 10 per pixel in the Lyα forest.
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2.6.2 Auto and Cross-Correlation

The autocorrelation (ξ‖) is measured in the radial direction and can be obtained

independently from each QSO spectrum, although with significant variance from

one line of sight to another. The cross-correlation, on the otherhand, samples the

transverse direction and must be pieced together from pairs of QSOs at different

separations.

ξ‖(∆v) =
〈(

f̂(v) / 〈f̂〉 − 1
)(

f̂(v + ∆v) / 〈f̂〉 − 1
)〉

(2.1)

ξ⊥ (∆v) =
〈(

f̂(v) / 〈f̂〉 − 1
)(

f̂∆v(v) / 〈f̂〉 − 1
)〉

(2.2)

In Equations 2.1 and 2.2, f̂ and f̂∆v correspond to lines of sight separated on the

sky by ∆v, where f̂ is the flux divided by the continuum. Figure 2.5 shows cor-

relation measurements for one redshift bin (2.1 < z Lyα < 2.3), assuming the cKAE

continua, the observationally determined value of 〈f̂〉 from Press et al. (1993),

Ωm = 0.268, and ΩΛ = 0.732.

The agreement between the autocorrelation and cross-correlation for the cur-

rently preferred cosmological model (Spergel et al., 2007) is, in part, a coinci-

dence. Two sources of anisotropy in the Lyα flux correlation function must be

accounted for before a reliable AP analysis can be carried out. First, the line

spread function of the spectrograph smooths the spectra along the line of sight

and, therefore, affects autocorrelation and cross-correlation measurements dif-

ferently. Secondly, peculiar velocities caused by the expansion of the universe,

gravitational collapse, and thermal broadening make the correlation function

anisotropic in redshift (observed) space (Kaiser, 1987). Modelling these effects

with cosmological hydrodynamic simulations is the subject of Paper II in this

series.
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Figure 2.5 Autocorrelation (ξ‖) and cross-correlation (ξ⊥) measurements for the
redshift range 2.1 < z Lyα < 2.3, assuming Ωm = 0.268 and ΩΛ = 0.732.
Anisotropies due to redshift-space distortions and spectral resolution must be
accounted for prior to an AP analysis.
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2.7 QSO Catalog Corrections

In the course of our observations, five QSOs were found to have incorrect pub-

lished redshifts and two additional objects turned out not to be QSOs at all. These

errors were the result of misidentification based on inferior data available at the

time, with one exception. Coppolani et al. (2006) and this paper present spectra

for the same QSO, 2QZ J102827.1−013641, which are clearly different and yield

disparate redshifts (z = 2.393 and z = 1.609, respectively). The original redshift

(z = 2.31) obtained by Croom et al. (2004) disagrees with both follow-up studies,

but appears to result from the C IV emission line being mistakenly identified as

Lyα. The fact that their discovery spectrum is consistent with being a much nois-

ier version of the spectrum presented in this paper, leads us to conclude that our

redshift is correct and that the Coppolani et al. (2006) spectrum is for a QSO at

different coordinates.

Table 2.4 details these errors and provides corrections based on our observa-

tions. The fourth column lists the mean and standard deviation of redshifts de-

termined from the emission lines recorded in the fifth column. Gaussian curves

were fit to each line and the corresponding central wavelengths were compared to

the observationally determined rest wavelengths reported by Vanden Berk et al.

(2001).
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Table 2.4. QSO Catalog Corrections.

# α (J2000) δ (J2000) zerror z ± σz Emission Lines Useda Alias

12 01:50:47.61 −42:37:40 2.301 · · · b · · · UJ3690P−1141

23 03:17:41.252 −53:11:58.7 2.332 2.215±0.0044 Lyα, N V, Si II, O I/Si II, C II, Si IV/O IV] CT4262

26 08:45:58.563 +44:45:55.80 2.304 · · · b · · · WEE 184

31 10:28:27.155 −01:36:40.6 2.31005, 2.3936 1.609±0.0015 C IV, C III] 2QZJ102827.1−0136415

73 22:40:40.083 +00:40:25.09 2.27 1.447±0.0053 C IV, C III] 2238.1+00417

86 23:43:21.58 +01:22:43 2.358 0.461±0.0011 Mg II, [Ne V]1 , [Ne V]2 BG CFH 258

87 23:43:24.18 +01:19:20 2.348 1.714±0.0047 C IV, C III], Si III]/Fe III, Al III BG CFH 278

Note. — The columns (left to right) are: object number, right ascension, declination, previously published incorrect redshift(s), revised redshift,

emission lines used for redshift determination, and previously published QSO designation.

aλrest (Å; Vanden Berk et al., 2001): Lyα − 1216.25, N V − 1239.85, Si II −1265.22, O I/Si II − 1305.42, C II − 1336.60, Si IV/O IV] − 1398.33,

C IV − 1546.15, Al III − 1856.76, Si III]/Fe III − 1892.64, C III] − 1907.30, Mg II − 2800.26, [Ne V]1 − 3345.39, [Ne V]2 − 3425.66

bThis object is not a QSO.

References. — (1) Drinkwater (1987); (2) Maza et al. (1995); (3) Adelman-McCarthy et al. (2006); (4) Weedman (1985); (5) Croom et al. (2004);

(6) Coppolani et al. (2006); (7) Crampton et al. (1985); (8) Gaston (1983)
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2.8 Summary

We have carried out a three year observational campaign to obtain optical spec-

troscopy for pairs of previously known QSOs with z > 2.2, ∆z < 0.25, and sepa-

rations less than 5 arcminutes.

1) We present 86 spectra comprising 35 QSO pairs, one triplet, eleven individ-

ual QSOs (four of which have z ∼< 1.7), and two objects previously misidentified

as QSOs.

2) Seven previously catalogued QSOs were found to have incorrect published

identifications and/or redshifts, for which we provide revised redshift values.

3) We note one aspect of observing with the MMT Blue Channel spectrograph

which may be relevant for future users. The otherwise smooth spectral response

of the incandescent lamp in the Top Box exhibits anomalous emission features at

λ ≈ 4380Å when the 800 grating is used.

4) We have created a new spectroscopic dataset of 78 QSOs with sufficient

data quality for an Alcock-Paczyński measurement of ΩΛ; 29 pairs and one triplet

for measuring the cross-correlation of transmitted flux in the Lyα forest, and 17

additional individual QSOs for measuring the autocorrelation.

5) Additionally, seventeen of the QSO pairs are both unassociated and have

sufficient data quality for an investigation of the transverse proximity effect.



CHAPTER 3

THE FLUX AUTO AND CROSS-CORRELATION OF THE LYMAN-ALPHA FOREST:

II. MODELLING ANISOTROPIES WITH COSMOLOGICAL SIMULATIONS

The isotropy of the Lyman-alpha (Lyα) forest in real-space uniquely provides

a measurement of cosmic geometry at z > 2. The angular diameter distance for

which the correlation function along the line of sight and in the transverse direc-

tion agree corresponds to the correct cosmological model. However, the Lyα for-

est is observed in redshift-space where distortions due to Hubble expansion, bulk

flows, and thermal broadening introduce anisotropy. Similarly, a spectrograph’s

line spread function affects the autocorrelation and cross-correlation differently.

In Paper II of this series on using the Lyα forest observed in pairs of QSOs for

a new application of the Alcock-Paczyński test, these anisotropies and related

sources of potential systematic error are investigated with cosmological hydro-

dynamic simulations. Three prescriptions for galactic outflow were compared

and found to have only a marginal effect on the Lyα flux correlation. The maxi-

mum difference between the preferred variable-momentum wind model and no

winds at all is less than 7%. An approximate solution for obtaining the zero-lag

cross-correlation corresponding to arbitrary spectral resolution directly from the

zero-lag cross-correlation computed at full-resolution (good to within 2% at the

scales of interest) is presented. Uncertainty in the observationally determined

mean flux decrement of the Lyα forest was found to be the dominant source of

systematic error; however, this is reduced significantly when considering corre-

lation ratios. We describe a simple scheme for implementing our results, while

mitigating systematic errors, in the context of a future application of the AP test.
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3.1 Introduction

Significant observational and theoretical advances in recent decades have made

the Lyman-alpha (Lyα) forest a powerful and unique cosmological tool for study-

ing the high-redshift universe. Originally named (Weymann et al., 1981) for the

dense pattern of seemingly discrete Lyα absorption lines seen in high-redshift

QSO spectra (Lynds, 1971), the absorption is now understood to trace a continu-

ous distribution of non-uniform neutral hydrogen gas that in turn maps the un-

derlying dark matter (see Rauch 1998 for a review). The competing processes of

recombination and photoionization lead to a tight relationship between the den-

sity of the gas and the neutral fraction, giving rise to a relatively straightforward

link between Lyα absorption and the large scale structure of the universe. Cos-

mological simulations employing this prescription have had remarkable success

reproducing detailed properties of the Lyα forest provided by high-resolution

ground-based QSO spectra (Cen et al., 1994; Zhang et al., 1995; Hernquist et al.,

1996; Theuns et al., 1998) and low-z HST observations (Petitjean et al., 1995; Davé

et al., 1999), paving the way for the Lyα forest to be reliably used for cosmological

investigation.

Hui et al. (1999) and McDonald & Miralda-Escudé (1999) first suggested us-

ing autocorrelation and cross-correlation measurements in the Lyα forest for a

new application of the Alcock-Paczyński (AP) test (Alcock & Paczynski, 1979), a

purely geometric method for measuring cosmological parameters that is primar-

ily sensitive to ΩΛ at z > 1. The essence of this cosmological test is that spherical

objects observed at high redshift will only appear to be equal in their radial and

transverse extent if the correct angular diameter distance is used to determine the

latter. More generally, the correlation function of an isotropic medium, such as

the Lyα forest, measured as a function of separation along the line of sight (the
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autocorrelation ξ‖) and in the transverse direction (the cross-correlation ξ⊥) will

agree only if the correct cosmology is assumed.

Spectroscopy of the Lyα forest in any single QSO spectrum yields the com-

plete autocorrelation, albeit with significant variance from one line of sight to an-

other. The cross-correlation, on the otherhand, must be pieced together from pairs

of QSOs with different transverse separations. Until recently, only approximately

a dozen pairs with similar redshifts (so that their Lyα forests overlap) and separa-

tions of a few arcminutes or less (the correlation signal diminishes rapidly beyond

this point) were known (see, e.g., Rollinde et al. 2003 and references therein). The

2dF QSO Redshift Survey (2QZ; Croom et al., 2004) significantly increased this

number, and with motivation from McDonald (2003), moderate resolution spec-

tra (FWHM ' 2.5 Å) with modest signal-to-noise (S/N > 10 per pixel) have been

obtained for more than fifty of these pairs at the VLT (Coppolani et al., 2006),

MMT, and Magellan (Marble et al., 2007, hereafter referred to as Paper I of this

series) observatories.

While conceptually simple, the Lyα forest variant of the AP test is not as

straightforward as measuring the autocorrelation and cross-correlation from

pairs of QSOs and determining the angular diameter distance which satisfies the

presumption of isotropy. Rather, two additional sources of anisotropy must be

accounted for. First, the line spread function of the spectrograph smooths QSO

spectra along the line of sight, affecting the autocorrelation and cross-correlation

differently. Secondly, peculiar velocities caused by the expansion of the universe,

gravitational collapse, and thermal broadening make the correlation function in

redshift-space (z-space) anisotropic (Kaiser, 1987). Fortunately, the theoretical

work of Hui et al. (1999), McDonald & Miralda-Escudé (1999), and McDonald

(2003) found that these redshift-space distortions can be disentangled from the
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desired cosmological signature.

The aim of this paper is to investigate these non-cosmological anisotropies

in the Lyα flux correlation function in a manner which is directly applicable to

observations of QSO pairs that are suitable for a new application of the AP test.

To this end we have employed a variety of cosmological hydrodynamic simula-

tions to model the autocorrelation and cross-correlation of the Lyα forest in both

redshift-space and real-space. These simulations are described in § 3.2, as well

as our procedure for extracting mock Lyα absorption spectra from them. In § 3.3

and § 3.3.1 we introduce the correlation function and discuss how to mitigate

relevant size and mass resolution limitations of the current generation of simula-

tions. The effect of arbitrary spectral resolution on the correlation function is the

subject of § 3.3.2. Additional potential sources of systematic error, both compu-

tational and observational, are addressed in § 3.4. The implications of our results

for the AP test are the topic of § 3.5. Finally, in § 3.6, we summarize this work and

its findings.

3.2 Simulation Data

3.2.1 Simulations

This body of work draws from a suite of eight cosmological simulations (Ta-

ble 3.1) which primarily differ in their size, mass resolution, and prescription for

galactic outflow. Used together, w16n256vzw (wvzw) and g6 mitigate the effects of

limitations in volume and mass resolution. Differing wind models (described in

§ 3.4.5) are investigated with the w16n256cw (wcw) and w16n256nw (wnw) simu-

lations, which are otherwise identical to wvzw. Similarly, the q1 − q4 simulations

differ only by their number of particles, Np, and are used to test for convergence

as a function of mass resolution. All of these simulations have been the subject of
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Table 3.1. Simulation Properties.

Simulation La Np
b mgas

b ε a Wind c Redshift Ns

(h−1 Mpc) (h−1M�) (h−1 kpc) Range ∆z

q1 10 2 × 643 4.24 × 107 6.25 CW 3.0 · · · 30000

q2 10 2 × 963 1.25 × 107 4.17 CW 3.0 · · · 30000

q3 10 2 × 1443 3.72 × 106 2.78 CW 3.0 · · · 30000

q4 10 2 × 2163 1.10 × 106 1.85 CW 3.0 · · · 30000

w16n256nw 16 2 × 2563 2.71 × 106 1.25 NW 3.0 · · · 20000

w16n256cw 16 2 × 2563 2.71 × 106 1.25 CW 3.0 · · · 20000

w16n256vzw 16 2 × 2563 2.71 × 106 1.25 VZW 1.8 − 3.0 0.2 20000

g6 100 2 × 4843 9.79 × 107 5.33 CW 1.5 − 3.0 0.5 3000

Note. — The columns (left to right) are: simulation name, box length, total number of particles, gas par-

ticle mass, equivalent Plummer gravitational softening length, wind model, redshift range and interval, and

number of sets of lines of sight extracted along each of the three principal axes.
aThese physical scales are given in comoving coordinates.

bThe total number of particles is evenly divided between dark matter and gas. Therefore, the dark matter

particle mass, mdm, is simply the gas particle mass scaled by (Ωm − Ωb)/Ωb.
cThe simulations have either no prescription for galactic outflow (NW), a constant wind (CW) model, or

momentum-driven winds (VZW). See § 3.4.5 for details.
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previous study; therefore, we merely summarize the relevant details and direct

interested readers to the references provided for more indepth discussion.

The N-body+hydrodynamic code GADGET (Springel et al., 2001), with modi-

fications described in Springel & Hernquist (2003), was used to create q1, q2, q3,

q4, and g6 (Springel & Hernquist, 2003, but also see Finlator et al. (2006) for details

about g6), while wvzw, wcw, and wnw (Oppenheimer & Davé, 2006) were run with

a similarly modified version of its successor GADGET-2 (Springel, 2005). This

code computes gravitational forces via a tree particle-mesh solver and hydrody-

namical forces with an entropy-conservative formulation of smoothed particle

hydrodynamics (SPH). Modelling of additional physical processes includes pre-

scriptions for star formation and supernova feedback within evolving galaxies,

which impact the intergalactic medium via outflow from galactic winds. A spa-

tially uniform photoionization background is included, with the spectral shape

and redshift evolution given by Haardt & Madau (1996) and Haardt & Madau

(2001) for the GADGET and GADGET-2 runs respectively. Radiative heating and

cooling is calculated assuming photoionization equilibrium and optically thin

gas. All of the simulations were run as cubic volumes with periodic boundary

conditions and the same cosmological parameters (Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.04,

σ8 = 0.9, and h = 0.7), which we assume throughout this paper.

3.2.2 Line of Sight Selection

“Observed” lines of sight through the simulation box (parallel to the three prin-

cipal axes) were grouped into sets, each of which probes the desired separation

range (0 − 5 arcminutes). Ns sets were randomly distributed across each of the

three mutually orthogonal faces of the box in order to representatively sample

the diversity of structure present in the simulation volume. The value of Ns (Ta-

ble 3.1) scales roughly with the box length of the simulation cube and was chosen
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to be sufficiently large to yield negligible uncertainty in the Lyα forest flux corre-

lation mean despite considerable variance.

The lines of sight in a given set were arranged in the following manner. A

position on the face of the simulation box was randomly selected, from which

an imaginary 300′′ long line was extended at a random angle within the same

plane. If the line happened to intersect an edge of the simulation face, it was

continued on the opposite side, per the wrapped boundary conditions. The two

opposing ends of the line and eleven intermediate positions (2, 3, 8, 12, 15, 25,

45, 80, 150, 210, and 250 arcseconds from the origin) defined starting coordinates

for that set. The intervals between these thirteen lines of sight, determined via

a Monte Carlo approach designed to maximize sampling of angular separation

(particularly at small separations where the correlation function evolves more

rapidly) with a minimal number of spectra, yield seventy-three pairings with

unique separations.

3.2.3 Lyα Flux Spectra

A Lyα transmitted flux spectrum, f , was generated for each line of sight from

opacities, τ , extracted by a modified version of the program specexbin (origi-

nally part of tipsy; Davé et al., 1999).

f = e−τ (3.1)

The physical properties of the gas (density, temperature, and velocity) were cal-

culated at ' 20 h−1 comoving kpc intervals (∆v ' 2.1 km s−1 or ∆λ ' 0.029 Å

at z = 2.4) for both redshift-space and real-space. In the latter case, non-zero

velocities due to Hubble expansion, bulk flows, and thermal broadening were

excluded. Then, the corresponding H I opacities were determined using ioniza-

tion fraction lookup tables generated with Cloudy v96 (Ferland et al., 1998).
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The extracted opacities were multiplied by a single scaling factor in order to

match the mean transmitted flux, 〈f〉, to the observed value of either Press et al.

(1993) or Kirkman et al. (2005). For the moderately overdense regions character-

istic of the Lyα forest (ρ/ρ̄ < 10), this has the same effect as changing the am-

plitude of the photoionizing background (which determines 〈f〉) when running

the simulation and/or when later computing the ionization fraction to determine

opacity (Croft et al., 1998). The appropriate scaling was determined for each sim-

ulation and redshift via an iterative process. The raw opacity values from all

redshift-space extractions were multiplied by a single scaling factor (originally

one), converted to fluxes, and averaged. The scaling factor was then adjusted to

be higher or lower as needed, and these steps were repeated with incrementally

smaller adjustments until the resulting mean flux agreed with the desired value.

This convergence was considered complete when the difference was less than or

equal to the formal error in the calculated mean. Given the large number of ex-

tracted opacities, this typically corresponded to a relative difference of less than

0.01%.

Figure 3.1 shows the resulting spectrum for a single line of sight through the

simulation (wvzw) box at different redshifts. The corresponding set of lines of

sight (for z = 3) is shown in Figure 3.2, illustrating the decreasing correlation

(in the form of visual similarity) at increasingly larger transverse separations. A

comparison of the same line of sight in real-space and redshift-space is provided

in Figure 3.3, where the redistribution of opacity due to redshift-space distortions

is subtle, but evident. Also, narrower absorption features can be seen relative to a

different line of sight through the g6 simulation, due to the poorer mass resolution

(but larger volume) of the latter.
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Figure 3.1 Redshift evolution of the Lyα forest as seen in the same line of sight at
1.8 < z < 3.
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Figure 3.2 One set of lines of sight illustrating how the cross-correlation dimin-
ishes with increasing separation.
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Figure 3.3 Simulated spectra from wvzw and g6 show the larger box length (path-
length) of the latter, the higher mass resolution (narrower features) of the for-
mer, the subtle redistribution of opacity due to redshift-space distortions, and the
smoothing effect of spectral resolution.
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3.3 The Correlation Function

From the ensemble of lines of sight through each simulation, we know the trans-

mitted Lyα flux as a function of velocity in the radial (v‖) and transverse (v⊥)

directions for Σn = Ns independent realizations (i.e., sets of lines of sight). For

notational convenience, we define δ to be the relative difference between f and

the global mean.

δn

(

v‖, v⊥
)

≡ fn

(

v‖, v⊥
)

〈f〉 − 1 (3.2)

The relation between transmitted flux separated by ∆v along the line of sight or

in the transverse direction is given by the autocorrelation (ξ‖) and zero-lag cross-

correlation (ξ⊥), respectively.

ξ‖(∆v) =
1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1

N‖

N‖
∑

j=1

δn

(

v‖j
, v⊥i

)

δn

(

v‖j
+ ∆v, v⊥i

)

(3.3)

ξ⊥(∆v) =
1

Ns

Ns
∑

n=1

1

N‖

N‖
∑

j=1

δn

(

v‖j
, v⊥i

)

δn

(

v‖j
, v⊥i

+ ∆v
)

(3.4)

Note that fn (and therefore δn) is periodic due to the wrapped boundary con-

ditions of the simulation box. In real-space, the correlation of the Lyα forest is

isotropic, and ξ‖ = ξ⊥. Figure 3.4 confirms this basic result for the hybrid cor-

relation measurements (discussed in § 3.3.1) at z = 3 and shows the anisotropy

introduced in redshift-space.
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Figure 3.4 In real-space, the correlation function is isotropic. However, in
redshift-space, distortions caused by line-of-sight velocities affect the autocor-
relation (ξ‖) and cross-correlation (ξ⊥) differently.



66

3.3.1 Box Length vs. Mass Resolution

The Lyα forest is believed to have formed, via gravitational collapse, from per-

turbations in the initial density field. In order to reliably model the correlation

function of the Lyα forest, simulations must evolve a sufficiently large volume

with adequate mass resolution. A simulation box length that is too small, or a

gas particle mass that is too large, excludes relevant perturbations on large and

small scales respectively. In the moderately overdense regime of the Lyα for-

est, growth is sufficiently non-linear that perturbations of different sizes become

coupled, and the correlation function is affected even at scales not excluded. Ad-

ditionally, aliasing due to the periodic boundary conditions of the simulations is

extended from half the box length (L) to smaller scales (we limit our analysis to

separations less than L/3−L/4). Since simulations which can satisfy both of these

competing demands are not yet available, we mitigate these effects by forming

hybrid correlation curves from two different simulations which meet the require-

ments independently.

The wvzw simulation has 2563 gas particles within an L = 16 h−1 Mpc box,

yielding a gas particle mass of mgas = 2.71 × 106 h−1 M�. In order to verify that

this mass resolution is sufficient for our purposes, we used the q1, q2, q3, and q4

simulations to test for convergence (note that the result may be simulation code

dependent). The q-series are identical except for particle number, with gas par-

ticle masses which decrease with increasing series number (42.4, 12.5, 3.72, and

1.10 in units of 106 h−1 M�). As a result of the small box length (L = 10 h−1 Mpc),

the correlation is artificially depressed and the autocorrelation crosses zero on

the scales of interest to us. Therefore, in order to make meaningful comparisons

(avoiding division by zero), the q-series correlation curves were all increased by

an equal, constant amount such that q1 agrees with g6 at 445 km s−1 (this is moti-
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vated below).

As shown in the left panels of Figure 3.5, the cross-correlation (top panel) and

autocorrelation (bottom panel) from q3 agree well with q4 (< 3% relative differ-

ence for ∆v < L/4). We conclude that wvzw, which has a smaller gas particle

mass than q3, is not significantly compromised by mass resolution. However, in

addition to missing large scale power, the separations which can be probed with

wvzw are limited to ∼< L/4, corresponding to 394 − 444 km s−1 at z = 2 − 3. Con-

versely, the box length of the larger (L = 100 h−1 Mpc), much lower-resolution

(4843 gas particles, mgas = 9.79×107 h−1M�) g6 simulation should more than suf-

fice. McDonald (2003) found little difference in the correlation function between

L = 40 h−1 Mpc and L = 80 h−1 Mpc simulations.

In Figure 3.6, we consider the subtracted difference between the correlation

functions of wcw and g6 (solid line) in order to characterize the effects of insuffi-

cient simulation volume and mass resolution and to motivate a methodology for

forming hybrid correlation curves that mitigate them. Note that wcw is used in

lieu of wvzw in order to elliminate any additional differences due to wind models.

The signature of poor mass resolution is illustrated (dotted line) by the correla-

tion difference between q1 and the mean of q3 and q4 (closely corresponding to

the mass resolution of wcw). The nature of the suppression of wcw due to its

small box length is then reflected in the residual (dash-dot line) between these

two curves. However, since the mass resolution of q1 is superior to g6 by more

than a factor of 2, the dotted line underestimates the effect for g6. Extrapolation

from the right panels of Figure 3.5 is poorly constrained, though accounting for

the trend implies significant flattening of the dash-dot line (Figure 3.6) on small

scales.
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Figure 3.5 Convergence of the cross-correlation (top) and autocorrelation (bot-
tom) as a function of gas mass resolution for the q-series simulations (L = 10 h−1

comoving Mpc) which differ only by the number of particles.
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Figure 3.6 The correlation difference between g6 and wcw (solid line) primarily
reflects the insufficient mass resolution of the former and box length of the latter.
The signature of the mass resolution effect is illustrated by the dotted line, al-
though for a smaller mass resolution difference. Accounting for the trend shown
in Figure 3.5, the residual boxsize effect (dash-dot line) should be significantly
flatter, particularly on the smallest scales (∆v ∼< 50 km s−1).
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Such a relatively smooth alteration of the correlation function due to insuffi-

cient box length is consistent with the expectation of constant suppression when

the evolution of coupled modes is not accounted for (McDonald et al., 2000, see

Figure 15). Although the true effect is likely not a constant offset at all scales,

this appears to be a reasonable approximation. Note also that the disparity be-

tween wcw and g6 at sufficiently large ∆v appears to be purely a box length effect.

Therefore, we define the hybrid correlation function ξh to be equal to ξg6 for ∆v

greater than an adopted splice velocity, vs. For ∆v < vs, ξh is equal to ξwvzw

plus the difference between ξg6 and ξwvzw at the splice velocity. In the case of

the cross-correlation, this is slightly modified to preserve the boundary condition

ξ⊥ (0) = ξ‖ (0).

ξh (∆v > vs) = ξg6 (∆v)

ξh
‖ (∆v < vs) = ξwvzw (∆v) + δ̃‖

ξh
⊥ (∆v < vs) = ξwvzw (∆v) + δ̃⊥ +

(

δ̃⊥−δ̃‖
vs

)

∆v

δ̃ ≡ ξg6 (vs) − ξwvzw (vs)

(3.5)

The value of vs was chosen to be the minimum velocity at which the effect of

g6’s mass resolution can be assumed to be negligible. In order to ensure isotropy

in real-space, vs must be the same for the autocorrelation and cross-correlation.

Thus, based on Figures 3.5 and 3.6, 445 km s−1 was adopted as the splice velocity

(for all redshifts). It is worth noting that the resulting hybrid correlation curves

are insensitive to the exact choice of vs due to the relative flatness of the difference

between ξg6 and ξwvzw on these scales.
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3.3.2 Accounting For Spectral Resolution

A real spectrum (i.e., observed with a telescope) is a convolution, S‖, of the true

transmitted flux along the line of sight with the line spread function (LSF) of the

spectrograph. The LSF is generally Gaussian, and the width, σ, determines the

resolution of the data.

S‖

[

f̃
(

v‖j

)

, σ
]

≡
j+α
∑

k=j−α

f̃
(

v‖k

) 1√
2π σ

e
−(v‖j

−v‖k
)2

2 σ2 (3.6)

Here, α must be sufficiently large with respect to σ that the tails of the exponential

are effectively zero at the limits of convolution. Figure 3.3 provides a comparison

of a simulated spectrum at full-resolution and the same spectrum degraded to

FWHM = σ/(2
√

2 ln 2) = 2.5 Å. Similar to the anistropy introduced by redshift-

space distortions, this smoothing along the line of sight changes the autocorrela-

tion differently than the cross-correlation (Figure 3.7). Thus, the latter anisotropy

must be properly accounted for in order to correct the former.

A sensible way of determining ξσ, the correlation function corresponding to

data of resolution σ, is to smooth the simulated spectra and then compute their

correlation.

ξσ
‖ (∆v) ≡ 1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1

N‖

N‖
∑

j=1

S‖
[

δn

(

v‖j
, v⊥i

)

, σ
]

S‖
[

δn

(

v‖j
+ ∆v, v⊥i

)

, σ
]

(3.7)

ξσ
⊥ (∆v) ≡ 1

Ns

Ns
∑

n=1

1

N‖

N‖
∑

j=1

S‖
[

δn

(

v‖j
, v⊥i

)

, σ
]

S‖
[

δn

(

v‖j
, v⊥i

+ ∆v
)

, σ
]

(3.8)

This, however, has several disadvantages. Individually smoothing each spec-

trum is a time-consuming process which must be repeated for each desired value

of σ. Likewise, the correlation calculations must be duplicated, and future con-

sideration of different resolutions requires the original simulated spectra. More
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Figure 3.7 Spectral smoothing redistributes autocorrelation (ξ‖) while suppress-
ing cross-correlation (ξ⊥) on all scales, introducing anisotropy to the correlation
function.
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importantly, the creation of hybrid autocorrelation curves as described in § 3.3.1

is only valid if performed at full-resolution. This is because spectral smoothing

redistributes correlation along the line of sight, negating the validity of the splice

point. Finally, smoothing the spectra also redistributes aliasing effects (which are

mitigated in the hybrid correlation function) to smaller separations, limiting the

scales which can be reliably probed at a given resolution. For the wvzw simu-

lation, ±3σ (where the LSF is nonnegligible) corresponds to a third of the box

length for a FWHM of 1.8/2.7 Å at z = 2/3.

An alternative method of accounting for spectral resolution, applied directly

to the full-resolution hybrid correlation function, solves each of these problems.

Convolving the full-resolution autocorrelation function with a Gaussian LSF of

width
√

2 σ is mathematically identical to recalculating the autocorrelation with

spectra smoothed by a Gaussian LSF of width σ.

S‖

[

ξ‖ (∆v) ,
√

2σ
]

= ξσ
‖ (∆v) (3.9)

This convenient result is due to the fact that the convolution of two Gaussians is

itself a Gaussian and that the autocorrelation and spectral smoothing are both a

function of radial velocity (see Appendix A).

Unfortunately, this is not the case for the cross-correlation, and there is no

corresponding analytical expression. However, since spectral smoothing redis-

tributes correlation along the line of sight, its effect in the orthogonal direction

probed by the cross-correlation should be a relative suppression at all separa-

tions. The corresponding scale factor can then be evaluated at ∆v = 0, where the

amplitude of ξσ
⊥ is known by virtue of equation 3.9 and the fact that ξ⊥ (0) = ξ‖ (0)

by definition. The approximate solution
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ξσ
⊥ (∆v) ≈ ξ⊥ (∆v) (1 + β ξ⊥ (∆v))−1 , (3.10)

where

β ≡ 1

ξσ
‖ (0)

− 1

ξ⊥ (0)
, (3.11)

agrees remarkably well with results obtained using equation 3.8. This is demon-

strated in Figure 3.8 for a representative range of redshifts and spectral resolu-

tions. The slight disagreement between the two methods scales with the degree

of correlation suppression; however, the difference is ∼< 2% for 2 < z < 3, FWHM

≤ 2.5 Å, and θ > 90′′.

3.4 Potential Systematics

Simulation of the Lyα flux correlation is subject to a number of sources of system-

atic error. Some are either addressed by previous studies or may be controlled

for in a limited fashion by judicious comparison of results from the simulations

listed in Table 3.1. Others, we can only identify and acknowledge, but not mea-

sure or correct for. However, the primary interest of this study is in alterations of

the correlation function due to redshift-space distortions, for which much of this

systematic uncertainty is mitigated. It is also worth noting that while errors in

the autocorrelation at small scales are propogated to larger scales when spectral

smoothing is considered, uncertainty in the cross-correlation is only relevant at

the scales corresponding to observed QSO pair separations (1.5′∼< θ∼< 4′ for Paper

I).

The effects of box length and mass resolution have already been discussed in

§ 3.3.1. For the limited scales accessible with the q simulation series, our hybrid

correlation measurements appear to be largely unaffected by mass resolution and
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Figure 3.8 The approximate solution for the suppression of cross-correlation due

to spectral resolution, ξσ
⊥ ≈ ξ⊥

(

1 +
(

1
ξσ
‖ (0)

− 1
ξ⊥(0)

)

ξ⊥

)−1

, differs from the result
based on smoothed spectra by ∼< 2% for separations greater than 90 arcseconds.
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reasonably well corrected for box length limitations with a constant offset. How-

ever, given the rapid decline of the correlation function on scales affected by the

small box length of wvzw, establishing limits for the relative effect of deviations

from a constant suppression is speculative.

While the evolution of large scale structure at z > 2 is relatively insensitive

to the cosmological parameters Ωm and ΩΛ, the adopted simulation value of σ8

(which is consistent with the three-year WMAP value; Spergel et al., 2007) likely

does affect the correlation of the Lyα forest. Furthermore, the simulations used in

this study represent only a few realizations of random fluctuation amplitudes in

the early universe. Therefore, we cannot account for any related variance in the

correlation measurements. Simulating the grid of amplitudes necessary for this

purpose with an SPH code is computationally prohibitive at this time; however,

see McDonald (2003) for a discussion on the alternative use of hydro-particle-

mesh simulations. In the following subsections, we address several remaining

potential sources of systematic error.

3.4.1 Redshift Evolution

The ∆z = 0.2 sampling of the wvzw simulation was used to verify that the red-

shift evolution of the autocorrelation and cross-correlation is smooth and well-

behaved over the range of interest. Figure 3.9 illustrates this for the case of the

autocorrelation (four representative ∆v lags are shown) at full-resolution with

redshift-space distortions. A 3rd order polynomial does an excellent job of fitting

all seven epochs, allowing for reliable interpolation at intermediate redshifts. By

extension, the same is assumed for the more coarsely sampled (∆z = 0.5) g6 sim-

ulation.
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Figure 3.9 The ∆z = 0.2 sampling of wvzw shows that the redshift-evolution of
the correlation function is monotonic and smooth, allowing reliable interpolation
with a 3rd order polynomial (solid and dotted lines).
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3.4.2 Metals

The simulated spectra generated for this study include absorption from H I only;

however, the Lyα forest in observed spectra is contaminated by metal lines. As-

sociated metals can introduce features into the correlation function at the velocity

difference,

∆v ' c ∆λ / λ, (3.12)

between their absorption and that of Lyα from the same gas. Indeed, McDonald

et al. (2006) found enhanced correlation at ∆v ' 2270 km s−1 due to Si III at

rest wavelength 1206.50 Å; however, no other metal correlations were detected.

More to the point, no IGM metals have known wavelengths closer to that of Lyα

than Si III; thus increased correlation from associated metals is not a concern

for velocity scales relevant to this study. Similarly, the velocity splitting of the

Si IV doublet (∆v ' 1930 km s−1) lies beyond our range of consideration, while

McDonald et al. (2006) found no evidence of a correlation feature at ∆v ' 500

km s−1 corresponding to the C IV doublet.

A third potential source of increased correlation is the clustering of metals

themselves. This effect cannot be accounted for in the simulated spectra for two

reasons. First, unassociated metals sparsely populating the Lyα forest arise from

gas at lower redshifts, beyond the epoch for which the simulations were run in

some cases. Secondly, although the VZW wind model has been shown to repro-

duce the overall mass density and absorption line properties of C IV well, the

simulations do not yet accurately reflect the clustering properties of metals. For-

tunately, clustering of metals is not expected to significantly affect the Lyα flux

correlation function; absorption from even the most abundant metals is 2–4 or-

ders of magnitude less than H I (Schaye et al., 2003; Frye et al., 2003).
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3.4.3 Mean Flux Decrement Uncertainty

The mean flux decrement (Oke & Korycansky, 1982),

DA = 1 − 〈f〉, (3.13)

where 〈f〉 is the mean of the transmitted flux (observed flux divided by the unab-

sorbed continuum flux) in the Lyα forest can be reliably tuned to high precision in

simulated spectra (recall § 3.2.3); however, this is only as accurate as the observa-

tionally determined value. Measurement of DA from real spectra is complicated

by the difficult step of estimating the continuum of emitted flux from the back-

ground light source (conveniently defined as unity in simulated spectra). For

low-resolution spectra, the continuum has generally been extrapolated from red-

ward of the Lyα forest, assuming a power-law. This technique will not likely be

accurate for an individual spectrum; however, the significant uncertainties are

assumed to be mitigated for a sufficiently large sample. In the case of higher res-

olution spectra, a smooth continuum is fit to regions free of obvious absorption.

While individually tailored, residual absorption will almost certainly result in

artificially low continuum placement (corresponding to underestimated absorp-

tion) unless this bias can be adequately modelled.

Numerous measurements of DA have been made during the past two decades

(see Rauch (1998), Meiksin & White (2004), and references therein). The few

that also determined its evolution as a function of redshift are compared in Fig-

ure 3.10, where the thicker lines represent the redshift range of the data used.

Indeed, Press et al. (1993) extrapolated the continuum for 29 QSOs and obtained

DP93
A (z) = 1 − e−0.0037 (1+z)3.46

, (3.14)
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Figure 3.10 The mean flux decrement, DA, of the Lyα forest remains observation-
ally uncertain.
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whereas continuum fits to echelle-resolution spectra by Kim et al. (2001) and

Kirkman et al. (2005) yielded significantly lower values (less absorption). The

latter found

DK05
A (z) = 0.0062 (1 + z)2.75 (3.15)

and claimed errors of less than 1% based on tests using artificial spectra. A reeval-

uation of the Press et al. (1993) results by Meiksin & White (2004) reported much

better agreement with the high resolution studies; however, Bernardi et al. (2003)

similarly extrapolated the continua for a sample of 1061 QSOs and produced re-

sults very similar to the original Press et al. (1993) values. The mean flux decre-

ment remains observationally uncertain.

Unfortunately, as has been shown previously for matter power spectrum mea-

surements made with the Lyα forest (Croft et al., 2002b; Zaldarriaga et al., 2003;

Seljak et al., 2003), both the amplitude and shape of the correlation function are

sensitive to DA. Figure 3.11 shows the percent difference in the correlation func-

tion for simulated spectra tuned to have the mean flux decrement prescribed by

either equation 3.14 or equation 3.15. In the lower panel, the correlation func-

tions compared have been arbitrarily scaled to unity at 400 km s−1 in order to

mitigate differences solely in amplitude. We have addressed this systematic un-

certainty by carrying out our analysis using the mean flux decrement values of

both Press et al. (1993) and Kirkman et al. (2005). Unless otherwise stated, results

from the former are used in the figures throughout this paper (where this choice

is secondary to other effects being considered).
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Figure 3.11 The amplitude and shape of the Lyα flux correlation function is sen-
sitive to the mean flux decrement, as evidenced by the relative difference in ξ for
simulated spectra tuned to match the values from Press et al. (1993, “P93”) and
Kirkman et al. (2005, “K05”).
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3.4.4 Spectral Resolution

Section 3.3.2 discussed how to account for arbitrary spectral resolution when us-

ing the correlation functions computed at full-resolution. Here we consider in

greater detail the sensitivity of the correlation function to small changes in spec-

tral resolution (or uncertainty in that parameter). Figure 3.12 shows the relative

difference in autocorrelation corresponding to a 4% change (∆FWHM = 0.1Å for

FWHM = 2.5Å) in resolution. This difference scales roughly linearly for larger

∆FWHM and is less for the cross-correlation. Thus, treating data with FWHM

= 2.3 and 2.5 Å as having the same resolution, introduces an error of up to 5-6%.

3.4.5 Wind Model

Prescriptions for galactic winds, which transport processed gas from within galax-

ies to the surrounding intergalactic medium, are relatively new additions to cos-

mological simulations. Springel & Hernquist (2003) incorporated a constant wind

(CW) model in order to reduce the amount of gas available for star formation in

galaxies. Essentially, a fraction of the gas particles, dictated by the current star

formation rate and a relative mass loading factor η, are ejected from a galaxy via

superwinds. They then travel without hydrodynamic interaction at a constant ve-

locity vwind until the SPH density falls below 10% of the critical density for multi-

phase collapse. Based on earlier simulation work by Aguirre et al. (2001) and

observations from Martin (1999) and Heckman et al. (2000), the two free model

parameters were set at vwind = 484 km s−1 and η = 2. This yields broad agreement

with observations of the stellar mass density at z=0; however, the wind velocity

is unphysically large for small galaxies, and Oppenheimer & Davé (2006) found

that C IV is overproduced in the IGM compared to observed ΩC IV data. These au-

thors also note that the CW model does not converge well with resolution. That is,

in higher-resolution simulations which resolve small galaxies earlier, the winds
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Figure 3.12 Relative difference in autocorrelation corresponding to a 4% change
in spectral resolution FWHM.
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turn on earlier and heat the IGM in excess of lower-resolution simulations.

Oppenheimer & Davé (2006) also investigated several, more sophisticated

prescriptions for galactic outflow, contrasting their effect on the IGM and com-

paring the results to observational data. The most successful models were vari-

ants of momentum-driven winds. In the case of VZW, the wind speed, vwind =

3 σ
√

fL − 1, and the mass loading factor, η = σo σ−1, both scale as the galaxy

velocity dispersion, σ =
√

−Φ/2. Here, Φ is the gravitational potential, and

fL = fL,�×10 0.0029 (logZ+9)2.5 +0.417694 is the galaxy luminosity in units of its critical

luminosity. The free parameter σo was chosen to be 300 km s−1, corresponding

to a Salpeter IMF and a typical starburst SED, and fL,� was allowed to vary ran-

domly in the range 1.05–2 as observed by Rupke et al. (2005). Unlike the CW

wind model, VZW was shown to non-trivially reproduce a wide range of C IV

absorption observations.

While more detailed studies of the effects of galactic winds on the Lyα for-

est have been carried out (Croft et al., 2002a; Desjacques et al., 2004; McDonald

et al., 2005), our primary interest is in investigating how the specific wind mod-

els included in the g6 (CW) and wvzw (VZW) simulations effect our Lyα forest flux

correlation measurements. The wcw and wnw simulations are identical to wvzw

with the exception of their wind models. As their nomenclature indicates, the

former incorporates the CW model, while the latter includes no winds at all (NW).

Slight differences in the flux distribution caused by the inclusion of winds were

mitigated by the rescaling of opacities described in § 3.2.3. Although the three

simulations are identically affected by box length limitations, corrections were

applied as described in § 3.3.1 so that meaningful comparisons could be made of

correlation curves that otherwise cross zero in the region of interest.
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Figure 3.13 shows the percent difference between the correlation values ob-

tained from each of these two simulations and those from wvzw (in redshift-

space, at z = 3, and at full-resolution). The wcw and wvzw results differ by ∼<

1% and ∼< 4%, for the cross-correlation and autocorrelation respectively, on scales

larger than ∼ 50 km s−1, indicating that our correlation measurements for g6

and wvzw are only marginally affected by the use of different wind models. Fur-

thermore, while we assume that inclusion of the currently preferred wind model

yields more accurate results than neglecting galactic winds altogether, the wnw

and wvzw comparison demonstrates that these two extremes represent a differ-

ence of ∼< 7%.

3.5 Implications For The AP Test

3.5.1 Signal-To-Noise

Cross-correlation measurements were repeated with varying degrees of Gaus-

sian noise added to the individual simulated (wvzw) spectra. Although this has

no effect on the mean correlation values (which have been averaged over many

lines of sight), signal-to-noise (S/N ) does affect the dispersion of those values.

However, even for relatively low S/N , the corresponding increase in σξ is negli-

gible relative to the intrinsic variation in ξ between different lines of sight. The

latter scales inversely with pathlength, but even for the entire Lyα forest red-

ward of Lyβ absorption, the difference in σξ between S/N = 5 and S/N = ∞ is

∼< 2% for 2 < z < 3, resolution FWHM ≤ 2.5Å, and 0 < θ < 300 arcseconds.

This is in agreement with the assertion by McDonald (2003) that only moderate

quality data is needed for a large number of QSO pairs to carry out the Alcock-

Paczynński test. The S/N requirements of observed spectra are dictated not by

correlation measurements, but by the needs of reliable continuum fitting.
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Figure 3.13 The percent difference in correlation between wvzw and
w16n256[cw/nw] indicates that Lyα correlation measurements are marginally af-
fected by the prescription for galactic outflow. The preferred momentum-driven
wind model VZW differs from the older constant wind model CW at z = 3 and on
scales larger than ∼ 50 km s−1 by ∼< 1% for the cross-correlation and ∼< 4% for the
autocorrelation. This increases to < 5% and < 7%, respectively, when compared
to no winds at all (NW).
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3.5.2 Continuum Errors and DA Variance

Errors in fitting the continua of observed QSO spectra can affect calculation of the

mean flux decrement (recall § 3.4.3) as well as correlation measurements. Com-

parison of DA for a particular spectrum to the expected mean flux decrement

might be used, in principle, to constrain systematic errors in the determination of

the continuum. However, genuine variation in DA arises naturally between lines

of sight (decreasing with increasing pathlength) due to finite sampling of the lo-

cal large scale structure. Simulated spectra provide an opportunity to quantify

the expected distribution of mean flux decrement measurements in the absence

of continuum fitting errors.

Table 3.2 provides the variance in DA as a function of redshift and pathlength

(in units of comoving h−1 Mpc) for wvzw and g6. Although some validation is

given by the general agreement between the two simulations, the g6 results are

systematically lower than those for wvzw (the percent difference increases from

approximately 1% to 9% at z = 3 and z = 2, respectively). If the difference was

dominated by the diversity in large scale structure contained within the different

simulation volumes, one would expect the g6 variances to be larger. Since this is

not the case, we presume that the differences primarily reflect the greater mass

resolution of the wvzw simulation (note that this is consistent with the difference

increasing monotonically as the fraction of pixels in low density regions increases

at lower redshift). At z = 2.2, the standard deviation in DA for a pathlength of

∆z = 0.2 is σDA
' 0.017, corresponding to 9.0 and 12.1 percent of the DA value

from Press et al. (1993) and Kirkman et al. (2005), respectively. This decreases to

σDA
' 0.010 (5.5 and 7.3 percent) for ∆z = 0.545, the pathlength of the full “pure”

Lyα forest (redward of the onset of Lyman-beta absorption).
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Table 3.2. Mean Flux Decrement Variance.

z σ2
DA

× l a

wvzw g6

1.5 · · · 0.024144

1.8 0.041109 · · ·

2.0 0.048716 0.044152

2.2 0.056126 · · ·

2.4 0.063490 · · ·

2.5 · · · 0.064115

2.6 0.069438 · · ·

2.8 0.074085 · · ·

3.0 0.076494 0.075647

a l is the pathlength in co-

moving h−1 Mpc
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3.5.3 Anisotropy Corrections

The primary goal of this work is to model anisotropies in the observed Lyα forest

correlation function, allowing for a new application of the AP test using spectra

of QSO pairs presented in Paper I. To this end, we have computed the autocor-

relation and cross-correlation in both real and redshift-space, investigated poten-

tial sources of systematic error, and considered the impact of spectral smoothing.

Our full-resolution, hybrid correlation measurements are provided in Tables 3.3-

3.6 (complete versions of the samples included here can be found in the electronic

edition of the Journal1) for the mean flux decrements of both Press et al. (1993)

and Kirkman et al. (2005). Note that the velocity scales are redshift dependent,

so a unitless parameterization (first column) is used which is not the same for the

autocorrelation and cross-correlation.

Implementation of the AP test itself is nontrivial and the subject of Paper III

in this series. However, we conclude by outlining a scheme for the use of these

simulation results that mitigates the systematic uncertainty discussed in § 3.4. In

real-space, the correlation function of the resolved Lyα forest is isotropic and ad-

justing the angular diameter distance until cross-correlation measurements (the

data) agree with the autocorrelation (the model) yields the correct cosmology.

Figure 3.14 shows the effects on the cross-correlation of redshift-space distor-

tions and spectral smoothing (upper-left). These can be accounted for in observed

cross-correlation measurements by applying the ratio of the full-resolution, real-

space simulated cross-correlation divided by its counterpart for smoothed data

(using equations 3.10 and 3.11) in redshift-space (lower-left panel of Figure 3.14).

This correction requires adopting an angular diameter distance and, therefore,

must be applied independently for each cosmology considered. Using the ratio

1http://www.journals.uchicago.edu/ApJ
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Table 3.3. Cross-Correlation (Press et al. (1993) Mean Flux Decrement).

∆va 10 × ξ⊥(∆v) in real-space 10 × ξ⊥(∆v) in z-space

(δv⊥(z)) z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0 z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0

0000 0.4315 0.5914 0.7994 1.0641 1.4036 1.8199 2.3333 0.7489 0.9812 1.2594 1.5876 1.9748 2.4281 2.9558

0001 0.4263 0.5853 0.7917 1.0541 1.3907 1.8026 2.3094 0.7302 0.9614 1.2392 1.5660 1.9499 2.3995 2.9216

0002 0.4151 0.5702 0.7718 1.0275 1.3555 1.7566 2.2504 0.7089 0.9364 1.2103 1.5316 1.9089 2.3508 2.8630

0003 0.3997 0.5493 0.7436 0.9903 1.3067 1.6933 2.1686 0.6870 0.9090 1.1772 1.4915 1.8593 2.2893 2.7876

↓

0300 0.0078 0.0107 0.0176 0.0230 0.0238 0.0237 0.0461 0.0489 0.0555 0.0654 0.0840 0.1030 0.1158 0.1270

a74 ∆v values given in units of δv⊥(z) ≡ 0.67455 z + 0.38896 km s−1 (or, alternatively, arcseconds)

Note. — These are the hybrid correlation values for full-resolution. [The unabridged version of this table can be found at http://www.journals.uchicago.edu/ApJ.]
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Table 3.4. Autocorrelation (Press et al. (1993) Mean Flux Decrement).

∆va 10 × ξ‖(∆v) in real-space 10 × ξ‖(∆v) in z-space

(δv‖(z)) z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0 z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0

0000 0.4315 0.5914 0.7994 1.0641 1.4036 1.8199 2.3333 0.7489 0.9812 1.2594 1.5876 1.9748 2.4281 2.9558

0001 0.4250 0.5837 0.7902 1.0530 1.3902 1.8036 2.3135 0.7478 0.9797 1.2572 1.5847 1.9709 2.4231 2.9493

0002 0.4097 0.5649 0.7672 1.0249 1.3558 1.7616 2.2622 0.7445 0.9750 1.2507 1.5759 1.9593 2.4081 2.9303

0003 0.3897 0.5398 0.7359 0.9862 1.3079 1.7027 2.1899 0.7392 0.9674 1.2400 1.5615 1.9404 2.3838 2.8994

↓

0999 7.5E-4 6.6E-5 -0.0019 -0.0023 0.0014 -0.0098 0.0026 -0.0028 -0.0042 -0.0060 -0.0078 -0.0094 -0.0116 -0.0114

a1000 ∆v values given in units of δv‖(z) ≡ 0.25246 z + 1.4731 km s−1

Note. — These are the hybrid correlation values for full-resolution. [The unabridged version of this table can be found at http://www.journals.uchicago.edu/ApJ.]
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Table 3.5. Cross-Correlation (Kirkman et al. (2005) Mean Flux Decrement).

∆va 10 × ξ⊥(∆v) in real-space 10 × ξ⊥(∆v) in z-space

(δv⊥(z)) z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0 z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0

0000 0.3219 0.4503 0.5798 0.7403 0.9426 1.1868 1.4890 0.5778 0.7721 0.9534 1.1649 1.4131 1.7022 2.0396

0001 0.3173 0.4449 0.5735 0.7323 0.9326 1.1738 1.4715 0.5596 0.7527 0.9342 1.1448 1.3905 1.6772 2.0107

0002 0.3078 0.4319 0.5569 0.7110 0.9052 1.1389 1.4279 0.5400 0.7295 0.9081 1.1144 1.3555 1.6371 1.9642

0003 0.2950 0.4143 0.5340 0.6817 0.8678 1.0918 1.3684 0.5204 0.7049 0.8793 1.0807 1.3151 1.5886 1.9065

↓

0300 0.0057 0.0074 0.0119 0.0148 0.0139 0.0119 0.0274 0.0380 0.0400 0.0443 0.0570 0.0707 0.0786 0.0870

a74 ∆v values given in units of δv⊥(z) ≡ 0.67455 z + 0.38896 km s−1 (or, alternatively, arcseconds)

Note. — These are the hybrid correlation values for full-resolution. [The unabridged version of this table can be found at http://www.journals.uchicago.edu/ApJ.]
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Table 3.6. Autocorrelation (Kirkman et al. (2005) Mean Flux Decrement).

∆va 10 × ξ‖(∆v) in real-space 10 × ξ‖(∆v) in z-space

(δv‖(z)) z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0 z = 1.8 2.0 2.2 2.4 2.6 2.8 3.0

0000 0.3219 0.4503 0.5798 0.7403 0.9426 1.1868 1.4890 0.5778 0.7721 0.9534 1.1649 1.4131 1.7022 2.0396

0001 0.3162 0.4435 0.5721 0.7312 0.9320 1.1743 1.4742 0.5770 0.7709 0.9518 1.1628 1.4103 1.6987 2.0352

0002 0.3033 0.4275 0.5531 0.7087 0.9052 1.1425 1.4362 0.5746 0.7674 0.9471 1.1565 1.4022 1.6883 2.0221

0003 0.2868 0.4065 0.5277 0.6782 0.8685 1.0985 1.3834 0.5707 0.7616 0.9393 1.1463 1.3890 1.6715 2.0007

↓

0999 6.4E-4 3.2E-5 -0.0011 -0.0015 0.0011 -0.0047 0.0012 -0.0021 -0.0030 -0.0041 -0.0054 -0.0067 -0.0083 -0.0084

a1000 ∆v values given in units of δv‖(z) ≡ 0.25246 z + 1.4731 km s−1

Note. — These are the hybrid correlation values for full-resolution. [The unabridged version of this table can be found at http://www.journals.uchicago.edu/ApJ.]
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Figure 3.14 The ratios (R) in the left panels show the individual effects on the
cross-correlation of spectral smoothing and redshift-space distortions at z = 3
(top) and their combined impact at z = 2, 2.5, and 3 (bottom). The relative dif-
ference between using the mean flux decrements measured by Press et al. (1993,
“P93”) or Kirkman et al. (2005, “K05”) are given in the right panels.
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of simulation results allows for partial cancellation of systematic errors. The right

panels of Figure 3.14 show the relative difference in these corrections between

using the mean flux decrement of Press et al. (1993) or Kirkman et al. (2005).

While still a significant source of systematic uncertainty, the impact of DA on

the correlation ratio is reduced relative to the correlation function itself (recall

Figure 3.11).

Until sufficient high-resolution (echelle) data exists for reliable determination

of the autocorrelation (many lines of sight are needed to compensate for signifi-

cant variance), simulated measurements provide the only reasonably continuous

model. However, more abundant observational data obtained at lower resolu-

tion can be used to correct systematic error in the simulation data. This is accom-

plished by smoothing the full-resolution, redshift-space correlation curve (recall

that the z = 3 hybrid autocorrelation is shown in Figures 3.4 and 3.7) as appro-

priate (using equations 3.6 and 3.9) and fitting it to the observed data. The same

corrections can then be applied to the simulated full-resolution, real-space auto-

correlation model, which is not affected by the discussed anisotropies.

3.6 Summary

Using cosmological hydrodynamic simulations, we have modelled the Lyα flux

autocorrelation and zero-lag cross-correlation in both real-space and redshift

space at 1.8 < z < 3. Mock Lyα flux absorption spectra were generated from

eight SPH simulations with and without inclusion of redshift-space distortions

caused by Hubble expansion, bulk flows, and thermal broadening. The sim-

ulations considered (w16n256vzw at 1.8 ≤ z ≤ 3.0, g6 at 1.5 ≤ z ≤ 3.0, and

w16n256cw, w16n256nw, q1, q2, q3, and q4 at z = 3) primarily differ in their size,

mass resolution, and prescription for galactic outflow. The lines of sight through
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each simulation box were selected such that different pairings form 73 unique

transverse separations spanning the range 0 − 5 arcminutes.

1) Autocorrelation and zero-lag cross-correlation measurements were com-

puted from the extracted spectra for both real-space and redshift-space and for

the mean flux decrement values reported by both Press et al. (1993) and Kirkman

et al. (2005). The difference in the autocorrelation and cross-correlation corre-

sponding to this observationally uncertain parameter was found to be 20 − 45%

and 20 − 35%, respectively, affecting both the shape and amplitude.

2) Convergence of the simulated Lyα flux correlation as a function of mass

resolution was tested at z = 3 for the GADGET code using the q-series simulations.

The difference in autocorrelation and cross-correlation between q3 (mgas = 3.72×

106 h−1 M�) and q4 (mgas = 1.10 × 106 h−1 M�) is less than 3% on all scales.

3) The q-series was also used to characterize the effect of insufficient mass

resolution in g6 and, indirectly, the effect of the inadequate simulation volume

of w16n256vzw. In order to correct for these limitations of current simulations,

hybrid correlation curves were then formed by splicing together those from

w16n256vzw and g6 at ∆v = 445 km s−1. At smaller velocities, the hybrid cor-

relation is equal to that of w16n256vzw plus a constant boxsize correction (in the

case of the cross-correlation, this is slightly modified to preserve the boundary

condition at ∆v = 0). At larger velocities, where the effects of mass resolution

were projected to be insignificant, the hybrid correlation is provided by that of g6

without alteration.

4) An approximate solution is presented for obtaining the zero-lag cross-

correlation corresponding to arbitrary spectral resolution directly from the zero-

lag cross-correlation computed at full-resolution (an exact solution is available in

the case of the autocorrelation). This approximation is good to within 2% for the
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relevant redshift range at velocity differences corresponding to angular separa-

tions greater than 90 arcseconds.

5) The effects of three prescriptions for galactic outflow on the Lyα flux corre-

lation were investigated with the w16n256vzw, w16n256cw, and w16n256nw sim-

ulations. The difference between the preferred variable-momentum wind model

(VZW, used for w16n256vzw) and the older constant wind model (CW; used for

g6) was found to be ∼< 1% and ∼< 4% at scales larger than ≈ 50 km s−1 for the

cross-correlation and autocorrelation respectively. The corresponding difference

between VZW and no winds at all increases to only < 5% and < 7%.

6) For an adopted mean flux decrement, the variance from one line of sight to

another was computed as a function of redshift and pathlength. At z = 2.2, the

standard deviation in DA for a pathlength of ∆z = 0.2 is σDA
' 0.017, correspond-

ing to 9.0 and 12.1 percent of the DA value from Press et al. (1993) and Kirkman

et al. (2005), respectively.

7) Aside from those sources of systematic error already summarized above,

we find that redshift evolution of the Lyα flux correlation is sufficiently sampled

for reliable interpolation and argue that absorption from metals is insignificant.

The evolution of large scale structure at z > 2 is not sensitive to the values for

the cosmological parameters Ωm = 0.3 or ΩΛ = 0.7 assumed by the simulations

considered here, and σ8 = 0.9 is consistent with the three-year WMAP value.

Systematic error associated with variance of random fluctuation amplitudes in

the early universe or deviations from a constant offset due to finite boxsize cannot

be addressed with currently available simulations.

8) Correcting for anisotropies due to redshift-space distortions and spectral

smoothing with ratios of the correlation measurements allows for significant re-

duction in systematic error. The maximum difference between using the mean
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flux decrements of either Press et al. (1993) or Kirkman et al. (2005) (the domi-

nant source of uncertainty) decreases to 8−16% at 2 < z < 3, and presumably the

true value is intermediate. We describe a simple scheme for implementing our

results, while mitigating systematic errors, in the context of a future application

of the AP test using observations of the Lyα forest in pairs of QSOs.
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CHAPTER 4

DISTINGUISHING BINARY AND WIDELY LENSED QSOS WITH THE

LYMAN-ALPHA FOREST

QSOs multiply imaged by the gravitational lensing of galaxy clusters are

rare but cosmologically important tools for studying the most massive collapsed

structures in the universe. Using cosmological hydrodynamic simulations, we

investigate the use of the Lyman-alpha (Lyα) forest as a tool for distinguishing

such lensed QSOs from more prevalent binary QSO systems. We find that the

degree of absorption dissimilarity in the Lyα forest can effectively discriminate

between lensed light paths separated by a few arcseconds at z ≈ 2.5 and binary

light paths separated by 18′′ or more with moderate resolution (FWHM = 2 Å)

and signal-to-noise (S/N = 10) spectroscopy. This limiting separation becomes

12′′ for S/N = 20, and 6 − 8′′ for echelle quality resolution (FWHM = 0.1 Å). We

find that spectra of the Lyα forest obtained for the only wide-separation gravi-

tationally lensed QSO at z > 2 currently in the literature (SDSS J1029+2623) are

significantly more dissimilar than expected for lensed light paths.

4.1 Introduction

Multiple images of a single distant QSO can result from strong lensing by in-

tervening mass. For 25 years, the first confirmed gravitationally lensed QSO

(Q 0957+561; Walsh et al. 1979) also had the distinction of being the one with

the widest image separation (θ = 6.3 arcseconds). Larger separations require the

chance alignment of a QSO and the lensing mass of a galaxy cluster. Previous

systematic searches (Maoz et al., 1997; Ofek et al., 2001; Phillips et al., 2001b,a)

did not yield any such rare occurrences; however, the large number of QSOs
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(104−105) recently identified by the 2dF QSO Redshift Survey (2QZ; Croom et al.

2004) and the Sloan Digital Sky Survey (SDSS; York et al. 2000) is statistically ad-

equate to expect to find gravitationally lensed QSOs with separations that exceed

7′′.

Two widely-separated lensed QSOs have now been identified in the litera-

ture. The first discovery, SDSS J1004+4112 (Inada et al., 2003, 2005; Oguri et al.,

2004), was a quadruply imaged QSO at z = 1.734, with a maximal separation of

14.6′′ resulting from a foreground galaxy cluster at z = 0.68. Recently, Inada et al.

(2006) reported a doubly-imaged QSO (SDSS J1029+2623) at z = 2.197 with the

even larger separation of 22.5′′, purportedly lensed by a galaxy cluster at z = 0.55.

In the most sophisticated numerical investigation to date, Hennawi et al. (2007)

predict four lensed QSOs with splittings greater than 10′′ in the SDSS spectro-

scopic QSO sample, and approximately a dozen in the SDSS faint photometric

QSO survey (two with separations greater than 30′′). Based on expectations for

QSO surveys made possible by the Pan-STARRS and LSST observatories (both

currently under development), Hennawi et al. (2007) suggest that as many as 300

or more QSOs multiply imaged by galaxy clusters may be known in the future.

Although rare, wide-separation gravitationally lensed QSOs are cosmologi-

cally important. They probe the most massive collapsed structures in the uni-

verse at substantial redshift, and thus provide a fundamental test of whether

large scale structure has grown from the CMB era at z ≈ 1000 to z = 0 as pre-

dicted by N-body simulations of Gaussian ΛCDM fluctuations. Like giant arcs

(lensed spatially extended galaxies), the abundance of QSOs lensed by clusters

can be used to distinguish between different dark energy cosmologies (Bartel-

mann et al., 2003; Meneghetti et al., 2005). They also provide a means for selecting

galaxy clusters by mass, free from biases such as optical or x-ray luminosity.
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Confirming or refuting the lensing hypothesis for QSOs with similar spectra

and identical redshifts can be difficult. A prediction of gravitational lensing is

that the broad emission lines and underlying continua of lensed spectra should

be similar, but not necessarily identical. Although they are views of the same

object, light traveling along separate paths is affected by differential extinction

and microlensing. Additionally, QSOs show intrinsic variability on timescales

much shorter than the time delays of tens to hundreds of years that are antici-

pated for widely-separated lensed QSOs (Ulrich et al., 1997). In the case of SDSS

J1004+4112, the combination of being quadruply imaged by a galaxy cluster at

sufficiently low-redshift to be easily observable left little room for doubt. Never-

theless, differences between the four spectra highlight the difficulty in testing the

lensing hypothesis in the absence of additional corroborative evidence. The two

spectra for SDSS J1029+2623 are remarkably similar; however, a significant off-

set between the QSO images and the light center of the purported lensing cluster

complicates the interpretation. Regardless, future wide-separation lensed QSO

candidates may be lensed by higher redshift clusters which are not as obvious as

in these two cases.

Miller et al. (2004) noted that the Lyman-alpha (Lyα) forest provides a poten-

tially unambiguous test of the lensing hypothesis for QSOs at z ∼> 2. Lensed light

paths probe the intergalactic medium on a diminishing transverse scale as they

converge towards the QSO, in contrast to the diverging paths of physically sep-

arate QSOs. Thus the degree of similarity in absorption between the two spectra

might be used to distinguish between binary QSOs at the same redshift and a

single QSO which has been gravitationally lensed.

In this paper, we use cosmological hydrodynamic simulations to investigate

the use of the Lyα forest of absorption for a new test for lensed QSO candidates.
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In § 4.2 we discuss the simulated Lyα absorption spectra used in this study as

well as observed spectroscopy obtained for three QSO pairs. The efficacy of the

Lyα forest as a tool for testing the lensing hypothesis is considered in § 4.3, where

we adopt a statistical index of spectral absorption similarity, test its dependence

on observational parameters, and compare our results to spectra for two binary

QSO systems and the only wide-separation gravitationally lensed QSO in the

literature that is at sufficiently high redshift for the Lyα forest to be accessible

from the ground. We discuss the implications of those comparisons and the use

of the Lyα forest with regard to future wide-separation lensed QSO candidates in

§ 4.4, and conclude by summarizing this study in § 4.5.

4.2 Spectroscopic Data

4.2.1 Synthetic Lyα Flux Spectra

The results of this study are based on mock Lyα absorption spectra extracted

from the w16n256vzw simulation (Oppenheimer & Davé, 2006) at z = 1.8, 2.0, 2.2,

2.4, 2.6, 2.8, and 3.0; however, the q-series (q1, q2, q3, and q4; Springel & Hern-

quist 2003) at z = 3 were also used for the purpose of testing for mass resolution

convergence. The simulations are all cubic volumes with periodic boundary con-

ditions. W16n256vzw has 2 × 2563 particles (half gas and half dark matter) and a

box length of L = 16 h−1 comoving Mpc, while the q-series have a smaller vol-

ume (L = 10) with particle numbers ranging from 2 × 643 to 2 × 2163 (Table 4.1).

The same cosmological parameters (Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.04, σ8 = 0.9, and

h = 0.7) are assumed by each, which we also use throughout this paper.

The q-series were created with the N-body+hydrodynamic code GADGET

(Springel et al., 2001), with modifications described in Springel & Hernquist 2003,

while w16n256vzw was run with a similarly modified version of the successor
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Table 4.1. Simulation Properties.

Simulation La Np
b mgas

b ε a Redshift Ns

(h−1 Mpc) (h−1M�) (h−1 kpc) Range ∆z

w16n256vzw 16 2 × 2563 2.71 × 106 1.25 1.8 − 3.0 0.2 20000

q1 10 2 × 643 4.24 × 107 6.25 3.0 · · · 30000

q2 10 2 × 963 1.25 × 107 4.17 3.0 · · · 30000

q3 10 2 × 1443 3.72 × 106 2.78 3.0 · · · 30000

q4 10 2 × 2163 1.10 × 106 1.85 3.0 · · · 30000

Note. — The columns (left to right) are: simulation name, box length, total number of particles,

gas particle mass, equivalent Plummer gravitational softening length, redshift range and interval,

and number of sets of lines of sight extracted along each of the three principal axes.
aThe box lengths are given in comoving coordinates.

bThe total number of particles is evenly divided between dark matter and gas. Therefore, the dark

matter particle mass, mdm, is simply the gas particle mass scaled by (Ωm − Ωb)/Ωb.



105

code GADGET-2 (Springel, 2005). Gravitational forces were computed via a tree

particle-mesh solver and hydrodynamical forces with an entropy-conservative

formulation of smoothed particle hydrodynamics (SPH). Other physical pro-

cesses modelled include prescriptions for star formation and supernova feedback

within evolving galaxies, which impact the intergalactic medium via outflow

from galactic winds. The shape and redshift evolution of the spatially uniform

photoionization background are given by Haardt & Madau (1996) and Haardt &

Madau (2001) for the GADGET and GADGET-2 runs respectively. Radiative heat-

ing and cooling is calculated assuming photoionization equilibrium and optically

thin gas.

The synthetic spectra were originally created for a previous study where their

extraction is described in greater detail (Chapter 3). Essentially, H I opacities

were calculated at 20 h−1 comoving kpc intervals for Ns sets of thirteen parallel

lines of sight through the simulation box. Combinations within each set yield

pairings with seventy-three unique transverse separations ranging from zero to

five arcminutes, nearly half of which probe scales less than one arcminute. The

opacities were scaled in order to match the observationally uncertain mean flux

decrement measured by both Press et al. (1993) and Kirkman et al. (2005), and

then converted to fluxes.

4.2.2 Observed QSO Pair Spectroscopy

For comparative purposes, optical spectroscopy of the Lyα forest was obtained

(as described in Hennawi et al. 2006b) for three QSO pairs with z QSO ≈ 2.2 and

angular separations of approximately 20 arcseconds (Table 4.2). SDSS J1029+2623

(Figure 4.1) was observed with the blue side of the Low Resolution Imaging

Spectrograph (LRIS-B; Oke et al. 1995) on the Keck I telescope, using the D460

dichroic, the 1200 line grism, and a 1′′ slit. The pixel size in the dispersion direc-
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tion is 0.5 Å, and, based on the width of arc lines in nearly simultaneous calibra-

tion exposures, the resolution FWHM is approximately 1.9 Å. The signal-to-noise

(S/N) per pixel is greater than 20 for both spectra.

SDSS J1014+0920 (Figure 4.2) and SDSS J0201+0032 (Figure 4.3) were ob-

served with the Gemini Multi-Object Spectrograph (GMOS; Hook et al. 2004) on

the Gemini North facility, using the B1200 G5301 grating and a 1′′ slit. The disper-

sion is 0.46 Å per pixel, corresponding to a resolution FWHM of approximately

2.5 Å. For both pairs, the S/N per pixel exceeds 10 in both spectra for at least a

portion of the Lyα forest redward of the onset of Lyman-beta (Lyβ) absorption

(at (1 + zQSO)×1025 Å). A gap in the Gemini ccd can be seen at approximately

3750 Å in the J1014+0920 spectra, but was eliminated in the case of J0201+0032

by dithering in the spectral direction.
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Table 4.2. Observed QSO Pairs.

QSO Pair θ α δ g′ z

(′′) (J2000) (J2000)

SDSS J0201+0032 19.0 02:01:42.25 +00:32:18.5 20.30 2.293

02:01:43.49 +00:32:22.7 19.39 2.299

SDSS J1014+0920 22.0 10:14:10.29 +09:21:01.7 20.27 2.291

10:14:11.43 +09:20:47.7 19.14 2.293

SDSS J1029+2623 22.5 10:29:13.94 +26:23:17.9 18.96 2.197

10:29:14.24 +26:23:40.1 18.95 2.197

Note. — The columns (left to right) are: QSO pair name, angular sepa-

ration, right ascension, declination, apparent magnitude, and redshift.
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Figure 4.1 Keck/LRIS spectra of the Lyα forest for J1029+2623, the only pur-
ported widely-lensed (θ = 22.5′′) QSO at high enough redshift (z QSO = 2.197) for
the Lyα forest to be observable from the ground. The two solid grey lines are fits
to the unabsorbed QSO continua, and the shaded areas indicate the wavelength
range used for our spectral absorption similarity analysis.
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Figure 4.2 Gemini/GMOS spectra of the Lyα forest for J1014+0920, two QSOs at
zQSO ≈ 2.29 separated by 22.0′′. The two solid grey lines are fits to the unabsorbed
QSO continua, and the shaded areas indicate the wavelength range used for our
spectral absorption similarity analysis (S/N > 10).
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Figure 4.3 Gemini/GMOS spectra of the Lyα forest for J0201+0032, two QSOs at
zQSO ≈ 2.29 separated by 19.0′′. The two solid grey lines are fits to the unabsorbed
QSO continua, and the shaded areas indicate the wavelength range used for our
spectral absorption similarity analysis (S/N > 10).
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4.3 Testing the Lensing Hypothesis

Figure 4.4 shows the light path separations for both binary QSOs at z QSO = 2.197

separated by 22.5′′ and for a single QSO at the same redshift multiply imaged

with the same separation due to gravitational lensing from a galaxy cluster at

zLENS = 0.55 (which describes SDSS J1029+2623). The basis for a test using Lyα

forest observations to identify a QSO as either lensed or part of a binary system is

the fact that lensed light paths probe the intergalactic medium on smaller scales

than binary lines of sight, resulting in a higher degree of expected similarity in

spectral absorption. The discriminatory power of any statistic used to quantify

this should be greatest near the redshift of the QSO, where the difference in sep-

aration is also greatest.

The simulated spectra used in this study include neither the Lyβ transition nor

QSO associated absorption; therefore, we limit our analysis to those wavelengths

both redward of the onset of Lyβ absorption (λ ∼> (1 + zQSO) 1025 Å) and more

than 3000 km s−1 away from the redshift of the QSO (λ ∼< 0.99 (1 + z QSO) 1216 Å).

This also has the advantage of avoiding the increased uncertainty in continuum

fitting near the QSO Lyα and Lyβ emission lines of observed spectra. The di-

minishing transparency of the Earth’s atmosphere at wavelengths smaller than

λ ≈ 3300 Å (zLyα ≈ 1.7) puts a lower limit on the redshifts of QSOs for which the

Lyα forest can be observed from the ground. At z QSO ∼> 2.1, the entire region of

interest is available.

4.3.1 An Index of Lyα Absorption Similarity

Various statistics were applied to many pairs of simulated spectra separated by

either 2′′ or 22′′ in order to compare how well they discriminated the two samples

based on absorption similarity. Additionally, different thresholds restricting the
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Figure 4.4 The light path separation, in both comoving Mpc (top) and arcseconds
(bottom), for a binary QSO at zQSO = 2.197 with angular separation θ = 22.5′′

(dashed) versus gravitationally lensed images with the same separation for a
QSO at the same redshift resulting from a lensing mass at zLENS = 0.55 (dotted).
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column density (i.e., degree of absorption) range of pixels used were considered,

found to be relatively inconsequential, and therefore not used. The results for

three statistics are shown in Figure 4.5, corresponding to approximately 8,500

mock pairs at z Lyα = 2 with pathlengths of ∆z ≈ 0.1 (six concatenated simulation

box lengths). The rms (middle panel) of one spectrum subtracted from the other

(δ ≡ f1 − f2) separates the 2′′ and 22′′ distributions much more cleanly than the

cross-correlation (ξ⊥, left panel).

ξ⊥ ≡
〈(

f1

〈f〉 − 1

)(

f2

〈f〉 − 1

)〉

(4.1)

Combining the two statistics (right panel) yields improved discrimination over

using the rms alone. Therefore, we adopt this statistic, η, as our index of spectral

absorption similarity.

η ≡
√

〈δ2〉 − ξ⊥ (4.2)

This choice has the further advantage of being fit well by a Gaussian profile, al-

lowing us to characterize the distributions by their mean and standard deviation.

4.3.2 Observational Parameter Dependence

The mean, η̄, and standard deviation, ση, of η both depend on the pathlength, ∆z,

of the spectra used. The mean increases with increasing pathlength via a linear

relationship with the reciprocal of the pathlength.

η̄(∆z) = α ∆z−1 + β (4.3)

β = η̄(∆z1) − α ∆z−1
1

α =
η̄(∆z1) − η̄(∆z2)

∆z−1
1 − ∆z−1

2
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Figure 4.5 Various statistics were applied to pairs of simulated spectra (Press et al.
(1993) mean flux decrement) probing ∆z ≈ 0.1 of the Lyα forest for z = 2 at
separations of either 2 or 22 arcseconds. The rms of the subtracted difference (δ)
between paired spectra (middle) distinguishes the two cases more cleanly than
the cross-correlation (ξ⊥, eq. 4.1; left), but combining these two statistics (right)
yields even greater discriminatory power.
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The constants α and β can be determined by calculating η for both a single line

of sight through the simulation and two concatenated lines of sight. Although

this increase is greater at smaller separations (θ ≈ 2′′) than larger separations (θ ≈

22′′), the effect has little impact; η̄ differs by less than 5% between pathlengths of

∆z = 0.1 and ∆z = 0.5 (the entire region between a QSO’s Lyβ and Lyα emission

lines corresponds to ∆z ≈ 0.5 − 0.6 at z = 2 − 3). The standard deviation, on the

other hand, is inversely proportional to the square root of ∆z.

ση(∆z) = ση(∆z1)

√

∆z1

∆z
(4.4)

Thus, the primary effect of increasing the pathlength is a decreased ση, which

improves the discriminatory power of η.

Trends for the mean and standard deviation of η (scaled to ∆z = 0.1) are

shown in Figure 4.6 in terms of several other observational parameters. Both

increase as a function of pair separation (see Figure 4.6a); however, that effect be-

comes less pronounced for θ ∼> 20′′. For that reason, as well as to complement the

scenario in Figure 4.4, θ = 2′′ and θ = 22′′ are used to represent results for lensed

and binary light paths, respectively. The bottom panels in Figure 4.6a−d, provide

a measure of how well the lensed and binary distributions are discriminated (the

separation of the two means divided by the sum of the two standard deviations).

Note, however, that the relative trends are more informative than the absolute

values, since observational parameters are considered in isolation and for a spe-

cific pathlength. Unless specified otherwise, results shown here correspond to

infinite S/N, no spectral smoothing, z = 2, and the mean flux decrement speci-

fied by Press et al. (1993).
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Figure 4.6 The mean and standard deviation of the adopted index of spectral
absorption similarity, η, increase as a function of pair separation for simulated
spectra at z = 2 and 3 (a); however, this trend flattens considerably for θ ∼> 20′′.
The corresponding trends with redshift (b), signal-to-noise (c), and spectral reso-
lution (d) are shown for pair separations of 2 and 22 arcseconds. The lower panel
of (a)−(d) provides a measure of how well the distributions for the two separa-
tions are distinguished.
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Figure 4.6b shows the redshift dependence of η, as well as the effect of chang-

ing the mean flux decrement. The latter (DA, equal to 1 minus the mean transmit-

ted Lyα flux) is an observationally uncertain parameter (recall § 3.4.3) to which

the opacity distribution of the simulated spectra is tuned. The difference between

using the value reported by Press et al. (1993) versus Kirkman et al. (2005) can be

significant, indicating that both should be considered rather than adopting one or

the other. In either case, the discriminatory power of η improves with increasing

redshift.

As expected, the signal-to-noise ratio of the spectra being compared signifi-

cantly affects η. The cross-correlation component, an averaged value, is relatively

insensitive to S/N; however, noisier data broadens the other component, the rms

of the subtracted difference. This is more pronounced for spectra with smaller

separations, where the intrinsic rms is also smaller. Interestingly, ση is affected

differently for θ = 2′′ than θ = 22′′. In the latter case, the increased difference in

absorption decreases the variance from one pair to another, while it increases the

variance for pairs with very small separations that have nearly identical spectra.

Generally speaking, the benefit of obtaining data with S/N greater than 10 − 20

is marginal; however, settling for S/N < 10 introduces significant uncertainty in

continuum fitting.

Degrading the spectral resolution (increasing the FWHM) has the opposite ef-

fect as introducing noise. Smoothing the spectra washes out real spectral differ-

ences. The rms of the subtracted difference is apparently decreased more than the

cross-correlation, resulting in an overall decrease in η̄ (again particularly at larger

separations where the differences were greater to begin with). Although ση also

decreases (narrowing the distributions), the net result is a relatively smooth loss

of discriminatory power as the FWHM increases. Nevertheless, the ability to dis-
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tinguish spectra corresponding to widely-lensed and binary light paths remains

viable at moderate resolution (FWHM ≈ 2.5 Å).

4.3.3 Comparison to Observed Spectra

In the previous section, the effects of observational parameters on the distribu-

tion of η values for pairs of simulated spectra were treated in isolation. Now we

wish to fully model specific spectroscopic observations in order to compare real

η measurements to the expectations for the lensed and binary hypotheses. To

date, SDSS J1029+2623 (J1029) is the only published wide-separation (θ = 22.5′′)

gravitationally lensed (z LENS = 0.55) QSO at sufficient redshift (z QSO = 2.197)

to observe the Lyα forest from the ground. High signal-to-noise (S/N > 20),

moderate resolution (FWHM ≈ 1.9Å) spectra obtained for both QSO images

with Keck/LRIS (see § 4.2.2) are shown in Figure 4.1. The unabsorbed QSO con-

tinua were fit (solid grey line) using ANIMALS (Petry et al., 2006), as described

in § 2.6.1. We exclude the wavelength range 3500 Å > λ > 3660 Å in order to

avoid damped Lyα absorption which is not reliably modelled in the simulated

spectra. This leaves a pathlength of ∆z ≈ 0.29, divided into two roughly equal

parts (1.74 < z Lyα < 1.88 and 2.01 < z Lyα < 2.16), available for analysis (shaded

area of Figure 4.1).

The light path separation for the J1029 spectra, as a function of Lyα redshift,

is shown in Figure 4.4. The expected distributions of η for both the lensed and

binary hypotheses were determined in Monte Carlo fashion. Simulated spectra

were smoothed to the same spectral resolution, resampled to match the disper-

sion, concatenated to equal the pathlength, and then degraded with Gaussian

noise to mimic the S/N of the J1029 data. Four thousand (lensed and unlensed)

pairs of these mock observations were created, each with the correct redshift evo-

lution (approximated by the 0.2 sampling of the w16n256vzw simulation) and
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light path separation (to within 1′′). The resulting distributions of η values for the

lensed and binary light paths are well distinguished from each other, as shown

in the top panel of Figure 4.7. Results are provided for both the mean flux decre-

ments of Press et al. (1993) and Kirkman et al. (2005), denoted as DA
P93 and DA

K05

respectively. The dashed line indicates the value of η measured from the observed

spectra of J1029, which agrees with the expectation for more widely separated bi-

nary lines of sight, rather than the distribution expected for lensed light paths.

The same experiment was repeated for two known binary QSO systems (Hen-

nawi et al., 2006a), at similar redshift (z QSO ≈ 2.29) and separation as J1029. The

spectra for SDSS J1014+0920 (θ = 22′′, Figure 4.2) and SDSS J0201+0032 (θ = 19′′,

Figure 4.3) were taken with Gemini/GMOS and have FWHM ≈ 2.5Å. The red-

shift range in the Lyα forest where the S/N is 10 or greater in both paired spectra

(2.13 < z Lyα < 2.26 and 2.175 < z Lyα < 2.26 for SDSS J1014+0920 and SDSS

J0201+0032 respectively) was used for the absorption similarity analysis. In both

cases, the value of η measured from the observed spectra is consistent with the

expectation for binary lines of sight (see the bottom two panels of Figure 4.7).

4.4 Discussion

We have demonstrated that pairs of simulated Lyα absorption spectra corre-

sponding to lensed light paths separated by only a few arcseconds and binary

lines of sight separated by approximately 20′′ are effectively discriminated by

their degree of absorption dissimilarity (quantified as η). Agreement between

values of η measured from observed spectra for two known binary QSOs and

the expectation distribution obtained from the simulated spectra provides a

measure of validation for the latter. However, the observed spectra for SDSS

J1029+2623,the only wide-separation gravitationally lensed QSO in the literature
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Figure 4.7 Measurements of η for two systems known to be binary QSOs, SDSS
J1014+0920 (middle panel) and SDSS J0201+0032 (bottom panel), both agree with
expectations from modeling of the observations using simulated spectra. How-
ever, spectra for the previously identified wide-separation gravitationally lensed
QSO SDSS J1029+2623 are a) more dissimilar than expected and b) consistent
with the distribution of η values for binary lines of sight.
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at zQSO > 1.8, are more dissimilar than expected for lensed light paths (a 7σ

outlier). Rather, the measured value of η is consistent with the expectation for

binary lines of sight (within less than 2σ of the mean). Therefore, one of three

explanations must be true. Either the simulation results used in this study are

incorrect, our modeling is missing a significant source of spectral difference, or

SDSS J1029+2623 is in fact not gravitationally lensed. We consider each of these

possibilities in turn.

The simulation results are corroborated on larger scales by observational data,

but one might question whether the simulation used has sufficient mass resolu-

tion to reliably model spectral similarity on the smaller scales of several arcsec-

onds. The most straightforward way to address this concern is by explicitly test-

ing for the convergence of the statistic in question with simulations of increasing

mass resolution. Fortunately, the q-series provides us the means to do just that.

Described in § 4.2.1, q1 - q4 are a series of simulations that are identical in every

respect except for the number of particles. Beginning with the gas particle mass

of q1 (mgas = 4.24 × 107 h−1 M�), the mass resolution of each successive simula-

tion improves by a factor of 3.375 (Table 4.1). The mass resolution of w16n256vzw

(mgas = 2.71×106 h−1 M�) is bracketed by q3 and q4. Figure 4.8 shows both η̄ and

ση as a function of pair separation for q1, q2, q3, and q4 at z = 3 (note that these

values correspond to a pathlength of only 10 h−1 comoving Mpc, or ∆z ≈ 0.015).

The convergence of η̄ is clear, and any change in η̄ brought about my improv-

ing the mass resolution of w16n256vzw would be inconsequential. The width of

the distribution, ση, also converges, though this is less obvious for θ ≈ 2′′. Re-

gardless, the greater than 250% increase in ση that would be required to make

SDSS J1029+2623 consistent with the lensed η distribution at even the 2.5σ level

is categorically ruled out.
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Figure 4.8 The q-series simulations, which differ only by their number of parti-
cles, show the convergence of the mean (η̄) and standard deviation (ση) of η as
a function of mass resolution. The simulated spectra used in this study have a
mass resolution (mgas = 2.71 × 106 h−1 M�) that is intermediate to q3 and q4.
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One difference between the simulated and observed spectra is the presence

of metals in the latter. Lensed lines of sight that probe the Lyα forest on small

scales near the redshift of the QSO likely include absorption from metals at lower

redshift where the light paths have a much greater separation. However, in the

case of SDSS J1029+2623, no metals associated with the foreground galaxy clus-

ter at z = 0.55 would contaminate the wavelength range analyzed (which falls

between the redshifted C III] and Mg II lines), and absorption from even the most

abundant metals is otherwise 2–4 orders of magnitude less than H I (Schaye et al.,

2003; Frye et al., 2003).

Unlike the simulated spectra, analysis of observed spectra is subject to errors

in the estimation of the QSO continuum. However, increasing the continuum

fits shown in Figure 4.1 by an unrealistic 10% (which elevates them well above

the flux spectra at every pixel), only decreases η̄ from 0.1014 to 0.0803, which

is still a 5σ deviation. Similarly, while the simulated spectra are characterized

exactly by the mean flux decrement used in the analysis (in the cross-correlation

calculations), we must assume that the observationally uncertain adopted value

correctly represents the observed spectra. However, the envelope of uncertainty

in DA is bracketed by the values of Press et al. (1993) and Kirkman et al. (2005),

and measurements of η for SDSS J1029+2623 based on either of these lie on top

of each other in Figure 4.7.

The interpretation by Inada et al. (2006) of J1029+2623 as a gravitationally

lensed QSO is sensible, but not certain. Evidence supporting the lensing hypoth-

esis is provided by the similarity of the QSO continua and broad line emission,

the fact that both QSO images are radio-loud, and the presence of a foreground

galaxy cluster. The first two points are compelling, but difficult to contextualize.

The alternative to SDSS J1029+2623 being lensed is two QSOs separated by less
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than 200 kpc at z = 2.197, and insufficient spectral data exists for such pairs to

know how likely or unlikely a certain degree of spectral similarity is. The fact

that less than 10% of QSOs are radio-loud (Ivezić et al., 2002) implies that the

chance pairing of two such QSOs is statistically improbable, but certainly possi-

ble. Also, again, we do not know what impact environmental effects might have

on the radio properties of clustered QSOs. Finally, the radio flux ratio for the two

QSO images (0.73) is inconsistent with its optical counterpart (1.2), and signifi-

cant variability must be assumed to preserve the lensing hypothesis (Inada et al.,

2006).

The existence of a foreground galaxy cluster would normally provide the best

argument that two similar QSO spectra are actually gravitationally lensed images

of the same QSO. However, in the case of SDSS J1029+2623, there is a significant

offset between the QSO images and the light center of the cluster, which can-

not be reconciled with the lens mass modeling carried out to date (Inada et al.,

2006). Taken together, these imperfect pieces of evidence do suggest that SDSS

J1029+2623 is lensed; however, certainly not with sufficient confidence to inval-

idate the simulation results presented here. Given the relative robustness of our

simulation analysis, we consider the disagreement of the absorption dissimilarity

of SDSS J1029+2623 with the prediction from simulated lensed spectra, and the

corresponding agreement with what is expected for a binary QSO, an argument

for the latter interpretation.

The considerable pair-to-pair variance of η negates an additional elegant test

of the lensing hypothesis. Lensed light paths converge as they approach their

QSO origin while binary lines of sight diverge. As a result, dissimilarity in

absorption should increase or decrease as a function of redshift for binary and

lensed light paths respectively. However, the change in separation is gradual and
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this signature is washed out by the width of the η distribution for a given separa-

tion. Nevertheless, our results demonstrate that a coarser measure of absorption

dissimilarity provides an unambiguous test of the lensing hypothesis which will

help to confirm the true nature of future candidates expected to result from larger

and deeper QSO surveys.

To that end, Figure 4.9 shows how well the distributions of η corresponding to

light paths separated by 2 or θ arcseconds are distinguished for echelle (FWHM

= 0.1 Å) and moderate resolution (FWHM = 2.0 Å) spectra with S/N of either 10

or 20 per pixel. These results are for a pathlength of ∆z = 0.1 at three different

redshifts (z = 1.8, 2.4, and 3.0) and should be multiplied by a factor of ∼> 2 for

pathlengths corresponding to the full range of the Lyα forest in between the QSO

Lyβ emission line and 3000 km s−1 blueward of the QSO Lyα emission line. Thus,

using this full analysis region at z = 2.4, the degree of absorption dissimilarity in

spectra with FWHM = 2.0 Å and S/N = 10 should adequately confirm or refute

the lensing hypothesis at the 3σ level for QSO pairs separated by 18′′ or more.

This limiting separation falls to 12′′ for S/N = 20 and to 6−8′′ with echelle quality

resolution. Although the general conclusions of our analysis seem unlikely to

change, the detailed results for arcsecond scale separations merit confirmation

with future generations of simulations.
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Figure 4.9 A measure of how well the distributions of η corresponding to light
paths separated by 2 or θ arcseconds are distinguished for echelle and moderate
resolution spectra with S/N of either 10 or 20 per pixel. These results are for a
pathlength of ∆z = 0.1 (multiply them by a factor of 2 for ∆z = 0.4) and the mean
flux decrement of Kirkman et al. (2005).
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4.5 Summary

Using mock Lyα absorption spectra extracted from a cosmological hydrodynamic

simulation, we have investigated the use of the Lyα forest for confirming or re-

futing the nature of wide-separation gravitationally lensed QSO candidates.

1) We tested the efficacy of the spectral difference rms and cross-correlation

statistics and found that a combination of the two, η ≡
√

〈δ2〉 − ξ⊥, best distin-

guishes pairs of spectra separated by approximately 2 and 20 arcseconds. This

index of absorption similarity also has the advantage of being fit well by a Gaus-

sian profile. Restricting the column density range considered did not have a sig-

nificant effect.

2) The mean and standard deviation of η for a large sample of paired spectra

are both a function of spectral pathlength. The former changes only marginally

(< 5% difference between ∆z = 0.1 and ∆z = 0.5), while the latter scales as the

inverse of the square root of the pathlength. Significant pair-to-pair variance in η

necessitates the use of ∆z pathlengths ∼> 0.1, preventing increasing/decreasing

measurements of η from being used to distinguish the converging/diverging

light paths of lensed/binary QSOs.

3) The discriminatory power of η increases as a function of pair separation,

redshift, and signal-to-noise (S/N), but decreases for degraded spectral resolu-

tion. Using the full Lyα forest (between the Lyα and Lyβ emission lines of a QSO)

at z = 2.4, QSO pairs separated by 18′′ or more can be distinguished as lensed or

binary with data of moderate resolution (FWHM = 2 Å) and signal-to-noise (S/N

= 10). This limiting separation falls to 12′′ for S/N = 20 and to 6 − 8′′ for echelle

quality resolution (FWHM = 0.1 Å).

4) We find that the degree of absorption dissimilarity between the spectra of

SDSS J1029+2623 (a QSO pair separated by 22.5′′ recently identified as being
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gravitationally lensed by a foreground galaxy cluster) is inconsistent with the

expectation for lensed spectra (7σ deviation). The spectra are more similar than

most binary QSOs separated by 22.5′′, but fall within 2σ of the expected mean of

η.
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CHAPTER 5

FUTURE DIRECTIONS

By compiling a spectroscopic sample of Lyα forest observations along the lines

of sight to pairs of QSOs and using simulations to model the non-cosmological

flux correlation anistropies affecting them, Chapters 2 and 3 of this dissertation

are primarily intended to facilitate an Alcock-Paczyński type measurement of

cosmic geometry at z ∼> 2. This is, in fact, already being done by the research

group at Steward Observatory that I am part of, with Kris Eriksen as the lead

author for the corresponding third paper in this series. Future directions for the

work presented here will be driven by the final results of that study.

If pursuing a larger dataset is warranted, there are several logical options. By

collaborating with other groups working in this field, the QSO pair sample pre-

sented in Chapter 2 could be merged with complimentary sets of observations

including the previously discussed sample compiled by Coppolani et al. (2006).

Also, additional QSO pairs meeting the same criteria are known but unobserved,

and follow-up spectroscopy could be obtained for current sample pairs with in-

sufficient data. However, the full potential of the dataset as it exists now has yet

to be realized. By extending the simulation work presented in Chapter 3 to in-

clude the non-zero lag cross-correlation, the information content of the current

sample of QSOs could, in principle, be increased approximately threefold. Even

my present analysis has pushed the limits of currently available SPH simulations,

and confirmation of my findings with subsequent generations of larger, higher-

resolution simulations will be a worthwhile pursuit.

Beyond the context of the Alcock-Paczyński test, the QSO pair sample is well-

suited for a variety of other investigations. Future analysis could be extended
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from pixel statistics to absorption line studies. In addition to the transverse prox-

imity effect discussed in Chapter 2, such lines of inquiry include the abundance

of metals in the intergalactic medium and constraints on the size and geometry

of Lyα clouds.

Given the limited number of known QSOs believed to be gravitationally

lensed by galaxy clusters and a potential hundredfold increase resulting from

pending surveys, future applications are the primary purpose for the wide-

separation lensed QSO diagnostic work presented in Chapter 4. For the time be-

ing, measuring the degree of absorption dissimilarity in additional binary QSOs

will provide valuable comparisons to the corresponding distribution obtained

from simulated spectra. Also, this new test of the lensing hypothesis can be

brought to bear on several QSO pairs with currently unconfirmed or even con-

tentious identifications. For example, the nature of Q 2345+007 (θ = 7.1′′, zQSO =

2.16) has been the source of two decades worth of debate, prompting the seem-

ingly untestable hypothesis of a class of “dark” lenses. With echelle quality spec-

troscopy, observations of the Lyα forest should put to rest any remaining doubt

regarding the classification of this pair. Similarly, I am eager to apply these results

to future observations of another wide-separation lensed QSO candidate (2QZ

J1435+0008, z QSO = 2.378) originally identified by our research group which, if

confirmed, would be the first lensed QSO with a separation greater than 30 arc-

seconds (θ = 33′′).

The lensing test itself can be expanded and improved. The simulation results

presented here judiciously probe the parameter space defined by spectral reso-

lution, signal-to-noise, pair separation, and redshift. Measurement of absorption

dissimilarity (quantified by η as defined in Chapter 4) in the simulated spectra

for the full parameter space is a time-consuming endeavor, but one which would
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provide for a more generalized, faster, “portable” test of the lensing hypothesis

that does not require access to an unwieldy archive of simulated spectra. Finally,

extending the redshift coverage to z < 1.8 would allow this test to be applied

to a much larger sample of lensed QSO candidates as space-based spectroscopy

of sufficient quality becomes accessible with the addition of the Cosmic Origins

Spectrograph to the Hubble Space Telescope, slated for 2008.
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APPENDIX A

ACCOUNTING FOR SPECTRAL RESOLUTION IN THE AUTOCORRELATION

One way to compute the simulated correlation function corresponding to a

given spectral resolution is to carry out the calculations using spectra which have

been individually smoothed as appropriate. However, assuming a Gaussian line

spread function (LSF), the autocorrelation curve for data of arbitrary spectral res-

olution can also be obtained by simply convolving the full resolution curve with

the LSF broadened by a factor of
√

2 (eqs. 3.3, 3.6, 3.7, and 3.9). The validity of this

relation for our discrete, periodic simulated spectra has been tested and verified.

Here, in the interest of clarity, we demonstrate its origin for the simplified case of

continuous spectra. In this limit, equations 3.3, 3.6, and 3.7 become

ξ̂‖(∆v) =
1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫

δ̂n

(

v‖, v⊥i

)

δ̂n

(

v‖ + ∆v, v⊥i

)

dv‖, (A.1)

Ŝ‖

[

f̂
(

v‖
)

, σ
]

=
1√
2π σ

∫

f̂ (τ) e
−(v‖−τ)2

2 σ2 dτ, (A.2)

and

ξ̂σ
‖ (∆v) =

1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫

Ŝ‖

[

δ̂n

(

v‖, v⊥i

)

, σ
]

Ŝ‖

[

δ̂n

(

v‖ + ∆v, v⊥i

)

, σ
]

dv‖,

(A.3)

respectively. Combining (A.2) and (A.3), and rearranging, yields

ξ̂σ
‖ (∆v) =

1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫ ∫

δ̂n (τ, v⊥i) δ̂n (τ̃ , v⊥i)

×
(

1

2πσ2

∫

e
−(v‖−τ)2

2 σ2 e
−(v‖+∆v−τ̃)2

2 σ2 dv‖

)

dτ dτ̃ . (A.4)
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After substituting β ≡ v‖ − τ and noting that 1
2πσ2

∫

e
−β2

2σ2 e
−(β−γ)2

2σ2 dβ = e
−γ2

4σ2

2
√

πσ
, this

becomes

ξ̂σ
‖ (∆v) =

1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫ ∫

δ̂n (τ, v⊥i) δ̂n (τ̃ , v⊥i)
e

−(τ̃−τ−∆v)2

4σ2

2
√

πσ
dτ dτ̃ . (A.5)

With another change of variables (τ̃ ≡ τ + α), ξ̂σ
‖ can now be written in terms of

(A.1) and (A.2).

ξ̂σ
‖ (∆v) =

1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫ ∫

δ̂n (τ, v⊥i) δ̂n (τ + α, v⊥i)
e

−(α−∆v)2

4σ2

2
√

πσ
dτ dα

(A.6)

ξ̂σ
‖ (∆v) =

∫

(

1

Ns

Ns
∑

n=1

1

N⊥

N⊥
∑

i=1

1
∫

dv‖

∫

δ̂n (τ, v⊥i) δ̂n (τ + α, v⊥i) dτ

)

e
−(α−∆v)2

2(
√

2σ)2

√
2π(

√
2σ)

dα

(A.7)

ξ̂σ
‖ (∆v) = Ŝ‖

[

ξ̂‖ (∆v) ,
√

2σ
]

(A.8)
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