
NOISE LIMITED PERFORMANCE OF A HYBRID DETECTOR 

AND HIGH RESOLUTION DISPLAY MONITORS 

by 

Michael Patrick Browne 

A Dissertation Submitted to the Faculty of the 

COMMITTEE ON OF OPTICAL SCIENCES (GRADUATE) 

In Partial Fulfillment of the Requirements 
For the Degree of 

DOCTOR OF PHILOSOPHY 

In the Graduate College 

THE UNIVERSITY OF ARIZONA 

1991 



INFORMATION TO USERS 

This manuscript has been reproduced from the microfilm master. UMI 

films the text directly from the original or copy submitted. Thus, some 

thesis and dissertation copies are in typewriter face, while others may 

be from any type of computer printer. 

The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction. 

In the unlikely event that the author did not send UMI a complete 

manuscript and there are missing pages, these will be noted. Also, if 

unauthorized copyright material had to be removed, a note will indicate 
the deletion. 

Oversize materials (e.g., maps, drawings, charts) are reproduced by 

sectioning the original, beginning at the upper left-hand corner and 

continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in 

reduced form at the back of the book. 

Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly 
to order. 

U-M·I 
University Microfilms Internallonal 

A Bell & Howell Information Company 
300 North Zeeb Road, Ann Arbor, M148106-1346 USA 

313/761-4700 800:521-0600 





Order Number 9123470 

Noise limited performance of a hybrid detector and high 
resolution display monitors 

Browne, Michael Patrick, Ph.D. 

The University of Arizona, 1991 

U·M·I 
300 N. Zeeb Rd. 
Ann Arbor, MI48106 





NOTE TO USERS 

THE ORIGINAL DOCUMENT RECEIVED BY U.M.I. CONTAINED PAGES WITH 

PHOTOGRAPHS WHICH MAY NOT REPRODUCE PROPERLY. 

THIS REPRODUCTION IS THE BEST AVAILABLE COPY. 

-- -------------------



-----------------



NOISE LIMITED PERFORMANCE OF A HYBRID DETECTOR 

AND HIGH RESOLUTION DISPLAY MONITORS 

by 

Michael Patrick Browne 

A Dissertation Submitted to the Faculty of the 

COMMITTEE ON OF OPTICAL SCIENCES (GRADUATE) 

In Partial Fulfillment of the Requirements 
For the Degree of 

DOCTOR OF PHILOSOPHY 

In the Graduate College 

THE UNIVERSITY OF ARIZONA 

1991 



THE UNIVERSITY OF ARIZONA 
GRADUATE COLLEGE 

As members of the Final Examination Committee, we certify that we have read 

the dissertation prepared by Michael Patrick Browne 

entitled Neise Limited Performance of a Hybrid Detector and High Resolution 

Display Devices 

and recommend that it be accepted as fulfilling the dissertation requirement 

hilosophy 

Date 

i/;g/91 
Date 

Date 

1;11/ tf / 
--------------------Date 

Date 

Final approval and acceptance of this dissertation is contingent upon the 
candidate's submission of the final copy of the dissertation to the Graduate 
College. 

I hereby certify that I have read this dissertation prepared under my 
direction and recommend that it be accepted as fulfilling the dissertation 
requirement. 

Dissertation Director Date 

2 



3 

STATEMENT BY AUTHOR 

This dissertation has been submitted in partial fulfillment of requirements for an 
advanced degree at The University of Arizona and is deposited in the University Library to 
be made available to borrowers under rules of the Library 

Brief quotations from this dissertation are allowable without special permission, 
provided that accurate acknowledgment of source is made. Requests for permission for 
extended quotation from or reproduction of this manuscript in whole or in part may be 
granted by the head of the major department or the Dean of the Graduate College when in 
his or her judgement the proposed use of the material is in the interests of scholarship. In 
all other instances, however, permission must be obtained from the author. 



4 

Acknowledgements 

I wish to express my appreciation of my advisor, Dr. Hans Roehrig, who had many 

insightful contributions to this dissertation. I am thankful for having a group leader as 

encouraging, approving and motivating as Dr. William Dallas. I also thank Dr. Arthur 

Gmitro for his participation on my defense committee as well as on my flag football team. 

Dissertations are not completely the work of a single person. There are many people at the 

Optical Sciences Center and the Department of Radiology without whom this work would 

have been incomplete, or at least much harder to finish. Among those who assisted me in 

this work, foremost is Mr. Marvin (Mike) Arthur. Mike served as an electrical and 

mechanical engineer, counselor, friend and source of wisdom (and humor) which cannot be 

found in any textbook or course. The assistance of Mr. Richard Lamoreaux and Mr. 

Richard Vercillo also played a big part in my understanding of technical details. 

Much of this work would not have been possible without the financial support of the Naval 

Ocean Systems Center, the National Institutes of Health, the Toshiba Corporation, Philips 

and AT&T. I am indebted to Mr. Peter Keller of the Tektronix corporation for the use of 

his figures of display monitors and also to Burle Industries for the permission to copy 

figures from their Photomultiplier Handbook and their Electro-Optics Handbook. 

Finally, yet foremost, I want to thank my family, friends and roommates. Their emotional 

support made the good times much more enjoyable and the trying times much easier to 

bear. 



Table of Contents 

LIST OF ILLUSTRATIONS ..................................... . 

LIST OF TABLES .......................................... . 

ABSTRACT .............................................. . 

I. INTRODUCTION .......................................... . 

A. Overview ............................................ . 

B. Motivation and Goals 

C. Introduction to Noise 

5 

12 

19 

20 

21 

22 

23 

25 

1. Probability Density Functions (PDFs) . . . . . . . . . . . . . . . . . . . . . . .. 26 

a. Normal PDFs .................................... 26 

b. Binomial PDs 

c. Poisson PDs .................................... . 

d. Uniform PDFs ................................... . 

2. Noise Propagation and Transformation ...................... . 

3. Methods of Expressing Noise Measurements .................. . 

D. Introduction to the Human Visual System ...................... . 

II. OVERVIEW OF DEVICES 

A. Photomultiplier Tubes ................................... . 

1. History .......................................... . 

2. Construction and Operation of PMTs ....................... . 

3. Noise Characteristics of PMTs ................. ; ......... . 

a. Shot Noise ..................................... . 

b. Johnson Noise ................................... . 

c. Excess Noise .................................... . 

d. Total Noise ..................................... . 

B. Image Intensifiers ...................................... . 

27 

28 

29 

29 

32 

39 

44 

44 

44 

44 

53 

53 

54 

55 

57 

57 



6 

1. History ........................................... 58 

2. Construction and Operation of Image Intensifiers ................ 59 

3. Noise Characteristics of Image Intensifiers .................... 61 

a. Shot Noise ...................................... 61 

b. Excess Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 61 

c. Total Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 62 

C. Hybrid System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 62 

1. Construction and Operation of Hybrid Detectors . . . . . . . . . . . . . . . .. 62 

2. Reasons for Use of Hybrid Detectors . . . . . . . . . . . . . . . . . . . . . . .. 64 

3. Characteristics of Hybrid Detectors ......................... 65 

4. Noise Characteristics of Hybrid Tubes ... .. . . . . . . . . . . . . . . . . . .. 65 

D. High Resolution Display Monitors ............................ 68 

1. History .........................• ,................. 68 

2. Construction of Display Monitors .......................... 68 

3. Noise Characteristics of Display Monitors ..................... 74 

a. Video Amplifier Noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 74 

b. Beam Shot Noise .................................. 75 

c. Excess Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 75 

d. Photon Noise .................................... 76 

e. Spatial Pattern Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 76 

f. Total Temporal Noise ............................... 78 

III. FIGURES OF MERIT USED TO CHARACTERIZE SYSTEMS ............ 80 

. A. General Figures of Merit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 80 

1. Signal, Noise and Signal-to-Noise Ratio ...................... 80 

2. Information Capacity .................................. 81 

B. Detector Figures of Merit 82 



7 

1. Noise Factor (k) ..................................... 82 

2. Quantum Efficiency (1}) • . • • . . . • • • • • • • • . • . • • • . . • • • • . . • • •• 83 

3. Counting Efficiency ................................... 84 

4. Gain ............................................. 85 

a. PMT Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 85 

b. Hybrid Gain ..................................... 85 

C. Monitor Figures of Merit .................................. 86 

1. Light Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 86 

a. Luminance ...................................... 87 

b. Radiance ....................................... 88 

2. Phosphor Conversion Efficiency ........................... 89 

3. Characteristic Curve ................................... 89 

4. Dynamic Range ...................................... 90 

5. Contrast Enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 92 

6. Noise Power Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 93 

a. Temporal Noise Power Spectra ......................... 94 

b. Spatial Noise Power Spectra ........................... 94 

IV. COMPILING STATISTICS USING DIFFERENT ANALYSIS TECHNIQUES ... 96 

A. Pulse-height Distributions ............................ . . . . .. 96 

1. Explanation of Pulse-height Distributions ..................... 96 

2. Difference Between Single and Multiple Distributions ............. 98 

3. Figures of Merit from Pulse-height Distributions ................ 100 

B. RMS Measurements ...................................... 103 

1. Explanation of RMS Measurements ......................... 103 

2. Figures of Merit from RMS Statistics ........................ 104 

C. Relationship Between Ensemble Statistics and Time-averaged Statistics ..... 104 



8 

D. Comparison of Three Methods Used to Measure Statistics . . . . . . . . . . . .. 105 

V. EXPERIMENTAL SETUP, OPERATION AND CALIBRATION . . . . . . . . . . .. 108 

A. System Descriptions ...................................... 108 

1. Integrator System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 108 

a. Operation of System ................................ 108 

b. Equipment List ................................... 112 

2. Spectroscopy Amplifier System ............................ 113 

a. Operation of System ...... . . . . . . . . . . . . . . . . . . . . . . . . .. 113 

b. Equipment List ................................... 116 

3. Current Measurement System ............................. 116 

4. Cooled Housing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 119 

5. Digital Analysis System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 120 

a. Operation of System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 120 

b. Equipment List ................................... 122 

6. Monitor Evaluation Facility .............................. 123 

a. Operation of System ................................ 123 

b. Equipment List ................................... 128 

B. System Calibration ........ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 129 

1. Integrator System .................................... 129 

a. Quantum Efficiency of the RCA 8850 Photomultiplier Tube . . . . .. 129 

b. Quantum Efficiency, Sensitivity and Uniformity of the RCA 8852 
Photomultiplier Tube . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 130 

c. Temperature Response of Cooled Housing ................. 134 

d. Rise and Fall Times and Gain of the PAR 113 Preamplifier ...... 135 

e. Capacitance of the Ortec 113 Preamplifier ................. 137 

f. Linearity of the Ortec 673 Spectroscopy Amplifier ............ 139 



9 

g. Linearity and Gain of the Custom Integrator. . . . . . . . . . . . . . .. 142 

h. Linearity and Sensitivity of the Multichannel Analyzers ......... 144 

i. System linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 146 

2. Digital Analysis System ................................ 148 

a. Calibration of Dash-16 A/D Converter . . . . . . . . . . . . . . . . . .. 148 

b. Verification of Computer Programs ............. : . . . . . . .. 148 

3. Monitor Evaluation Facility .............................. 149 

VI. OVERVIEW OF NOISE IN MEASUREMENTS ...................... 151 

A. Noise Introduced in the Measurement Process .................... . 151 

I. uantlzahon Olse ................................... . Q .. N' 151 

2. Minimum Number of Samples ............................. 153 

3. l/fNoise .......................................... 154 

B. Noise Present in Different Analysis Systems ...................... 154 

1. PMT Evaluation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 154 

2. Monitor Evaluation System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 155 

VII. MEASUREMENTS OF PHOTOMULTIPLIERS ...................... 160 

A. Dark Current Properties ................................... 160 

1. Variations with Applied Voltage ........................... 160 

2. Variations with Temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 164 

B. Examples of Pulse-height Distributions from PMTs . . . . . . . . . . . . . . . . .. 166 

C. Properties as a Function of Bias Voltage . . . . . . . . . . . . . . . . . . . . . . . .. 170 

1. Peak Number of Channels 170 

2. RMS Number of Channels 172 

3. Noise Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 172 

4. Gain ............................................. 175 



10 

VIII. MEASUREMENTS OF THE PHOTOMULTIPLIER/IMAGE INTENSIFIER 
HYBRID SYSTEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 178 

A. Dark Current Properties ................................... 178 

1. Variation with Applied Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . .. 178 

2. Variation with Temperature .............................. 181 

B. Examples of Pulse-height Distributions. . . . . . . . . . . . . . . . . . . . . . . . .. 183 

C. Some Properties of the Hybrid Tube as a Function of Integration Time . . . .. 187 

1. Mean Number of Channels 187 

2. RMS Number of Channels 188 

3. Noise Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 189 

D. Pro perties as a Functio n 0 f Bias Vo I tage ........................ 190 

1. Mean Number of Channels 190 

2. RMS Number of Channels ............................... 191 

3. Gain ............................................. 192 

4. Noise Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 193 

5. Information Capacity 195 

E. Summary of Performance 196 

IX. INVESTIGATION OF MONITOR PERFORMANCE ................... 197 

A. Monitor Operating Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 197 

I. Characteristic Curves 197 

2. Maximum Brightness and Dynamic Range ..................... 213 

3. Long-Term Temporal Luminance Variations ................... 217 

B. Monitor Signal and Noise Measurements . . . . . . . . . . . . . . . . . . . . . . . .. 229 

1. Signal and Noise as a Function of the Number of Pixels ............ 232 

a. Signal ......................................... 232 

b. Temporal Noise and Signal to Noise Ratio . . . . . . . . . . . . . . . . .. 233 



11 

c. Spatial Signal to Noise Ratio . . . . . . . . . . . . . . . . . . . . . . . . . .. 244 

2. Signal and Noise as a Function of Monitor Grey Level . . . . . . . . . . . .. 245 

a. Temporal Signal to Noise Ratio . . . . . . . . . . . . . . . . . . . . . . . .. 245 

b. Spatial Signal to Noise Ratio . . . . . . . . . . . . . . . . . . . . . . . . . .. 250 

3. Information Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 253 

4. Noise Power Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 254 

a. Temporal and Spatial Noise Power Spectra for the MegaScan Monitor 254 

b. Temporal and Spatial Noise Power Spectra of the Tektronix Monitor. 262 

c. Temporal and Spatial Noise Power Spectra of the US Pixel Monitor . 267 

5. Anomalies in Monitor Performance ......................... 274 

C. Comparison of Digital RMS and True RMS . . . . . . . . . . . . . . . . . . . . . .. 276 

D. Summary of the Monitors' Performance ......................... 277 

X: CONCLUSION 279 

A. Discussion 279 

1. Validity of Measurements ............................... 279 

2. Noise Limited Performance of Devices ....................... 280 

3. Recommendations for Future Users ......................... 282 

B. Suggestions for Future Work ................................ 282 

REFERENCES .............................................. 284 



Figure 
1.1: 

1.2: 

1.3: 

1.4: 

1.5: 

1.6: 

I. 7: 

12 

List Of Illustrations 

Example of a Normal Probability Density Function. ............ 27 

Three Examples of Poisson Probability Distributions. ........... 29 

Transformation of Variables Using a Non-Linear Transfer Curve. .... 32 

Sample Data Set Consisting of Random Values. ................ 36 

Noise Power Spectrum Generated from a Random Data Set. ........ 36 

Sample Data Set Consisting of Random Data Superimposed on Periodic 
Data. ........................................... 37 

Noise Power Spectrum Generated from Random/Periodic Data. . . . . .. 38 

1.8: Semi-Log Noise Power Spectrum Generated from Random/Periodic Data. 38 

1.9: Response of the Human Eye to Radiation of a Given Wavelength. .... 40 

1.10: Temporal Response of the Human Vision System. . . . . . . . . . . . . . .. 41 

1.11: Spatial Frequency Response of the Human Vision System. ......... 42 

1.12: Threshold Contrast Curves of Two Measured Monitors Compared with the 
Human Visual System Alone. ............................ 43 

11.1: Schematic of a Photomultiplier Tube. . . . . . . . . . . . . . . . . . . . . . .. 45 

11.2: Semiconductor Energy Band Model. . . . . . . . . . . . . . . . . . . . . . . .. 47 

11.3: Schematic of a Box-and-Grid Photomultiplier. ................. 48 

11.4: Schematic of a Photomultiplier's Electron Optics, Equipotential Lines 
and Electron Trajectories. .............................. 49 

11.5: Dark Current Density of Photocathode Materials as a Function of 
Temperature. ...................................... 51 

11.6: Photomultiplier Dark Current as a Function of the Stage Voltage. .... 52 

11.7: Schematic of an Image Intensifier. . . . . . . . . . . . . . . . . . . . . . . . .. 58 

11.8: Schematic of the ITT Hybrid Tube. ........................ 63 

11.9: Expanded View of Hybrid Tube and Its Noise Stages. ............ 66 

11.10: Schematic of Cathode Ray Tube (CRT). ............ . . . . . . . .. 69 



13 

lUI: Schematic of Electron Gun Assembly. ...................... 70 

11.12: Conceptual Drawing of a Display Monitor's Phosphor Being Scanned by 
an Electron Beam. ................................... 71 

11.13: Output of a Single Pixel for Three Frames. 71 

11.14: Photograph of Magnified Phosphor Grains. 77 

111.1: Radiant Energy Distribution of a P4 Phosphor. ................ 89 

111.2: Sample Characteristic Curve for the US Pixel Monitor. ........... 90 

111.3: SMPTE Test Pattern. ................................. 92 

IV.I: Pulse-height Distribution of an RCA 8850 Photomultiplier Tube. . . . .. 97 

IV.2: Examples of Two Types of Pulse-height Distributions. ........... 98 

IV.3: Digital RMS System Sample Data Set. . . . . . . . . . . . . . . . . . . . . .. 107 

IV.4: Pulse-height Analysis System Sample Data Set. . . . . . . . . . . . . . . .. 107 

V.I: Schematic of the Custom-built Integrator System. . . . . . . . . . . . . .. 109 

V.2: Explanation of Integrator/Multichannel Analyzer Interaction. ...... III 

V.3: Schematic of the Spectroscopy Amplifier System. .............. 114 

V.4: Example Waveforms from the Preamplifier and Spectroscopy Amplifier. 115 

V.5: Current Measurement System Used by ITT to Measure Gain and Noise 
Factor. ......................................... 117 

V.6: Cooled Housing for the ITT Hybrid Tube. .................. 120 

V.7: Schematic of the Digital Analysis System. .................... 121 

V.8: Block Diagram of CRT Evaluation Facility. . . . . . . . . . . . . . . . . . .. 124 

V.9: Diagram of the Scanning Slit System. . . . . . . . . . . . . . . . . . . . . . .. 127 

V.10: Quantum Efficiency of the RCA 8850 PMT. .................. 130 

V.l1: Spectral Responsivity of the RCA 8852 PMT. ................. 131 

V.12: Spatial Nonuniformity of the RCA 8852's Photocathode. .......... 133 

V.13: Performance of the Cooled Housing as a Function of Time. 135 

V.14: Schematic of the System to Calibrate the PAR Preamplifier. 137 



14 

V.15: Measurement of Input Capacitance of the Ortec 113 Preamplifier. 138 

V.16: Measurement of Total Capacitance of the Ortec 113 Preamplifier 
System. .......................................... 139 

V.17: Linearity in Pulse Amplitude of the Ortec 673 Spectroscopy Amplifier. . 141 

V.18: Linearity in Pulse Width of the Ortec 673 Spectroscopy Amplifier. . . .. 141 

V.19: Linearity in Pulse Width of the Custom-Built Integrator. .......... 142 

V.20: Linearity in Pulse Amplitude of the Custom-Built Integrator. ....... 143 

V.2l: Linearity of the Norland Multichannel Analyzer. ............... 144 

V.22: Linearity of the Nucleus Multichannel Analyzer. . . . . . . . . . . . . . . .. 145 

V.23: System Linearity with Pulse Amplitude. ..................... 146 

V.24: System Linearity with Pulse Width. ........................ 147 

V.25: Linearity of Metrabyte Dash-16 Data Acquisition Board. .......... 148 

V!. 1: l/f Noise as Measured by the Digital RMS Analysis System. .. . . . . .. 159 

VII.1: Variation of Dark Current with Applied Voltage for the RCA 8850 PMT. 161 

VII.2: Variation of Dark Current with Applied Voltage for the Hybrid's PMT. 163 

VII. 3: Comparison of Dark Current and Gain for the ITT Hybrid Tube's 
Photomultiplier. .................................... 164 

VII.4: Effect of Cooling upon Dark Current of RCA 8850 and 8852 
Photomultiplier Tubes. ................................ 165 

VII.5: Pulse-height distribution for an RCA 8850 PMT. ............... 167 

VII.6: Peak and RMS Channel Numbers as a Function of Bias Voltage for the 
RCA 8850 PMT. .................................... 171 

VI!. 7: Noise Factor of the RCA 8850 PMT as a Function of Bias Voltage. ... 173 

VIL8: Gain of the RCA 8850 PMT as a Function of Bias Voltage. ........ 176 

VIII. 1: Dark Current of the ITT Hybrid Tube as a Function of Bias Voltages. 179 

VIII.2: Image Intensifier Generated Dark Current as a Function of Bias 
Voltage. ......................................... 181 

VIII.3: Mean Channel Number as a Function of LED Intensity. . . . . . . . . . .. 184 



IS 

VIII.4: Pulseheight distributions for the lIT hybrid tube. . . . . . . . . . . . . . .. 185 

VIII. 5: Mean Channel Number as a Function of Integration Time. ......... 188 

VIII.6: RMS Channels as a Function of Integration Time. .............. 189 

VIII.7: Noise Factor as a Function of Integration Time. . . . . . . . . . . . . . . .. 190 

VIII.8: Mean Channel Number as a Function of Bias Voltage. . . . . . . . . . . .. 191 

VIII. 9: RMS Channels as a Function of Bias Voltage. ................. 192 

VIII. 10: Hybrid Tube Gain as a Function of Bias Voltage. .. . . . . . . . . . . . .. 193 

VIII. 11: Noise Factor as a Function of Bias Voltage. .................. 194 

IX.I: MegaScan Monitor's Characteristic Curves as a Function of Time 
Between Grey Levels. ........... . . . . . . . . . . . . . . . . . . . . .. 198 

IX.2: MegaScan Monitor's Characteristic Curves as a Function of Time 
Between Grey Levels. ................................. 199 

IX.3: Tektronix Monitor's Characteristic Curves as a Function of Time 
Between Grey Levels. ................................. 200 

IX.4: US Pixel Monitor's Characteristic Curves as a Function of Time 
Between Grey Levels. ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 20 I 

IX.S: MegaScan Monitor's Characteristic Curves. ................... 202 

IX.6: Characteristic Curves of two MegaScan Monitors. 203 

IX.7: Tektronix Monitor's Initial Characteristic Curves. 204 

IX.8: Tektronix Monitor's Final Characteristic Curves. 205 

IX.9: US Pixel Monitor's Initial Characteristic Curves. . . . . . . . . . . . . . . .. 206 

IX.IO: US Pixel Monitor's Final Characteristic Curves (linear). . . . . . . . . . .. 207 

IX. 11: US Pixel Monitor's Characteristic Curves (semi-log). . . . . . . . . . . . .. 207 

IX.12: Comparison of Monitor Characteristic Curves (double-log). ........ 208 

IX.13: Luminance as a Function of Beam Current for the Tektronix Monitor. 209 

IX.14: Beam Current as a Function of Grey Level for the Tektronix Monitor. 210 

IX.IS: Radiance as a Function of Grey Level for the Tektronix Monitor. .... 211 



16 

IX.16: US Pixel Monitor's Characteristic Curve from Measuring the SMPTE Test 
Pattern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 212 

IX.17: Cycled Performance of MegaScan Monitor. ... . . . . . . . . . . . . . . .. 21S 

IX.lS: Measurement of Settling Time of MegaScan Monitor. ............ 220 

IX.19: Settling Time as a Function of Change in Grey Level from Grey 
LevelO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 221 

IX.20: Settling Time as a Function of Change in Grey Level down to Grey 
LevelO ........................................... 222 

IX.21: Cycled Performance of Tektronix Monitor. ................... 223 

IX.22: Settling Time for Tektronix Monitor. . . . . . . . . . . . . . . . . . . . . . .. 224 

IX.23: Cycled Performance of US Pixel Monitor. . . . . . . . . . . . . . . . . . . .. 225 

IX.24: Measurement of Settling Time of the US Pixel Monitor. .......... 226 

IX.25: Settling time of US Pixel Monitor Going from Grey Level 100 to Grey 
LevelO ........................................... 227 

IX.26: Long Term Test of Grey Level 255 Output of US Pixel Monitor. . . . .. 228 

IX.27: Spatial and Temporal Data from the MegaScan Monitor. .......... 230 

IX.2S: Corrected Spatial Data from the MegaScan Monitor. ............. 231 

IX.29: Spatial and Temporal Data from the MegaScan Monitor for Low Signal 
Levels. .......................................... 232 

IX.30: Output of Three Monitors as a Function of the Number of Pixels. .... 233 

IX.31: MegaScan Monitor's Temporal Noise as a Function of the Number of 
Pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 234 

IX.32: US Pixel Monitor's Temporal Noise as a Function of the Number of 
Pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 235 

IX.33: Temporal SNR as a Function of the Number of Pixels for the MegaScan 
and Tektronix Monitors. ............................... 236 

IX.34: Temporal SNR as a Function of the Number of Pixels for the US Pixel 
Monitor (DC-Coupled). ............................... 237 

IX.35: Output of the MegaScan Monitor as a Function of the Number of Pixels. 238 

IX.36: Output of the US Pixel Monitor and Tektronix Monitors as a Function 
of the Number of Pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 239 



IX.37: 

IX.38: 

IX.39: 

IX.40: 

IX.41: 

IX.42: 

IX.43: 

IX.44: 

IX.45: 

IX.46: 

IX.47: 

IX.48: 

IX.49: 

IX.50: 

IX.51: 

IX.52: 

IX.53: 

IX.54: 

IX.55: 

IX.56: 

17 

US Pixel Monitor's Temporal Noise as a Function of the Number of 
Pixels (DC-Coupled). ................ . . . . . . . . . . . . . . . .. 241 

US Pixel Monitor's Temporal Noise as a Function of the Number of 
Pixels (AC-Coupled). ................................. 241 

Temporal SNR of the Tektronix monitor as a Function of the Number of 
Pixels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 242 

Temporal SNR of the US Pixel Monitor as a Function of the Number 
of Pixels (DC-Coupled). ............................... 243 

Temporal SNR of the US Pixel Monitor as a Function of the Number 
of Pixels (AC-Coupled). ............................... 244 

Temporal per Pixel SNR of the MegaScan Monitor as a Function of 
Luminance. ....................................... 246 

Temporal per Pixel SNR of the Tektronix Monitor as a Function of 
Luminance. ....................................... 247 

Video Amplifier Noise as a Function of Grey Level for the Tektronix 
Monitor. ......................................... 249 

Temporal SNR of the US Pixel Monitor as a Function of Luminance. 250 

Spatial per Pixel SNR of the MegaScan Monitor as a Function of 
Luminance. ....................................... 251 

Spatial per Pixel SNR of the Tektronix Monitor as a Function of 
Luminance. ....................................... 252 

Spatial per Pixel SNR of the US Pixel Monitor as a Function of 
Luminance. ....................................... 253 

Temporal Noise Power Spectra for the MegaScan Monitor. ..... . . .. 255 

Averaged Temporal Noise Power Spectrum for the MegaScan Monitor. . 256 

Spatial Noise Power Spectra for the MegaScan Monitor. . . . . . . . . . .. 258 

Representative Noise Power Spectra for the MegaScan Monitor. . . . . .. 259 

Representative Noise Power Spectra for the MegaScan Monitor. . . . . .. 260 

Uncorrected Spatial Scan of MegaScan Monitor for Grey Level 22. . . .. 261 

Corrected Spatial Scan of MegaScan Monitor for Grey Level 22. ..... 262 

Spatial and Temporal Data for the Tektronix Monitor. . . . . . . . . . . .. 263 



18 

IX.57: Temporal Noise Power Spectra for the Tektronix Monitor. ......... 264 

IX.58: Representative Spatial Noise Power Spectra for the Tektronix Monitor. 265 

IX.59: Low Signal Level Spatial Noise Power Spectra for the Tektronix 
Monitor. ......................................... 266 

IX.60: Spatial Noise Power Spectra Using a Pulse Generator as a Frame 
Buffer. . ......................................... 267 

IX.61: Temporal and Spatial Data for the US Pixel Monitor. ............ 268 

IX.62: Temporal Noise Power Spectra of the US Pixel Monitor. .......... 269 

IX.63: Low Frequency Regions of Four Noise Power Spectra of the US Pixel 
Monitor. ......................................... 269 

IX.64: Temporal Data Set Showing Low Frequency Variations of the US Pixel 
Monitor. ......................................... 270 

IX.65: Semi-logarithmic Temporal Noise Power Spectrum for the US Pixel 
Monitor. ......................................... 271 

IX.66: AC-coupled Temporal Data Set for the US Pixel Monitor. ......... 272 

IX.67: AC-coupled Temporal Noise Power Spectrum for the US Pixel Monitor. 272 

IX.68: Representative Spatial Noise Power Spectra for the US Pixel Monitor. .. 273 

IX.69: Spatial Noise Power Spectrum of the US Pixel Monitor for Low Signal 
Level. ........................................... 274 



Table 
II.1: 

II.2: 

II.3: 

II.4: 

19 

List Of Tables 

Statistical Parameters for Calculating Noise in a PMT. . . . . . . . . . . . .. 55 

Different Stages and Their Noises for the Hybrid Tube ............. 67 

Specifications of Tested Display Monitors. .................... 74 

Noise Stages in a Display Monitor. ......................... 79 

V.l: Relationship Between Shaping Time and Integration Time of the Ortec 

VI.1: 

VI.2: 

VI.3: 

VII.l: 

VII.2: 

IX.I: 

IX.2: 

IX.3: 

IX.4: 

IX.5: 

IX.6: 

IX.7: 

IX.8: 

673 Amplifier. ..................................... 140 

Digitization Noise as a Function of the Number of Channels per RMS 
Step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 153 

Different Stages and Their Noises for the Monitor Evaluation System. . 156 

SNR as a Function of f/#. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 158 

Pulse-height Distribution Generated Statistics for the RCA 8850 PMT. . 169 

Comparison of Calculated and Measured Noise Factor for the RCA 8850 
PMT ............................................ 175 

Dynamic Range and Maximum Luminance of the MegaScan Monitor as a 
Function of Control Settings. .... . . . . . . . . . . . . . . . . . . . . . . .. 214 

Dynamic Range and Maximum Luminance of the Tektronix Monitor as a 
Function of Control Settings. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 215 

Dynamic Range and Maximum Luminance of the US Pixel Monitor as a 
Function of Control Settings. .. . . . . . . . . . . . . . . . . . . . . . . . . .. 216 

Optimum Dynamic Range and Luminance for all Tested Monitors. . . .. 217 

Comparison of Response and Settling Time for the Three Monitors. . .. 228 

Spatial SNR as a Function of the Number of Lines and the Grey Level 
for all Three Monitors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 245 

Information Content for the Three Monitors. ................. 254 

Summary of Monitor Performance. ........................ 278 



20 

Abstract 

In this dissertation I describe the analysis of two types of electronic devices. The first is 

an image intensifier/photomultiplier combination used in a laser communications receiver. 

The second type is high resolution display monitors to be used in digital radiology. The 

analysis of these devices centered on the influence of noise on their performance though I 

also measured other device characteristics. I present here a method of characterizing 

noise that can be used for a variety of detector and display devices; however, I 

concentrated my analysis on an optical communication receiver by ITT and high 

resolution display monitors by MegaScan, Tektronix and US Pixel. 

The optical receiver is called a hybrid device because it combines an image intensifier (II) 

and a photomultiplier tube. The II has a large active area and its specially processed 

photocathode gives it an extended red response. The photomultiplier tube (PMT) 

provides a high gain, low noise and low dark current. The hybrid tube had a maximum 

gain of 8x106, a noise factor of 1.64 and an information capacity of 1.3xl06 bits per 

second. 

The high resolution monitors we examined were black and white monitors with a pixel 

matrix of at least 1024xl536 pixels and 256 grey levels. The maximum luminance from 

the monitors was 88 ft-Lamberts (for the US Pixel monitor) and a maximum information 

capacity of 8.9x106 bits (for the MegaScan monitor). We measured spatial and temporal 

noise for the monitors. Spatial noise was the dominant noise, except at low grey levels. 

Veiling glare was evident in all three monitors and dramatically reduced the dynamic 

ranges of the monitors. 
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I. Introduction 

In this dissertation I describe the analysis of two types of electronic devices. The first is 

an image intensifier/photomultiplier combination used in a laser communications receiver.1 

The second type is high resolution display monitors to be used in digital radiology.2,3 The 

analysis of these devices centered on the influence of noise on their performance though I 

also measured other device characteristics. I present here a method of characterizing noise 

that can be used for a variety of detector and display devices; however, I concentrated my 

analysis on an optical communication receiver by ITT and high resolution display monitors 

by MegaScan, Tektronix and US Pixel. 

The first device I characterized was the ITT hybrid detector. It is called a hybrid device 

because it combines an image intensifier (II) and a photomultiplier tube. The Navy was 

interested in using this device in its submarine laser communications program. For this 

program they needed a high gain (> 107 ), large area (3" diameter), low noise (noise factor < 

2.2), low cathode dark current density «8 /a/cm 3 ), fast (FWHM impulse response < 200 

ns) detector that would respond to input radiation at 850-890 nanometers. 4 Although many 

detectors fit some of these requirements, only the hybrid detector could fulfill them all. 

The II has a large active area and its specially processed photocathode gives it an extended 

red response. 5 The photomultiplier tube (PMT) provides the necessary high gain, low noise 

and low dark current. 6 

The other devices I characterized were display monitors. The motivation behind using large 

format display monitors exists primarily in a hospital's radiology department. To save 

diagnosis time, to allow real-time diagnosis, to save space in film libraries, to transmit 

images more easily and reliably and possibly to improve diagnostic accuracy, many hospitals 
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are moving toward totally digital radiology systems.7 The output of these digital systems 

can be presented on a large format display monitor. Although the size of these monitors is 

comparable to home television monitors, most other performance criteria are not 

comparable. For the chest format, the most common modality, the resolvable pixel matrix 

needs to be greater than 1000 by 1000 pixels8 and for some imaging modalities, such as 

mammography, up to 4000 by 4000 pixels. 9 This is between 3 and 50 times the number of 

pixels in a well-designed home television set. Tight constraints are placed on pixel widths 

for high resolution display manufacturers. Worst case widths should be less than .4 mm 

(on a 14"x14" format) to avoid misdiagnosis of chest radiographs.10,1l This is a much 

smaller pixel width than for conventional TV, which has a pixel width of around .9 mm for 

an image of comparable size. Geometric distortion, contrast, contrast enhancement and 

signal-to-noise ratios all need to be more strictly controlled than they are in monitors for 

home TV use. Since these high resolution monitors are so different from standard TV and 

have only recently been produced, only a small amount of data exists on their 

performance.12 - 17 

A. Overview 

To characterize a device one must discuss figures of meri~ (FOMs); quantities that 

unambiguously describe physical properties of the device under test (DUT). There are 

many different FOMs, the choice of which to use depends on the characteristic being tested 

and, often which experimental technique is used. The FOMs I will concentrate on for the 

hybrid detector are signal, noise, noise factor, gain and information capacity. FOMs for 

displays fall under two different categories, physical and psychophysical. I will concentrate 

primarily on the noise-related physical performance of the monitor, which is described with 

FOMs such as signal-to-noise ratio, information capacity, dynamic range, luminance, 

characteristic curves and noise power spectra. FOMs that involve human perception of 
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monitor performance are called psychophysical FOMs and are expressed in terms of 

perceived dynamic range and just noticeable differences (JNDs). I will discuss these 

psychophysical FOMs at the end of this chapter and they are explained in more depth in 

other references. 18 ,19 Psychophysical measurements are important, understanding a display 

system involves not only characterizing the monitor, but also understanding the parameters 

that affect the human observer's perception of monitor performance. 

To measure noise in the devices, I use two techniques, time averaging and ensemble 

averaging. The most common method of measuring ensemble averaged statistics is the 

pulse-height distribution. The usual method of measuring time averaged statistics is with 

rms (root mean squared) measurements. A pulse-height distribution is a histogram of the 

output signal of the OUT for a given input signal. The width of this histogram indicates 

the repeatability of the output of the device for a given input signal since the narrower the 

pulse-height distribution is, the less noisy is the device. The limiting case is an output 

pUlse-height distribution variance that equals exactly the variance of the input signal, thus 

the device adds no noise to the incoming signal. 

Rms measurements involve directly calculating a root mean squared variation in the output 

of a device. These measurements can be done in one of two ways. The first way is analog 

and uses a true rms meter to measure the noise power of the signal stream. The second 

uses an analog to digital converter (ADC) and numerically calculates the rms noise. Both 

methods will be described fully in Chapters IV and V. 

B. Motivation and Goals 

The primary reason for performing these experiments was to measure the noise-limited 

performance of these two types of devices so that the performance of similar devices could 
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be compared. Determining a "best" device is often difficult because of the many different 

metrics that one can use in a comparison. A good criterion for both types of devices is 

information capacity. Briefly, the information capacity for the hybrid device is a measure 

of the channel capacity of the system, that is, how much information can be transmitted 

between the sender and the receiver. The information capacity (actually, information 

content for a monitor) of the monitor is an upper limit on how much information can 

effectively be presented to the human observer. Information capacity will be discussed in 

greater detail in Chapter III. 

The Navy wanted us to characterize a hybrid detector because there is very little data about 

it because it is not a commonly used device. On the other hand, a large amount of data 

exists for television monitors but primarily for the requirements of commercial home 

television. These monitors have lower resolution, both spatially and radiometrically (that 

is, they have larger pixels and a smaller effective number of grey levels) and are used for a 

completely different purpose under different conditions than a radiological display in a 

hospital. Also, because these high resolution monitors have been recently introduced, very 

little data exists on them. Furthermore, the monitor manufacturers lacked the equipment to 

do the in-depth monitor analysis that we can do at the University of Arizona. 

The first goal of this undertaking was to understand the basic properties of the devices 

under test and then to select the criteria by which each device would be evaluated. The 

next goal was to calibrate the equipment and to find the sources of extraneous noise in the 

system so they could be corrected or at least compensated. Only once I finished these steps 

could I undertake the actual work of data collection and analysis. After collecting the data, 

I completed the final goals of calculating the various FOMs for the devices and comparing 

them to other similar devices. 
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c. Introduction to Noise 

Before proceeding with the rest of this dissertation, which analyzes devices primarily with 

regard to their noise, we first need to examine the concept of noise. The reason that the 

study of noise is so important is that "Noise sets a lower limit to the signals that can be 

processed electronically."20 Mathematically: 

signal = x'noise (1.1) 

where x ~ I and is a threshold value, which depends on the measurement system and type 

of measurement being made. For many infrared devices, the noise equivalent power (NEP) 

is often used as a FOM and, by definition, x is equal to one. For human observers, x = 3 

for a 50% probability of detection and x = 5.3 for a 99% probability of detection. 21 

The word "noise" means different things to different people. To the layman, the word 

noise is primarily used with regards to sound. Webster's dictionary defines noise as: 22 

"loud, confused or senseless shouting or outcry or a sound that lacks agreeable musical 

quality or is noticeably unpleasant" but goes on to define it also as "an unwanted signal in 

an electronic communication system," which comes closer to the subject of this dissertation. 

An engineering reference23 says that "In physics and electrical engineering one often 

encounters fluctuating signals generated in electrical circuits, electrical devices, or other 

measuring systems. Such fluctuating signals are generally called noise." The key word, 

however, in the last quotation is "generally" for when it comes to specifics, there are many 

different definitions of noise, often depending on the type of signal being measured. Some 

texts say that noise includes all disturbances in the measured signal24 while others say that 

noise is solely a random phenomena, and they "explicitly exclude spurious signals from a 

known source, such as 60 Hz pickup."25 To avoid ambiguity, I will provide the details 

pertaining to the noise measurements for each type of experiment I make. 
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1. Probability Density Functions (PDFs) 

When we make multiple measurements of a device under the same conditions, we need to 

be concerned with how well the measurements represent the expected output of the device. 

In terms of statistical analysis, we need to be concerned with the probability density 

function of the output of the system. A graph plotting the distribution of many repeated 

measurements made of a device with a normal probability density function (PDF) will yield 

the familiar "bell shaped curve" common in many engineering and biological processes . 
. 

Besides this curve, there are other probability density functions that occur often in 

measurements of electro-optical systems, these PDFs will be discussed below. Some 

probability laws are discrete, instead of continuous, in which case I give their probability 

distributions CPDs) instead of their PDFs. All the PDFs discussed will be expressed in a 

one-dimensional form; however, the extension to a two dimensional representation is 

trivial. 

a. Normal PDFs 

As mentioned above, the normal PDF is responsible for the familiar bell curve. This PDF 

has the following formula: 26 

p(x) = ..;1 e-(x-{x})2/2u2 
211"0' 

(1.2) 

where p is the PDF and x is the random variable. The mean of the distribution is {x} and 

the variance is 0'2. The variable x is then called a continuous random variable because it 

can take on any value. A Gaussian PDF is a special case of the normal distribution with {x} 

= O. The normal distribution pervades statistical processes in many different fields. The 

reason for this is the central limit theorem, which says that if n independent random 

variables having any PDF are added, the resultant probability distribution will be normal. It 

turns out that for most functions, n can be as small as 5, even if the random variables have 
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different POFs.27 Because of this, many noises measured in electronics, such as Johnson 

noise and amplifier noise, will have a normal PDF. Figure 1.1 shows an example of a 

normal PDF with a mean of 5 and a variance of 2.25. 
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Figure 1.1: Example 0/ a Normal Probability Density Function 

b. Binomial PDs 

The binomial PO is an often encountered discrete PO that arises in selection processes. 

Selection processes come about when we are concerned with the probability of an event 

either happening or not happening (hence the name binomial). The event could be a flip of 

heads on a coin, the drawing of a blue marble from a bag of colored marbles or a photon 

creating a photoelectron in a photocathode. If the probability of an event happening 

(called a success) is a, then the probability of it not happening (referred to here as b) is 

I-a. The binomial PO is written: 28 

N! n LN-n - 0 1 2 P = n '(N- ),a 0" n - " ... n. n. (1.3) 

where n is the number of successes in N trials. The mean value of the binomial PO is n'a 
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and the variance is ,,·a·b or ,,·a( I-a). This noise is seen in photocathodes, where an event 

is an arriving photon and a success is the emission of a photoelectron. The "noise" of a 

lens has a binomial PD as well, an event is a photon striking the lens and a success is the 

transmission of that photon through the lens. 

c. Poisson PDs 

Another discrete PD that is found extensively in optical and electronic signals is the 

Poisson PD. The Poisson PD is the PD for photon noise in optical signals and shot noise 

in electronic signals (both will be discussed in the next chapter). The Poisson PD has the 

form: 

e-aan 
P = --,,=012 n II! ' , ••• (1.4) 

where the parameter a is both the mean and the variance of the distribution and arises in 

the optical case for 11 photon arrivals over an interval T if "the photons arrive with uniform 

randomness in time, arrive rarely and independently, and have an average arrival rate 

a/T."29 

Figure 1.2 shows three Poisson distributions with means of I, 3 and 8. The solid line is the 

envelope of the Poisson distribution. Because the Poisson distribution is a discrete 

distribution, it only has a value at integral values of x, which are represented by symbols in 

the figure. Examining the three plots shows that the higher mean value distributions begin 

to look more symmetrical, almost like a normal PDF, compared to the low mean 

distributions. For large mean values, the Poisson PD approaches the normal distribution. 30 



0.40 

0.30 

,,---..... 

~0.20 
0.. 

0.10 

o 

mean = 

2 4 6 

mean = 8 

8 10 12 14 16 18 20 

X 

Figure 1.2: Three Examples 0/ Poisson Probability Distributions 

d. Uniform PDFs 

29 

The uniform probability density function is arguably the most simple PDF. The form of a 

uniform PDF is: 31 

p(x) = irect( Xba
) (1.5) 

where rect is the rectangle function, defined as: 

rect(x) = 1 for Ixl~1/2, and 0 for Ixl>1/2 (1.6) 

The mean of the uniform distribution is its midpoint a and the variance is (12 = b2/12. The 

uniform PDF is often used in the analysis of digital systems, to model the conversion of 

continuous analog values to discrete digital values, and will be discussed further in Ch. VI. 

2. Noise Propagation and Transformation 
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A recurrent problem in analyzing noise in measurements is how to add two random 

variables whose variances are known. The mean (X)l+ 2 and variance 0'1+ 22 of a sum of 

two variables Xl and x2 with respective variances 0'1 2 and 0'2 2 are given by:32 

(I. 7) 

(1.8) 

where Cov is the covariance function. This function measures the correlation between two 

variables. If the correlation is high, the covariance will be large, if two variables are 

completely independent, the covariance will be zer0 33 and Eq. 1.8 reduces to: 

(1.9) 

the sum of the standard deviations is then: 

(1.10) 

which is a quadrature sum of the two standard deviations. This is the root of the statement 

that "independent noises add in quadrature." 

The above discussion is valid when random variables are added. However, another situation 

often comes up in electro-optical systems where the random variables must be cascaded 

together. When two variables Xl and x2 are cascaded together the statistics are: 34 

(1.11 ) 

(1.12) 

where (X)12 and 0'12 2 are the resultant mean and variance after the two variables are 

cascaded together. Notice that the variance depends not only on the individual variances, 

but on the means of the variables as well. If many stages l...k are cascaded together, 

Equations 1.11 and 1.12 can be used repeatedly to generate: 36 

(1.13) 
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(1.14) 

By substituting the various means and variances into Equations 1.13 and I.14, one can find 

the statistics of any number of cascaded stages. If not all the stages in a system are 

cascaded, either Equations 1.7 and 1.10 or I.11 and 1.12 may be used generating equations 

for each successive stage. The type of generating process determines the choice of 

equations. 

The above method of cascading noises together assumes a linear relationship between the 

input to, and output from, a given stage. If we assume a single noiseless stage with the 

subscript 2 representing its output and the subscript 1 representing its input in Eq. I.12, we 

find that the output standard deviation is: 

(1.15) 

Thus the output noise is equal to the input noise scaled by the gain. Sometimes, however, a 

stage is non-linear, and then the relationship in Eq. I.15 is no longer valid. Figure 1.3 

shows a non-linear transfer function of y = xn, which represents the transform of the x 

values (input) to the y values (output). (This power law transformation will be useful in 

later chapters when we examine a display monitor's transfer characteristics.) From Fig. 1.3 

we see that the output noise spread, represented by the two ~y regions is a function of the 

location of the input noise spread, represented by the two ~x regions. For region I, ~Y1 is 

smaller than ~X1' while for region 2, ~Y2 is larger than ~X2. In the limit as ~x-o, the 

ratio ~y/ ~x (which expresses the transformation scaling factor36 ) becomes the derivative 

of the function y = f(x). The output standard deviation (12 can then be expressed in terms 

of the input standard deviation (11 (in the limit of a small (11): 

(I.16) 

where y' is the derivative dy/dx. Equation I.15 is therefore a special case of Eq. 1.16 where 
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y' is a constant. 

6x 

Figure 1.3: Transformation of Variables Using a NOli-Linear Transfer Curve 

3. Methods of Expressing Noise Measurements 

One way of expressing the amount of noise in a system is using the rms fluctuations; 

however, to state this value we first need to measure it. Rms measurements are 

measurements of variation about a mean value, or more precisely, the root mean square of 

this variation. Defining the variation vi in a measurement xi as the deviation from the 

mean value (x) we can say for this simple case that noise is: 

Vi = (Xi - (x). (I.17) 

Since only the relative difference between the measured value and the mean concerns us, it 

makes sense to square the variation so that all deviations will be positive: 

vi 2 = (Xi - (X)2. (I.18). 
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If we make many measurements, we can talk about the mean value of all the measurements, 

which should give a better indication of the variation than one measurement. In general, 

the mean of a set of Il uniformly weighted measurements Y1"Yn is defined as: 37 

Il 

mean = 1 '\' y. 
Il L I 

j= 1 

(1.19) 

We can then compute the mean (or expectation value38) of the squared measurements by 

substituting (Xi - (X)2 for Yi in Equation 1.19: 

Il 

mean squared variation = I '\' (Xi - (x))2. ilL 
j= I 

(1.20) 

This is just the variance 0'2 for the special case of equal weighting for each measurement.39 

This variance is a measure of the spread of the observed values of a system's output about 

its mean. Since it is often desirable to express the noise in the same units as the measured 

Quantity, I take the square root of Equation 1.20, which gives the standard deviation or root 

mean squared (rms) variance of the system: 

Il 

rms = 0' = I,\,( Xi - (x))2 . ilL 
j= 1 

(1.21) 

(Usually, for a sample variance, the unbiased variance is used, which would have the Il in 

the numerator replaced by Il-I but for large Il the biased and unbiased variance are 

equivalent, I use 11 here for clarity). 

Another method of expressing the amount of noise in a system is the noise power spectrum 

(NPS), or Wiener spectrum, which is the spectral distribution of the variance of a process40 

(for this dissertation this process is the output intensity of the display monitor). When the 

variation as a function of time is measured, a temporal noise power spectrum can be 

generated. When the variation is a function of spatial coordinates instead, as is the 
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variance as measured across the face of a monitor, we can obtain the spatial noise power 

spectrum. 

We can find the NPS using the Wiener-Khintchine theorem,41 which says that the NPS and 

the autocorrelation are Fourier transform pairs. Like the covariance function described 

above, the autocorrelation function c( r) also measures the similarity of two functions. 

However, this function measures the correlation between a function and a shifted version 

of the same function. This tells how similar a function is to a version of the function that 

has been shifted in time or space. The autocorrelation function is written: 42 

T 

c( r) = rlim f l(t)/(I+ r)dt 
-+00 -T 

(1.22) 

where r is the shift. Therefore, if a function is completely random or uncorrelated, the 

autocorrelation will have a sharp peak at zero shift and will be small at other shifts. This 

type of function is said to have a short correlation length (either in time or space). The 

Fourier transform of this delta-like peak will be a constant value in frequency space, which 

means that all frequency components are present in the noise power. If the random 

function is superimposed upon a periodic function, the autocorrelation will have some 

periodicity in it and the NPS will have spikes at the frequency of the periodic function. 

One other point about the NPS to note is that the data set input into the NPS routine 

should be zero mean, otherwise a large DC spike will occur in the NPS. To avoid this, we 

subtract the mean for any data set before we input it into the computer program that 

calculates the NPS. 

The computer program we use does not first generate the autocorrelation and then take the 

Fourier transform, instead it first takes the digital fast-Fourier transform (DFFT) and then 

computes the modulus squared of this transform. This gives the same result as computing 
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the NPS from the autocorrelation43 but takes much less computer time. The computer 

creates a normalized NPS, which we then scale by one-half the rms value of the data. For 

spatial noise measurements we subtract the temporal rms from the total rms in quadrature 

and use the resultant rms value to scale the spatial NPS plots. 

The properties of the DFFf set the highest frequency present in the NPS as well as its 

frequency resolution. The highest frequency is given by 1/26.T, where 6.T is the sample 

spacing of the data. The resolution is given by l/T, where T is the data length.44 For 

example, a temporal data set consisting of 100 samples, taken at I second intervals has a 

NPS with a maximum frequency of .5 Hz and a resolution of .01 Hz. 

Figure 1.4 shows a synthesized data set generated by a spreadsheet program. This data is a 

zero-mean random data set with a uniform PDF, that is, there is an equal probability of all 

values between ±.5 occurring. The horizontal axis of the data set represents time or 

distance, depending on whether the input data is spatial or temporal. The horizontal axis of 

the NPS is the inverse of the horizontal axis in Fig. 1.4, either in cycles/sec (for temporal 

data) or cycles/mm (for spatial data). Figure 1.5 shows the NPS generated from the data 

set shown in Figure 1.4. Notice that although there are random fluctuations in the 

frequency spectrum, it is essentially flat or "white," which is what we would expect since all 

data values occur with the same probability. 
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Figure 1.6 shows the result of superimposing a random fluctuation upon a periodic data set 

(in this case a sine wave). The period of the sine wave is 2 units on the horizontal axis. 

Figure 1.7 shows the NPS generated from this data set. Notice the very large peak in the 

NPS at .5 cycles/unit, where unit is the unit of measure in Figure 1.6. This peak occurs at 

a frequency equal to the reciprocal of the period of the data in Figure 1.6. The 

contribution of the random data cannot be seen in Figure 1.7 because of the large peak due 

to the sinusoidal modulation. Figure 1.8 is a semi-log plot of Fig. 1.7. Except for the large 

peak at .5 cycles/unit, the NPS is fairly flat, as it was for Fig. 1.5, which is what we expect. 
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The noise power spectrum is very useful in the analysis of a system, as it provides an easy 

way to find out if the system has a white spectrum and, if it doesn't, the NPS can help to 

show at what frequencies the spectrum is not flat. 

D. Introduction to the Human Visual System 

Although I will not discuss the operation of the human visual system in depth, I will 

describe some of its operating characteristics to justify the specific methods we selected to 

evaluate CRTs. These specifications are averages of human performance and, as such, 

considerable deviation can exist from person to person. 

When discussing spectral sensitivity, the eye has two different operating regions, one for 

normal light levels (photopic) and the other for low light levels (scotopic).45 The spectral 

response of the eye for these two regions is shown in Figure 1.9. The two different regions 

are characterized by different peak wavelengths and short and long cutoff \vavelengths. 

The scotopic response is a black and white response because no color receptors function at 

low light levels. 

The temporal response of the human visual system is shown in Fig. 1.10. This figure shows 

contrast (r) as a function of the critical flicker frequency (the frequency where flickering 

images just appear to fuse into a continuous image) for a sinusoidal modulation.46 The 

different symbols correspond to different luminance levels in units of Trolands (Td), a 

measure of retinal illumination. For display monitors, we are primarily interested in the 

region around 1,000 Td, which is 40 /t-L. We can see from this curve that for 1,000 Td, 

the maximum response is around 8 Hz, with the 50% response points around 3.5 Hz and 16 

Hz. At maximum contrast (100%), we see that the eye still has a response up to 50 Hz (and 

even higher in some individuals). The low-frequency response is dictated by involuntary 
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motion of the eye (saccading) and has a frequency of around 2.5 Hz. 47 
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Figure 1.10: Temporal Response of the Human Vision System. -Reprinted from the 
Handbook o I Optics, Optical Society o I America. 

Figure 1.11 shows a plot of the spatial resolution of the human visual system. 48 The 

vertical axis represents the threshold contrast, which is the minimum detectable contrast. 

The upper limit (resolution at 100% contrast) is around 60 cycles per degree. The eye is 

most sensitive to spatial frequencies of around 8 cycles per degree. At a .5 meter viewing 

distance, the maximum resolution frequency corresponds to 6. 7 line pairs per millimeter 

(lp/mm), which is a linewidth of 75 Jjm, while the spatial frequencies the eye is most 

sensitive to are around .9 lp/mm, with a linewidth of 560 p,m. 
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Figure 1.11: Spatial Frequency Response 0/ the Human Vision System. Reprinted by 
courtesy 0/ Hans Roehrig. 

From Figure 1.11, we also can find the minimum threshold contrast, which is between .2 

and .6%, although I % is commonly quoted.49 This minimum threshold contrast can be 

much higher depending on the luminance as well as the spatial and temporal frequencies 

contained in the image. Figure 1.12 shows the threshold contrast for two monitors we 

measured compared to measured data (Blackwe1l50) where the human eye-brain noise is the 

limiting noise. 51 The minimum threshold contrast for the monitors was 3-4%, while the 

solid curve has a minimum threshold contrast of .4%. This 10 times increase in the 

minimum threshold contrast is due to the presence of CRT noise which exceeds the noise in 

the human visual system. 



43 

00000 Tektronix Monitor 
00000 US Pixel Monitor 

+-' ~from Blackwell (J) 0 
0 0.1 
I- 0 

+-' 
C 0 0 I!JJ 0 0 000 

U c§> 0 0 0 

"0 
0 0.01 ..c 
(J) 

OJ 
I-

..c 
I-

0.001 
0.01 0.1 1 10 100 

Luminance (ft-L) 

Figure 1.12: Threshold Contrast Curves 0/ Two Measured Monitors Compared with the 
Human Visual System A/one 

Related to threshold contrast is the concept of a just noticeable difference (JND). This is 

the minimum discernible brightness change in a monitor and, for an ideal display system, 

the quantization levels (grey levels) should be equal to the JND.52 In general, the size of a 

JND depends on the dominant noise and the light level. For the specific case of a display 

monitor, the size of the JND depended on the noise of the monitor and the luminance out 

of the CRT. The relationship between JNDs and the threshold contrast CT is: 53 

JND = CT 
L 

(1.23) 

where L is the luminance of the monitor. This is another application of Eq. I, where the 

signal is a JND and the x factor is the amount the signal must be above the noise to make a 

"just noticeable difference" to the human observer. 
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II. Overview of Devices 

A. Photomultiplier Tubes 

A photomultiplier tube (PMT) is a very sensitive detector of optical radiation in the 

wavelength region between 200 and 900 nm. Because it has an internal, low-noise, high 

gain electron amplifier, it is a useful device for measuring small amounts of light. Gains of 

107 output electrons per photoelectron are possible. Most PMTs are between 4 and 6 

inches long and between 3/4" to 3" in diameter but can be much smaller or much larger. 54 

The PMT usually has to be biased to between 500 and 3000 Volts to accelerate and "steer" 

the electrons through the PMT. 

1. History 

Photomultipliers have been used for detection of optical radiation for over 55 years. 

Austin and Starke advanced the theory behind operation of a PMT in 190255 and in 1935 

RCA built the first successful PMT in 1935 as a single stage device. 56 The recent major 

breakthroughs in PMT technology have been the discovery of negative electron affinity 

(NEA) materials 57 with high gains and quantum efficiencies, and the development of high 

gain first dynodes for use low light-level applications. Because of their low noise and large 

gains PMTs are used in a variety of industries. 58 

2. Construction and Operation of PMTs 

Figure 11.1 shows a conceptual schematic of a PMT. The incoming photons strike the 

photocathode, where their energy is used to create free electrons in the photocathode 

material. If the free electrons have sufficient energy to overcome the potential energy 

binding them to the photocathode, they become photoelectrons, via a process called 

photoemission. After leaving the photocathode, the electrons are steered to the first 
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dynode by the specially tailored electric fields in the tube (the tube's electron optics). The 

first dynode is a metallic substrate coated with a secondary emitting material that can 

generate up to 250 output (secondary) electrons for each input (primary) electron69 

(although an average value would be closer to 40 output electrons per input electron). 

These secondary electrons are then drawn to the second dynode. The second and later 

dynodes also have metal substrates but are coated with a material that emits only 2 or 3 

secondary electrons for each primary electron. Fig. 11.1 shows only three dynodes; 

however, some PMTs have up to 13. If we'denote the gain of the first dynode as 51 and 

the gain of the subsequent dynodes as 5 (assuming all but the first have the same gain), the 

total gain for a k-dynode PMT is: 

(II.1) 

If the PMr has a first dynode gain of 250, remaining dynode gains of 3, and 13 total 

dynodes, the gain is 1.33xl08! The final stage of the PMT is the anode. The anode 

collects all the multiplied electrons. Metallic leads connect each dynode and the anode to 

metal pins outside the PMT. The entire PMT is enclosed by an evacuated glass vacuum 

envelope to prevent contamination of the inside of the PMT and to reduce the chance of 

electrons interacting with gas molecules. 

LIGHT 

I 
ANODE 

PHOTOELECTRONS 

Figure fl.I: Schematic of, a Photomultiplier Tube. Reprinted by courtesy of Burle 
Technologies, Inc. All rights reserved . 

.. -- ------------------ ----
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The photocathode can either be semi-transparent (transmissive) or opaque (reflective) 

although all the devices we used were semi-transparent compounds of alkali metals,60 which 

act as semiconductors. Figure 11.2 is an energy diagram of a semiconductor photocathode. 

The vertical direction represents increasing energy while the horizontal direction is spatial 

and goes from photocathode to vacuum as we proceed from left to right. The bandgap is 

shown as the forbidden band between the valence band and the conduction band. The 

electrons in the valence band are closely packed together and are not very mobile. In the 

conduction band, however, the electrons are free to move about, although they are still 

bound to the atom by its electron affinity. If a photon transfers an amount of energy 

greater than EA + EG to a valence band electron, the electron may become a free electron 

and then be multiplied by the dynode chain of the PMT. To become a free electron the 

electron must diffuse through the photocathode material to the photocathode/vacuum 

junction. While it traverses the photocathode material, the electron may undergo collisions, 

which reduce its energy. After too many collisions, the electron will no longer have 

enough energy to become a free electron. Because of this, it is common to refer to a 

diffusion length, a certain distance from the junction within which the electron must be 

created to become a free electron. The sum E A + EG therefore represents the minimum 

amount of energy necessary to liberate an electron from the photocathode if no collisions 

are made. By proper processing of the photocathode material, E A can be made negative, in 

which case the device is a negative electron affinity (NEA) device. However, even in an 

NEA device the electron must diffuse to the photocathode/vacuum junction before it can 

become a free electron. 
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Figure 1l.2: Semiconductor Energy Band Model. Reprinted by courtesy 0/ Burle 
Technologies, Inc. All rights reserved. 

Since the energy of. a photon is hc/ >. where h is Planck's constant, c is the speed of light 

and>. is the 'wavelength of the photon, the condition for creating a free electron is: 

he> E + EG >. - A 

Rearranging Eq. 11.2 in terms of a maximum, or cutoff, wavelength >'c yields: 

>. = he = 
c EA + EG 

1240 
EA + EG 

(11.2) 

(11.3) 

where >'c is in nanometers and (EA + EG ) is in electron-volts. Equation 11.3 shows that the 

larger E A + EG is, the shorter the cutoff wavelength >'c is. It would then seem desirable to 

have as small a bandgap and electron affinity as possible; however, if they are too small, 

some thermally excited electrons will have enough energy to become free electrons. These 

electrons were not excited by any incoming signal photons and are thus called dark 

electrons. Since a dark electron and a photoelectron look the same to the dynode chain, 

dark electrons are also multiplied and cause a current at the anode that is independent of 

the signal at the photocathode. If this dark current is large, it will interfere with the 

measurement of the signal current. 
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The dynodes of the PMT work via a process called secondary emission. Much like 

photoemission in the photocathode, an incoming quanta (in this case an electron instead of 

a photon) interacts with electrons in the dynode material and transfers its energy to them. 

If the secondary electron has enough energy to overcome the bandgap of the dynode 

material, it will leave the dynode and be accelerated to the next dynode. The potential 

difference between the dynodes is biased high enough that each primary electron that hits 

the dynode has enough energy to produce more than one secondary electron. This process 

is repeated at each dynode to build up the large gain G given in Eq. 11.1. Figure 11.3 shows 

a cutaway view of a box-and-grid multiplier section of a PMT (like that which is used in 

the hybrid tube's PMT). The grids for each dynode have potentials that are increasingly 

positive. Therefore, as secondary electrons leave each dynode, they are attracted to the 

next one. The last element in the dynode chain is the anode, which collects the electrons 

from the last dynqde. If the current density in front of the anode is so high that the 

electric field cannot draw all the electrons into the anode, a residual cloud of electrons--a 

space charge--appears in front of the anode. This space-charge repels incoming electrons 

and thus limits the anode current. 

ACCELERATING 
GRID 

1-9 - DYNODES -ELECTRON MULTIPLIER 
10 -ANODE 

SEMITRl\tlSf'AnENT 
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FOCUSING I 
ELECTRODE --"'L 

INTEnNAL 
CONDUCTIVE 
COATING 

mCIDENT 
........... ""·--RADIATION 

INCIDENT 
RADIATION 

Figure 1/.3: Schematic 0/ a Box-and-Grid Photomultiplier. Reprinted by courtesy 0/ Burle 
Technologies, Inc. All rights reserved. 
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Electron optics "steer" the electrons through the PMT. They may take the form of grids in 

front of dynodes, a focusing electrode as shown in Fig 11.3, or may be part of the dynode 

shape itself. Unlike regular optics, there are no physical lenses that the electrons traverse; 

rather, pieces of metal are biased to certain potentials to create electric fields that control 

the electron trajectories. These fields are usually complex, as Figure 11.4 shows. The 

numbers in Fig. 11.4 represent voltage values of the equipotential surfaces, the dashed lines 

are equipotential lines and the solid lines are electron trajectories. A well-defined electron 

optics system will steer every electron from the photocathode through to the anode. 

' ' 

0 
0 
<D 
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' 

TYPICAL 
ELECTRON 
TRAJECTORI£!1 

Figure 11.4: Schematic of a Photomultiplier's Electron Optics, Equipotential Lines and 
Electron Trajectories. Reprinted by courtesy of Burle Technologies, Inc. All rights reserved. 

One problem when using a PMT is the presence of dark current and, although dark current 

is not a noise, since its DC value may be measured and removed, it may determine the 
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smallest measurable signal. A large contributor to the total dark current is thermionic 

emission, free electrons created from thermal energy. This current originates primarily in 

the photocathode although emission from the dynodes also can contribute to it. Because 

thermionic emission is a thermal process, reducing the temperature of the device can greatly 

reduce the dark current. The Richardson equation6l gives the temperature dependence of 

the dark current: 

(11.4) 

where m is the electron mass, e is the electron charge, k is Boltzmann's constant, h is 

Planck's constant, Ad is the area of the photocathode and T is the temperature of the 

photocathode in Kelvin. Figure 11.5 shows a plot of the dark current density for different 

photocathode materials as a function of temperature. Note the strong dependence on 

temperature for almost all the photocathode materials. Because the thermally generated 

electrons (dark electrons) look the same to the dynodes and the post detector electronics as 

the photoelectrons do, they are hard to discriminate from the signal. The relative 

contribution of the dark current to the total signal current can be minimized by cooling the 

device or by synchronizing the analysis system to the optical signal (how we do this will be 

discussed in Ch. V). According to Equation 11.4, to reduce the dark current further, the 

photocathode area should be kept small and the cutoff wavelength should be no longer than 

necessary. 
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Figure /1.5: Dark Current Density of Photocathode Materials as a Function of Temperature. 
Reprinted by courtesy of Burle Technologies, Inc. All rights reserved. 

There are other contributors to the dark current such as ohmic leakage (both internal to the 

tube and externally on the tube lead and socket assembly) and regenerative effects. Ohmic 

leakage is usually seen at lower bias voltages while regenerative effects are usually seen at 

higher bias voltages. Figure 11.662 shows the relative contributions of these two effects to 

the complete dark current. There are three regions to this curve. The first region (going 

from left to right) is dominated by ohmic leakage~ where the insulators of the tube do not 

insulate completely because of contamination either externally by improper handling or 

internally because of improper manufacturing techniques. This region extends from 0 to 

around 80 Volts per stage. The next region is dominated by thermionic emission and the 
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dark current effectively follows the gain curve of the tube. This is so because thermionic 

emission is simply emitted electrons that are amplified in the same manner as .signal 

electrons. This region extends from around 80 Volts per stage to around 120 Volts per 

_ stage. At high voltages, the dark current is unstable and is dominated by regenerative 

effects, which include dynode glow and glass charging effects. 63 These effects are called 

regenerative because they create photons, which then feed back to the photocathode to 

create more photoelectrons, and so on. Operation in this mode should be avoided because 

of possible damage to the PMT from excessive current densities. 
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Figure 11.6: Photomultiplier Dark Current as a Function of the Stage Voltage. Reprinted by 
courtesy of Burle Technologies, Inc. All rights reserved. 

The three PMTs we used for our characterizations were the RCA 8850, the RCA 8852 and 

the RCA S83013FM. We examined the 8850 because it is an extremely low noise, photon 

counting PMT. The Navy was interested in the 8852 because it has a long wavelength 

response and the S83013FM was the PMT chosen by ITT to be part of the hybrid detector 
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used for the submarine laser communications program. The 8850 and 8852 are both 2" 

diameter, 12-stage devices while the S83013FM is a 3.5" diameter, 10 stage device. The 

first dynodes for the 8850 and 8852 are high-gain Gallium-Phosphide (GaP) while the first 

dynode of the S830I3FM is a conventional Copper-Beryllium (CuBe). The 8850 and 

S83013FM both have a response that cuts off around 630 nm while the 8852's response 

extends to 900 nm. The spectral responsivity of the 8850 and 8852 will be discussed in 

further detail in Ch. V. 

3. Noise Characteristics of PMTs 

The three major noise sources in a PMT system are shot noise, Johnson noise and excess 

noise. Although there are other possible noise sources such as voltage supply ripple 

feedthrough, faceplate fluorescence, etc., these usually playa minor part in the total noise. 

a. Shot Noise 

Shot noise arises from random fluctuations in input photon stream to the photomultiplier. 

As mentioned in Ch. I.C.I.c the noise in a photon stream has a Poisson PDF and thus the 

standard deviation of the number of photons is equal to the square root of the mean 

number of photons n. We then need to cascade the photon noise of the input photon 

stream with the noise from the binomial PDF of the photocathode's quantum efficiency. 

Quantum efficiency will be explained in more detail in the next chapter but briefly it is the 

probability that an incident photon will create a photoelectron. Using Eq. 1.12 we find that 

the variance after the photocathode is: 

(J2 = 1J2n + n1J( I-1J) 

= n1J 

(11.5) 

(11.6) 

We can express this variance of the number of electrons as a current by taking the square 

root and converting from electrons to coulombs per second: 
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'shot,rrns - t. 2 

mt 
(11.7) 

where e is the electronic charge and lint is the integration time of the measurement system. 

The term enr}/tint can be rewritten as an average signal current is so that we have: 

(11.8) 

Shot noise is usually expressed relative to the noise equivalent bandwidth of the system, 

instead of the width of its impulse response, so we must use the relationship between the 

two (derived in Ch. V.A.1.a): 

so that Eq. 11.8 becomes: 

1 
2!:1f 

(11.9) 

(11.10) 

which is the usual expression for shot noise. Since PMTs also have a source of thermal 

electrons, we should add the resultant dark current into the shot noise equation. Because 

the thermal electrons have a Poisson distribution and they are independent of the signal 

electrons, we can simply add the dark noise photocathode current into Equation 11.10: 

(lI.1I) 

Since shot noise fluctuations are inherent in any photon stream, shot noise limited 

performance represents the best performance of a given detector system. 

b. Johnson Noise 

Johnson noise arises from thermal motion of charged particles in a resistive medium. For a 

PMT system, this resistive medium is the load resistor, which is used to convert the output 

current pulses of the PMT to voltage pulses. Johnson noise has the form: 

. - J 4kT!:1f 
'Johnson,rms - RL (11.12) 



55 

where k is Boltzmann's constant, T is the temperature of the load resistor and RL is the 

resistance of the load resistor. 

c. Excess Noise 

Excess noise is noise in addition to the "classical" noises like Johnson and shot noises. 

Current amplification of the PMT is not completely noise-free even after taking these two 

noises into account. A dominant source of excess noise in a low-noise PMT is the 

statistical fluctuations in the gains of the individual dynodes. These fluctuations are 

present in noisy PMTs; however, they are the dominant noise source only when the other 

noises are small. Each dynode has a mean gain but this fluctuates statistically, yielding an 

uncertainty in the output of the tube. 

To calculate the variation of the output of a PMT, I use the following table: 

Stage Source PDF Mean Variance 

1 Light Source Poisson n n 
2 Quantum Efficiency Binomial TJ TJ( I-TJ) 
3 Collection Efficiency Binomial TJeo TJeo ( I-TJeo ) 

4 First Dynode Poisson 01 01 
S ... k Subsequent Dynodes Poisson 0 0 

Table //,1: Statistical Parameters for Calculating Noise in a PMT 

and cascade the noises of all the stages. I assume that all dynodes but the first have equal 

average gain 0 and that the thermionic emission from the dynodes is negligible. The TJeo 

term is the first dynode's collection efficiency, the percentage of photoelectrons collected 

by the first dynode. I assume that the collection efficiency of all dynodes after the first is 

100%. These assumptions are true within a few percent for a low-noise PMT. For a PMT 

with k stages, the gain Otot may be calculated from Eq. 1.13: 
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(11.13) 

The variance O"tot Z can be calculated from Eq. 1.14: 

O"tot Z = eS'totZ[nnz + !1.U.::ru.z + '7eo(l-'7~o) + eS'1 eS' Z + ... + eS' k] 
n'7 n'7'7eo n'7'7eo 1 ll'7'7eo eS'1 eS' 

(11.14) 

We can rearrange terms in Eq. 11.14 and take the square root to yield the standard 

deviation: 

eS'tot I { I I I } O"tot = . ~ 1+ eS'1 1+;5+ tz+ ... + ck-l 
v ll'7'7eo 0 

(11.15) 

The term within braces can be written: 

k-I 

Lxi (11.16) 

;=0 

where x = I/eS'. If Ixl < 1 (which means that 1eS'1 > 1, true for any PMT) and k-+oo, the 

series reduces64 to I/{l-x). Although the PMT doesn't have an infinite number of 

dynodes, the latter dynodes do not contribute much to the sum so the series approximation 

is a good one. We then have: 

(11.17) 

where the term in square brackets represents the excess noise. As eS'1 -+ 00, the term in 

square brackets goes to zero and the dynodes add no noise. This is why PMT gain is often 

called "noise-free" gain and why most low-noise PMTs have first dynodes with large gains 

of 20 and higher. The bracketed term will not be zero for a finite eS'1' however, for a large 

eS'1 this term will be small. A quantitative discussion of the magnitude of this term and the 

excess noise associated with it will be given in Ch. VII. 

Excess noise also can depend upon tube construction, history of operation, bias voltage and 

-----~ .. --------- -----------
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the amount of light incident on the photocathode.66 In general, the excess noise varies 

from tube to tube and sometimes with the same tube, from experiment to experiment. We 

usually lump all sources of excess noise together in the noise factor of the tube, which will 

be discussed in the next chapter. 

Excess noise is not as great a problem for a tube operating in a photon counting mode 

instead of an integrating mode; however, too much excess noise can result in false counts 

or missed counts. 

d. Total Noise 

To find the total noise out of a PMT, we need to express Eq. 11.17 in terms of a current 

and add in quadrature the Johnson noise from Eq. 11.12. This gives a total noise current 

of: 

i tot rms = • 
(11.18) 

= (11.19) 

where G is the gain of the PMT given in Eq. 11.1 and i is the average current leaving the 

pho tocathode. 

B. Image Intensifiers 

Image intensifiers increase the luminance of an optical image electro-optically. The image 

intensifier (II) has a photocathode, an electron acceleration/focusing region and an output 

phosphor as seen in Fig. 11.7, a simplified schematic of an II. An input photon creates a 

photoelectron in the same way as for the PMT photocathode discussed above. A high 
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electric field accelerates the photoelectron which then strikes a phosphor screen and creates 

many photons via cathodoluminescence. The II can be designed such that input sensitivity 

is in a different optical frequency region than the phosphor emission. In this way the II is 

an image converter because its output frequency spectrum can be different from its input 

frequency sensitivity. 
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Figure 11.7: Schematic of an Image Intensifier 

1. History 

The first information on image tubes was published in the 1930s.66 ,67 An interesting fact 

to note was that because of the poor performance of early phosphor screens and 

photocathodes these first lIs were unity gain image converters used to "see" in the 

infrared.6S It wasn't until after World War Two that a true II with gain was produced.69 

Improvements in phosphor and photocathode technologies have made them very useful 
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devices for low-light intensification. 

2. Construction and Operation of Image Intensifiers 

Image intensifiers can be electrostatically, magnetically or proximity focused. The hybrid 

tube's II is proximity focused so I will discuss that type here. Proximity focused tubes (like 

the one shown in Fig. 11.7) have the photocathode and phosphor screen close enough that 

the high electric fields do not allow the electron trajectories to deviate significantly from 

the field lines, which are nearly perpendicular to the photocathode and the phosphor. Bias 

voltages for lIs can range from 5 kV to greater than 12 kV. The maximum gain of single 

stage lIs is around 100 output photons per input photon. To get higher gain, stages can be 

cascaded together so that for a three stage device, the maximum gain may be close to 106 

output photons per input photon. Similar to a PMT, different photocathodes can be used 

to give sensitivity from the UV to the near infrared. 

A variety of phosphors are used for the output of lIs. Image intensifier phosphors usually 

have an aluminized backing layer that serves as an electrode and an optical barrier to 

prevent light feedback to the photocathode. It also reflects any back-scattered light in the 

phosphor toward the output face of the intensifier. A disadvantage to using a reflective 

backing is that it degrades the sharpness of the image because the reflected photons may 

exit the phosphor in a different location and direction than the electron that excited 

them.70 Also, this layer reduces the energy of the electron beam striking the phosphor, 

which gives rise to a dead voltage. This voltage represents the amount of kinetic energy 

expended by the accelerated electrons in traversing the aluminized backing layer of the 

phosphor. The relationship between luminance and bias voltage can be written: 71 

(11.20) 

where L is the light out of the II, k and n are constants depending on the phosphor 
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material (n is usually between I and 2), V is the bias voltage and Vo is the dead voltage. 

The dead voltage is usually a few kilovolts for an II phosphor. 

The two phosphor parameters often quoted are decay time and color. Phosphors can have 

decay times from .12 J,lS to 400 ms, and, although the ones we evaluated have a blue or 

bluish-green color, phosphors with output wavelengths from the UV (P16 phosphor) to red 

(P22B)72 exist. 

From Fig. 11.7 we can see that a narrow spot of light incident on the II creates an output 

spot spread on the output faceplate of the II. The blur diameter d is related to the spacing 

between the photocathode and the phosphor (shown as x in the figure) and the applied bias 

voltage V in the following manner: 

d = 4XJ; (11.21) 

where Vr is a constant that depends upon the photocathode material. 73 The hybrid tube is 

a non-imaging detector so this blur diameter is not a big concern. 

Since photocathodes used in lIs are for the most part, the same as those used in PMTs, the 

problems associated with dark current are prevalent in lIs as well. In lIs, however, the dark 

current from the photocathode causes light to be emitted from the phosphor, hence the 

term dark emission is used instead of dark current. The dark emission follows the 

Richardson equation given in Equation 11.4. The same recommendations for reducing the 

dark current of a PMT apply for an II: 1) use as small a photocathode as possible, 2) select 

a photocathode with the shortest cutoff wavelength that can be tolerated for the given 

application and 3) if a long-wavelength response is necessary, cool the II. 
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The image intensifier used in the hybrid detector is an ITT F4JJO (M) proximity focused 

image intensifier with a P47 output phosphor. The cathode diameter is 76.2 mm and the 

photocathode to phosphor spacing is .47". This large gap increases the blur diameter but 

allows the tube to be operated at bias voltages up to 9 kV instead of the usual 6 kV for this 

type of tube. 

3. Noise Characteristics of Image Intensifiers 

a. Shot Noise 

As in PMTs, shot noise is present in an II. The expression for shot noise given in Equation 

11.8 is the same for an II: 

(11.22) 

where ishot,rms is the shot noise variation in the current between the photocathode and the 

phosphor screen. We can also express the shot noise as a resultant noise at the output 

phosphor: 

(11.23) 

The maximum bandwidth t1fmax of t1f in Eq. 11.23 is limited by the decay time tdee of the 

phosphor and the relationship between the two is: 

at, = _1_ (11.24) 
max 2tdee 

This noise in the electron beam must be cascaded with the other noises in the II to find the 

total noise out of the II, which will be done at the end of this section. 

b. Excess Noise 

As with PMTs, excess noise describes the noise in amplification of the signal in an II. With 

an II, the amplification takes place in the phosphor, where an energetic electron is 

converted to many photons. However, this conversion is a random process and, as such, 
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has a variation associated with it. If the mean photon gain is Gp and we assume the noise 

in the gain process is Poissonian, the rms value is VG;. If most photoelectrons reach the 

aluminized backing layer (ie. the electron optics are well-designed), the excess noise in an 

II is primarily associated with the phosphor gain variations. 

c. Total Noise 

We can cascade all the noises together to get the total noise for the II by using Eq. I.14: 

.JFi; .; G p ( G p + 1 ) . r.:.- r=.:--:-:=------=c-:-
<i>tot,rms = t = 2v Ne v'Gp(Gp + 1)!:::../ (11.25) 

where Ne is equal to: 

(11.26) 

C. Hybrid System 

1. Construction and Operation of Hybrid Detectors 

As mentioned in Chapter I, the hybrid detector I tested is a combination of an II and a 

PMT. The II is the front end of the device, an isolation plate is next in the optical chain 

and the PMT is the output stage. 

Figure 11.8 shows the electrical details of the device. Notice the isolation plate between the 

II and the PMT. It is a flat glass plate, coated on both sides with an electrically 

conductive, optically transmissive Sn02 material that allowed both the cathode of the II and 

the anode of the photomultiplier to be operated at a safe ground potential. Without this 

plate, ionic current through the glass faceplate would result in an extremely high dark 

current because of the large potential difference between the diode high voltage and the 

PMT high voltage. With the plate, the surfaces of the glass could be kept at the same 

potential as the phosphor screen or PMT photocathode. We operated the II with bias 
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voltages between 5 and 10 kilovolts. The photomultiplier could be operated at bias voltages 

up to 1500 volts. The entire assembly was potted in a magnetic shield. 
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Figure 11.8: Schematic of the ITT Hybrid Tube. Reprinted by courtesy of/IT. 

From Fig. 11.8, we can derive the output current from the hybrid tube: 

(11.27) 

where iK is the current from the II's photocathode, Gn is the II gain, Tp is the 

transmittance of the isolation plate, (N.A.)2 is the optical coupling efficiency expressed in 
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terms of a numerical aperture, Tl is the quantum efficiency of the PMT, Tleo is the collection 

efficiency of the PMT and G PMT is the PMT's gain. 

2. Reasons for Use of Hybrid Detectors 

The ITT hybrid tube is a bulky and complicated arrangement for detecting optical signals. 

In this case; however, it was the best choice. No manufacturer would make a PMT with 

the same extended red response as could be obtained with a remote processed photocathode 

in an II. Also, the II has a field-enhanced emission due to the high electric fields,74 fields 

much higher than those present near a PMT's photocathode. Many solid state detectors 

have significantly higher quantum efficiency than the II in the near infrared however they 

had a small active area and had more noise than a PMT. 

Because of their small active area, a solid state detector module would require an array of 

solid state detectors. This presents problems in that the devices cannot be closely packed 

and each detector needs a separate readout and bias module, greatly increasing the 

complexity of the system electronics. The second problem with solid state detectors is that 

their amplification stages are inherently more noisy than a PMT'S.76 This is so because the 

locations of the gain stages in a p-i-n device, for example, are not defined; therefore, 

electrons may impact-ionize anywhere in the material. Also, there are no graduated 

potential steps to ensure that a fixed amount of energy is transferred to each carrier. For 

both reasons a large amount of uncertainty or noise is present in the multiplication of 

carriers. PMTs, on the other hand, have discrete dynodes at fixed relative potentials that 

result in a less noisy amplification. Progress in "solid-state PMTs" (multiple quantum well 

devices) is being made76 but most of these devices have very small active areas (~ I mm2) 

and many of them have to be cooled to liquid helium temperatures. 
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3. Characteristics of Hybrid Detectors 

A hybrid detector has many advantages associated with it. Since hybrid detectors are based 

on two mature technologies, there is not much development that has to be done to produce 

a viable detector. As mentioned earlier, one advantage of using an II is that it gives a 

better response in the near infrared than off-the-shelf PMTs do. Another advantage of this 

technology is that large area devices (photocathode diameters greater than 3") can be easily 

made. One final advantage is that PMTs have high gain and low noise. 

Hybrid detectors of this type also have their disadvantages. For example, the large area 

photocathodes have large dark currents that require the tube to be cooled for best 

operation. Also, being a multi-stage device, there are inevitable signal losses at each 

optical or electro-optical interface. Besides the input window and quantum efficiency of 

the PMT, the signal also is reduced by the transmission of the II's input window, the 

quantum efficiency of the II's photocathode, the conversion efficiency of the II's phosphor, 

the transmission of the II's output window, the coupling efficiency to the isolation plate 

and the transmittance of the plate. None of these extra degradations would be present with 

a single-detector device. 

4. Noise Characteristics of Hybrid Tubes 

To calculate the total noise of the hybrid tube, we have to cascade the noise from all the 

stages together. I have broken down the hybrid detector to seven components or stages 

cascaded together. Figure 11.9 shows an expanded view of the hybrid tube (not drawn to 

scale) to show its individual stages. These individual stages can be characterized by the 

type of noise present in each stage and by its mean and standard deviation as seen in Table 

11.2. 
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Stage Stage Noise Standard 
Number Name Type Mean Deviation 

I Shot Noise Poisson Ne VN; 

2 Gain of Image Poisson GIl VGII 

Intensifier 

3 Coupling Binomial (N.A.)2 v(N.A.)2( I-(N.A.)2) 
Efficiency 

4 Transmittance Binomial T vT( I-T) 
of Plate 

5 PMT's Quantum Binomial '1 V'1( 1-'1) 
Efficiency 

6 PMT's Collection Binomial "leo V'1eo (l-'1eo ) 

Efficiency 

7 PMT Gain Variable GpMT O'pMT 

Table 1/.2: Different Stages and Their Noises for the Hybrid Tube 

The stage numbers in the table correspond to the stage numbers given in Fig. 11.9. The 

type of noise is the PDF associated with a given noise stage. The noise type for the PMT 

is listed as variable because we include any excess noise in the PMT here. Applying Eq. 

1.13 to this system gives the total gain of: 

(11.28) 

Applying Eq. 1.14 to this system gives the total noise: 

r..- 1 [O'PMT2] O'tot = GtotvNe 1+ G (N A)2 1 + G 2 
II .. T'7'1eo PMT 

(11.29) 

We often make single electron distributions, in which case the first stage has no noise 

associated with it. If we also use the more general expression 0'11 for noise in the II gain 
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(assuming it is not strictly Poissonian) we have: 

(11.30) 

D. High Resolution Display Monitors 

1. History 

William Crookes invented the cathode ray tube (CRT) in 187977 and Vladimir K. Zworkin 

produced a completely electronic television system in 1929.78 The basic principles of 

television have not changed much since its invention; however, the implementation of these 

principles has evolved considerably. Tube electronics were replaced by their solid-state 

counterparts, and new phosphors produce much brighter, clearer images. Also, advances in 

electron optics have made it much easier to precisely "steer" the electron beam. As the 

result of these innovations, resolution of television sets has increased tremendously, from a 

few hundred pixels up to a present-day nominal pixel matrix of over 2000 by 2000 pixels. 

2. Construction of Display Monitors 

A display monitor consists of a cathode ray tube, horizontal and vertical drive electronics, 

and a video amplifier system. Optionally, a display monitor may have a frame buffer to 

store images. The cathode ray tube creates an optical image from an electrical input via 

cathodoluminescence. Figure II.10 shows a cutaway detail of a CRT. From left to right, 

the base is where the electrical connections are made to the tube (except the anode 

connection, which is made at the side of the tube). The electron source (cathode) is heated 

and emits electrons that are used to form the electron beam. The accelerators and focus 

electrodes control the speed of the electrons and the electron beam shape. After the last 

accelerator comes the deflection yoke assembly, which changes the magnetic field in the 

yoke region as a function of time and scans the electron beam in a raster pattern across the 



69 

back of the CRT's faceplate. This faceplate is made of glass and has a phosphor material 

deposited on it that emits photons when struck by an electron beam. 
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Figure 11.10: Schematic 0/ Cathode Ray Tube (CRT). Reprinted by courtesy 0/ Peter Keller 

Figure 11.11 shows a detail of the electron gun assembly. The heater maintains the high 

temperature of the cathode. Electrons are attracted to positive polarity grids like grid 2 

(G2) and the accelerators; however, there is a control grid between the cathode and G2.79 

This control grid is connected to the output of the video amplifier and, by making this grid 

negative, the electrons are repelled back toward the cathode. When this grid is driven 

positive, electrons are accelerated through it toward the next set of electrodes in the gun. 

The more positive the grid is driven, the more electrons are drawn through it to the 

accelerator plates. In this way, the video amplifier controls the beam current and hence the 

brightness of the electron beam spot on the screen. The transfer function between the 

video amplifier voltage and the electron beam current is usually a power law and will be 

discussed further in the next chapter. The display's user usually has control over the gain 

and offset values of the video amplifier, often referred to as the contrast and brightness 

controls, respectively. The second grid (G2) has a strong influence upon the black level of 
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the screen, and thus can increase the dynamic range of the monitor by reducing the 

minimum luminance. 

CATHODE GRID GRID 12 FOCUS ACCELERATOn 

Figure /l.ll: Schematic of Electron Gun Assembly. Reprinted by courtesy of Peter Keller 

The electron beam is scanned across the phosphor (as shown in Fig. 1.12) and thus spends 

only a small amount of time (the dwell time) on each portion of the phosphor, the smallest 

addressable region of which is called a picture element or pixel. The output from any pixel 

therefore is pulsed at the frame rate (the number of times the phosphor is scanned in a 

second) of the monitor, which usually is between 60 and 72 Hz. A simulated plot of the 

output from one pixel as a function of time is shown in Fig. 1.13. The frame time (the 

reciprocal of the frame rate) is represented as tf and the dwell time is td (td is not drawn to 

scale in the figure, in true scale it would be so small as to be unnoticeable). Maximum 

output occurs when the electron beam is centered over the pixel and then decays 

exponentially according to the decay time of the phosphor. The ripples on the curve are 

fluctuations in the amount of light out of the monitor during one frame and the variation 

in the heights of the curves are variations in the light out from frame to frame. Both these 

fluctuations contribute to the noise of the monitor system for one pixel. 

-------- ---
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Figure I1.I2: Conceptual Drawing of a Display Monitor's Phosphor Being Scanned by an 
Electron Beam 
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output 

Figure I1.13: Output of a Single Pixel for Three Frames 

tiMe 

There are two types of scanning commonly used to scan the electron beam. The first 

--------------- ----------------
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involves scanning every other line on the monitor in alternating patterns called fields. First 

the odd numbered lines are scanned and then the even numbered lines are scanned. This is 

called interlaced scanning, common to all home television monitors. With interlaced 

scanning the two fields combine to make one frame. The advantage of interlaced scanning 

is that a lower system bandwidth can be used to provide the same number of lines while 

keeping the same frame rate, although only half the total number of lines are scanned for a 

given field. The disadvantage of interlaced scanning is that it may be hard to align the 

fields exactly--they may shift relative to each other and cause the lines to pair up (called 

line pairing). Also, regions of high spatial frequencies perpendicular to the scan direction 

may flicker noticeably (inter-field flicker). The other form of scanning is sequential or 

noninterlaced scanning. With this system each raster line is scanned sequentially and each 

frame has only one field. 

With either form of scanning, the beam needs to return to the beginning of each line after 

a line is scanned and to the beginning of each field or frame at the end of each field or 

frame. During this retrace, the beam must be turned off or blanked and the time the beam 

is turned off is called the blanking time. The dwell time td is then given by: 

te - tb 
td= ~ (11.31) 

where N is the total number of pixels and tb is the blanking time. We also can express the 

blanking time in terms of a duty factor (the percent of the scan period devoted to actively 

writing the image), which is equal to .98 for vertical deflection and .8 for horizontal 

deflection for the Tektronix monitor. 80 (I'll assume these figures are close for all the 

monitors we tested). The dwell time is then given by:81 

(.98)(.8)te .78 
td = N = Nf (11.32) 

where f is the frame rate. If a system has an exponential impulse response, the necessary 
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bandwidth is related to the rise time lr by: 82 

AI = .35 (11.33) 
lr 

It has been estimated83 that to turn a pixel completely on, the rise time must be less than 

one-fourth of the dwell time. Therefore, Eq. 11.33 becomes: 

A/= ~= 1.8Nf 
.251d 

(II.34) 

The large part of the CRT in Fig. 11.10 is called the funnel and has a conducting material 

on the inside to accelerate the electrons. The potential applied to this coating is around 20 

kV for the monitors we have tested. The phosphor screen and the faceplate make up the 

front of the CRT. The phosphor screen is similar to an II's and is aluminized as well. The 

phosphor is usually a P4 type for black and white displays, the only kind we have 

characterized. The faceplate is a thick piece of glass (up to 3/4" thick) whose primary 

purposes are to provide structural integrity of the vacuum CRT bottle and to be a surface 

upon which the phosphor can be deposited. The front of the faceplate may have contrast 

enhancing or anti-glare filters on it. The thickness of the CRT faceplate causes veiling 

glare, or halation.84,85 This phenomena occurs when light from the phosphor is reflected 

back toward the phosphor from the faceplate/air interface. This light then scatters off the 

phosphor back out toward the front of the monitor. This results in some light from one 

area of the screen scattering into other adjacent areas. Therefore the black (grey level 0) 

areas of the screen are not always completely black but are influenced by the brightness of 

their neighboring regions in a given image. This implies that the output of one region of 

the screen depends upon the content and brightness of the rest of the image. 

External to the display monitor is a frame buffer. This frame buffer stores digital values, 

called grey levels, that are converted to analog voltages when they are sent to the video 

amplifier of the display. Each pixel on the display has a digital value associated with it in 
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the frame buffer, which is like a digital memory. 

If we examine the CRT as a complete device, we see that the photon flux out of the 

monitor for one pixel during one frame time is given by: 

~ = GpTpibtd 
tre 

(11.35) 

where Gp is the gain of the phosphor, Tp is the transmittance of the faceplate of the 

monitor, ib is the beam current and td is the dwell time. 

The three monitors I evaluated were a UHR-2007 monitor from MegaScan in Hopkinton, 

Massachusetts, a GMA-202 monitor from Tektronix, Inc, in Beaverton, Oregon and a PX 

series monitor from US Pixel in Framingham, Massachusetts. Specifications of the 

monitors are listed in the Table 11.3. The column titled "Necessary Video Bandwidth" 

comes from solving Eq. 11.34 for each monitor. 

Nominal Necessary 
Pixel Video Video Frame 

Monitor Area Pixel Size Bandwidth Bandwidth Rate 
Name (cm) Matrix (/Jm) (MHz) (MHz) 

MegaScan 34x27 2560x2048 133 600 679 72 Hz 
Tektronix 27x36 I 536x2048 175 200 340 60 Hz 
US Pixel 22x33 1024xl536 215 100 113 40 Hz 

Table 11.3: Specifications of Tested Display Monitors 

3. Noise Characteristics of Display Monitors 

a. Video Amplifier Noise 

As mentioned earlier, the display monitor has a video amplifier associated with it. The 

video amplifier increases the incoming video signal (which usually has a voltage range of 

less than a volt) to a useful signal level to drive the grid of the tube (which may range up 

to a few hundred volts). Since the grid modulates the electron beam intensity, any noise in 
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the video amplifier will show up as an unwanted intensity modulation in the phosphor 

luminance. The noise voltage for a FET video amplifier noise is: 

(11.36) 

where k is Boltzmann's constant, T is the temperature of the device in Kelvin, Re is the 

effective resistance, Co is the junction and stray capacitances and, for one pixel and one 

frame, tll is the video amplifier bandwidth. If we express Eq. 11.36 as a per pixel, per 

frame noise we have: 

(11.37) 

where tl/f is 1/2/f • 

b. Beam Shot Noise 

Like the PMT and the II, a CRT also has shot noise, present in the electron beam from the 

cathode. From Eq. 11.8, the shot noise in the electron beam is: 

(11.38) 

where ib is the average beam current, If is the frame time, and iohot is the shot noise 

measured in the beam current for one pixel during one frame. 

c. Excess Noise 

As with the lis mentioned in Ch. II.B.3.b, monitors exhibit excess noise from their 

phosphor screens. This rms noise is related to gain fluctuations in the phosphor and is 

assumed to be Poisson, so that the standard deviation of the gain Gp is .JG;" the same as 

for lis. Excess noise also may arise from electrical noise due to flyback transformer noise 

coupled into the video amplifier, drift in the tube's performance over time, noisy power 

-------
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supplies, noise coupled into the cables connecting the CRT to the frame buffer, and even a 

noisy frame buffer itself. Since these many different noise sources have no common 

mathematical form, they are lumped together and called excess noise. For the analysis 

below of the total noise, I assume that the dominant component of the excess noise is due 

to the phosphor gain variations. 

d. Photon Noise 

Because the emission of photons from the monitor is a random process, the output from 

the monitor has a photon noise associated with it. This manifests itself as a variation in 

the number of photons out of the monitor. The standard deviation of this noise for a 

single pixel is the square root of the mean number of photons out of the monitor during 

one frame for a single pixel area of the phosphor. 

c. Spatial Pattem Noise 

Besides the temporal noises mentioned above, the display monitor also has spatial pattern 

noise. This noise appears as a pattern on the phosphor that does not change temporally. 

This pattern can be caused by to many things including the granularity of the phosphor, 

artifacts due to the two different phosphor components (which are discussed in the next 

chapter) and improperly adjusted monitor electronics. Figure 11.14 shows a photograph of 

a magnified region of the phosphor, which illustrates the granularity of the phosphor 

screen. This photo is of the Tektronix monitor however the other monitors also exhibited 

granularity. The area shown is about 6 pixels wide by 4 pixels high and consists of a 

section of two horizontal lines at grey level 255 separated by a horizontal line of grey level 

o on a grey level 0 background. We can see the luminance variations in the phosphor due 

to the individual phosphor grains. Because each phosphor grain has a different brightness, 

there are intensity fluctuations, which manifest themselves as spatial noise across the face 
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of the monitor. 

Figure 11.14: Photograph of Magnified Phosphor Grains 

Barnes, 86 gives an expression for the spatial noise, which he calls structure noise. For an 

x-ray phosphor screen, the expression for the rms fluctuations of the x-ray absorption is: 

(11.39) 

where a(NP) is the rms variance in the phosphor grain density, Nx(E) is the number of x

ray photons as a function of energy, J.£1 p(E) is the phosphor mass attenuation coefficient as 

a function of energy and mP is the average phosphor particle mass. For a CRT phosphor, 

the quantities that depend upon energy become constants since the electron beam is 
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essentially monoenergetic. Therefore, Eq. 11.39 becomes: 

(11.40) 

where C is a material dependent constant and Ne is the number of electrons landing in a 

given area of the phosphor (a pixel is a convenient unit of area here). Equation 11.40 

means that the structure noise depends linearly on the number of electrons. If the signal 

(the number of photons out of the phosphor) depends linearly on the number of electrons 

landing (which will be shown in Ch. IX) we see that the Ne contribution cancels out for the 

signal to noise ratio and thus the spatial noise should be independent of monitor brightness 

(which also will be shown in Ch. IX). 

f. Total Temporal Noise 

To find the total temporal noise for a display monitor, we need to cascade all the temporal 

noise stages listed in Table 11.4. All the noise sources are familiar (Poisson or binomial) 

except the first stage, so we need to analyze it further. The video amplifier has a standard 

deviation (Jy and the noise in a video amplifier is usually assumed to have a Gaussian 

distribution, with a magnitude which is independent of grey level. This standard deviation 

in voltage becomes a standard deviation in the current of the electron beam. However, 

this transformation is a non-linear power law: 

(11.41 ) 

where L is the output from the monitor, K is a constant, E is the grid drive voltage (or grey 

level, since the video amplifiers are linear) and n usually ranges from 2 to 3. We therefore 

need to use Eq. 1.16 to find the magnitude of the noise in the electron beam due to the 

noise in the monitor electronics. The standard deviation of the first stage (Jl is obtained by 

taking the derivative of Eq. 11.41 which gives: 

(J - nKEn-1o: 1 - v (11.42) 
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Stage Noise Standard 
Number Stage Name Type Mean Deviation 

1 Monitor Gaussian JJ1 0'1 

Electronics 

2 Electron Beam Poisson Ne -IN; 
Shot Noise 

3 Phosphor Poisson Gp va; 
Gain 

4 Faceplate Binomial Tp V\(1-Tp) 

Transmittance 

Table 1/.4: Noise Stages in a Display Monitor 

If we add the first stage's noise and cascade the rest of the noises, the total noise in the 

monitor is: 

(11.43) 
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III. Figures of Merit Used to Characterize Systems 

A. General Figures of Merit 

1. Signal, Noise and Signal-to-Noise Ratio 

Unfortunately, the two most fundamental parameters, signal and noise, are the most 

difficult to define in the general sense. When measuring the output of a device, what may 

be a signal for one application is a noise for another. For example, measuring the output 

of a television monitor, one finds that any region of the phosphor is pulsed at the frame 

rate (e.g. 72 Hz). If we were making an electronic measurement of the beam current 

density at a particular location on the phosphor screen, this pulsed waveform would be the 

signal. On the other hand, if we were trying to simulate what a human observer would see, 

this 72 Hz modulation would be noise, something to be integrated out and ignored87 since 

most human observers would never see it (see Fig. 1.10). Sometimes, the difference 

between signal and noise is not that clear. In a photon counting system, there is no 

appreciable difference in the output of a PMT for a thermally generated electron from the 

photocathode and for a photoelectron. However, if we are trying to detect an optical 

signal, the photoelectron contributes to the signal while the thermal electron is noise. In 

fact, since photon noise is signal dependent, even some photoelectrons are part of the 

noise. If, on the other hand, we are characterizing a PMT by measuring its response to an 

input electron, that electron can be either optically or thermally generated and both serve as 

a signal. One possible definition of noise is "any variation in the apparent signal that 

affects the direct measurement of the actual signal". Although this definition sounds 

ambiguous, in most cases if the desired signal is well-defined, the noise also will be 

defined. Note that the conditions placed upon the measurement of the signal should be 

known exactly (i.e. desired bandwidth, spectrum, etc.) to help discriminate the signal from 

the noise. 
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Once the signal and noise are defined, we can decide upon FOMs. Although ultimately it is 

the absolute amount of noise in a system that limits its lowest possible signal level (see Eq. 

1.1), it is the relative magnitude of the noise that is of interest most of the time. A device 

could have a noise level of 1 mV rms and be a terrific device if the expected average signals 

are 100 Volts and a terrible device if the input signals are 1 mV! To get around this 

problem, and to compare different devices with different gains, the signal-to-noise ratio 

(SNR) is often used. As its name implies, it is the ratio of the signal level of a device to 

the noise level of the device (in the same units). Thus the SNR is a unitless quantity that 

has a high value for a good device and a low value for a bad device. Also, since the signal 

and noise may depend differently on bandwidth, frequency, etc., one usually must specify 

the experimental conditions along with the SNR. For the display monitor, we are often 

concerned with the SNR per pixel per frame. This is the output signal, divided by the 

noise, for a single pixel area of the monitor and taken over one frame. If this cannot be 

measured, the measured value at a different number of pixels and frames can be scaled if 

the temporal and spatial NPS are known. 

2. Information Capacity 

Another FOM that is often used to compare devices is the information capacity C. For a 

temporal communication channel or device it is:88 

(111.1 ) 

in units of bits per second, where AI is the bandwidth of the system and SNR is the output 

SNR. The derivation of this expression assumes that both signal and noise are Gaussian, 

stationary and ergodic and that the signal and noise are statistically independent. We can 

also express information in terms of an information content, which is the product of the 

information capacity and the length of the message. For a display monitor, this message 

length is actually the active area of the monitor and equation 111.1 may be rewritten in 
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terms of an information content 1.89 

(111.2) 

expressed in bits, where nx and ny are the number of pixels (or channels) in the horizontal 

and vertical direction and SNR is the total (temporal and spatial) signal-to-noise ratio per 

pixel for one frame. The number of pixels is, to a first order approximation, the nominal 

or addressable number of pixels. We know from our measurements,90 however, that 

because of noise in the monitor, insufficient video bandwidth and imperfect electron optics, 

the number of addressable pixels is greater than the number of resolvable pixels. If the 

number of resolvable pixels is known, it would be better to use these values for "x and lIy 

in Eq. 111.2. 

B. Detector Figures of Merit 

1. Noise Factor (k) 

When analyzing a detector, one usually needs to know how much the input noise is 

increased by the detector. The noise factor, usually denoted by k, is one FOM that 

describes this. Noise factor is defined to be: 91 

k= 1L 
No 

(111.3 ) 

where N is the total output noise power of the device and No is the hypothetical noise 

power if the detector was noise free. N is made up of two components, the ideal noise 

power No and the excess noise power Nex. Since these two are assumed to be uncorrelated: 

and Eq. 111.3 becomes: 

k = No + Nex 

No 

(111.4) 

(111.5) 

For a photon detector, No is determined by photon noise, which is the minimum possible 

noise, even with a noise-free device. For a photon flux 4» observed for an integration time 



lint by a device with a quantum efficiency '7, No is: 

Rewriting Eq. 111.5 and substituting for No: 

or, 

k = Nex + 1 
'7Wlint 
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(111.6) 

(111.7) 

(111.8) 

We know that the output SNR must equal the output signal, '7Wlint' divided by the output 

noise, which is the square root of the output noise power N: 

(111.9) 

Substituting in Eqs. 111.6 and 111.8: 

'NR '7Wlint 
S out = 

v(k-l)'7Wlint + '7Wlint 
(111.10) 

Rewriting Eq. liLlO, the output SNR can be expressed in terms of the noise factor: 

SNR = J '7Wlint = SNRideal 
out k v'k (111.11) 

From Eq. 111.5, we see that if the excess noise power is zero, k = 1 and from Eq. 111.11, 

there is no reduction in the ideal SNR. From Equation 111.1, the information capacity for 

this type of device is: 

c = ~flog2 (1 + SNRkdeal 2] (111.12) 

Therefore the noise factor has a direct effect upon the information capacity. 

2. Quantum Efficiency (1]) 

Quantum efficiency is the probability that a photon will create a photoelectron and is given 

by: 

(111.13 ) 
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where Npe is the number of photoelectrons created by a photon flux wp over a measurement 

time 1m' For PMT and II photocathodes, this can be as high as 20-30% in the blue-green 

region of the visible spectrum. At longer and shorter wavelengths, the quantum efficiency 

decreases rapidly. For the hybrid detector, the quantum efficiency of the II peaks at 12% 

at 600 nm and drops to 6% and 3% respectively for the 850 nm and 900 nm wavelengths of 

interest for the laser communications program.92 

Note the quantum efficiency does not include gain. If a device has gain, the quantum 

efficiency should be calculated after factoring out the gain. Neglecting the gain results in 

unreasonably high efficiencies. For example, if 10 photons are input on the photocathode 

of a PMT and, on the average, 1 photoelectron is generated and multiplied by a 106 gain 

resulting in 106 electrons at the output of the PMT, the quantum efficiency would be .1 or 

10% calculated correctly and 106 or 100,000,000% if calculated including the gain! 

3. Counting Efficiency 

The quantum efficiency does not tell the whole story of how well a detector converts 

incoming radiation. It only indicates how well the photocathode does this conversion. 

Before the electrons can be counted, however, they must be collected and multiplied by the 

dynodes for a PMT or focused onto the phosphor for an II. Counting efficiency gives the 

average number of independent output events (bursts of electrons) generated for each input 

event (photoelectron) and is given by: 

ei/m 
TJeo = GN 

pe 
(111.14) 

where e is the charge on an electron, i is the output anode current, and G is the gain of the 

device. This accounts for any losses and, in general, scaling the quantum efficiency by 

collection efficiency gives a better indication of how a particular device will perform than 

just using the quantum efficiency alone. 
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4. Gain 

Gain for photoelectronic detectors may be defined in many ways. Usually, gain is the ratio 

of some output quantity to some input quantity, the choice of these quantities often being 

determined by the type of device used or on the manner in which it is used. The gain of an 

II is commonly defined as the ratio of the luminance at the intensifier's output to the 

illuminance at its input.93 In terms of quantum counting and quantum amplification, we 

feel more comfortable with a definition that considers the gain of an II to be the ratio of 

the total number of photons emitted to the total number of photoelectrons generated at the 

photocathode. Applied to a PMT, the gain could be defined as the ratio of the anode 

current to the photocathode current. In fact this is the most common definition of gain for 

a PMT.94 However this definition does not consider that not every photoelectron makes it 

into the dynode section of the PMT; the collection ("counting") efficiency is usually less 

than unity. For the hybrid tube none of the above definitions can be used since the II and 

the PMT are firmly coupled. 

a. PMT Gain 

The gain of a PMT is found from the ratio of the number of output electrons per counted 

photoelectron or, solving Eq. 111.14 for gain: 

G = eitm (111.15) 
TJeoNpe 

An important point to note is that the gain of a PMT usually depends very strongly on the 

bias voltage. For example, the RCA 8850 PMT described later in this dissertation increased 

its gain from 105 to 109 when I doubled the bias voltage from 1200 Volts to 2400 Volts. I 

measured the gain of our PMTs using pulse-height distributions, which will be discussed in 

Chapters V and VII. 

b. Hybrid Gain 

------_. ---
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The quantity that I call II gain for the hybrid detector is the ratio of the number of 

counted photoelectrons from the PMT's photocathode to the number of photoelectrons out 

of the II's photocathode. This is lower than the conventional II gain because it includes 

the coupling efficiency of the II/isolation plate/PMT combination, the quantum efficiency 

of the PMT and the quantum counting efficiency of the PMT. Since the II is always 

coupled to a PMT for this application, I felt it was a meaningful definition of gain to 

adopt. This gain can be written: 

G - rJeoNpe.PMT 
11-

Npe,1I 
(111.16) 

The pulse-height distribution analysis method we used to measure the II gain as well as the 

current measuring method used by ITT will be discussed in greater detail in Chapters V and 

VIII. 

C. Monitor Figures of Merit 

Before discussing monitor FOMs, I want to explain that many of these measurements 

depend greatly on the brightness/contrast control settings. As such, it is important to 

establish a setup procedure so that the display output can be reproduced from one 

experiment to the next and by different experimenters as well. Our setup procedure is 

explained in Ch. V and a suggestion for a uniform display standard is found in reference 

95. 

1. Light Output 

The light output from a monitor in radiometric terms is its exitance; the amount of light 

out per unit area and solid angle. When measuring in photometric units, it is the luminous 

exitance and when using radiometric units, it is the radiant exitance.96 In either case, the 

exitance is usually quoted in terms of a temporal average over many frames of the monitor. 

This is so because the instantaneous exitance when the electron beam is passing over the 



87 

area of interest is orders of magnitude higher than the average exitance (see Fig. II. 13). 

Ideally, we only need to average over exactly one frame, but since it is hard to do this 

precisely, we average the measurements of the light output over at least 20 frames. 

a. Luminance 

The luminance of a monitor is the average amount of light emitted in the spectral range 

where the human eye is sensitive (given in Fig. 1.9). This measurement involves using 

photometric units and a detector whose spectral response matches the luminous efficacy 

curve for the human visual system's spectral response. This requires light of different 

wavelengths to be weighted differently in the calculation of total luminance. This 

weighting is done to mimic the long and short wavelength roll-offs of the human visual 

system. Luminance of a monitor screen is usually expressed in units of foot-Lamberts (ft-

L). Foot-Lamberts have the units of Im1r-1sr-1 fr2 , where 1m stands for lumens, the unit 

of luminous flux, sr is the solid angle subtended by the detector from the measured device 

in steradians and ft 2 is the area being measured in square feet. Because of the square foot 

term, foot-Lamberts are in English units, in MKS units the candela per square meter 

(cd/m2) is the measure of luminance. The cd/m2 is sometimes called a Init"97 and has the 

units of Imsr-1m-2 and can be converted to foot-Lamberts by dividing it by 3.43. 

Luminance is measured by setting up a detector at a fixed distance d away from the 

monitor and measuring the illuminance, or amount of light falling on the detector from a 

known area A of the phosphor screen. The monitor is usually assumed to be a Lambertian 

radiator, which means that its luminance and radiance are independent of angle. We can 

then find the luminance L out of the phosphor from: 

L = Ed2 

A 
(II1.17) 

The experimental setup for this measurement will be shown and discussed further in Ch. V. 

--------------- ----- --- --- - -----
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b. Radiance 

This measurement of the light output of a monitor does not limit the spectral frequency of 

counted photons. For radiance measurements, the only criterion to be satisfied is that the 

detector must be sensitive to the particular wavelength(s) being measured. Radiance of a 

monitor screen is usually expressed in units of micro watts per square centimeter per 

steradian (I'W/cm 2 -sr), where I'W is the optical power out of the device in micro watts and 

cm 2 is the area being measured in square centimeters. 

Radiance is rneasured the same way as luminance but the measured illuminance in Eq. 111.17 

is replaced by the measured irradiance on the detector. Usually, this change is made by 

using a flat spectrum filter on the radiometer instead of the photometric filter used for 

illuminance measurements. 

Figure 111.1 shows the spectral distribution of the output of a P4 phosphor. Notice that all 

the radiant energy from the phosphor is in the visible region of the electromagnetic 

spectrum. This is characteristic of most phosphor screens intended to be directly viewed by 

human observers. Although this phosphor screen is designated to have a "white" output, the 

spectral distribution is not flat, it is bimodal, with peaks at 450 and 550 nrn. A close visual 

examination of the phosphor screen reveals that it has a mottled look with bluish and 

greenish-yellow regions interspersed. This is because the P4 is a two-part phosphor, made 

up of two different types of phosphor grains mixed together. 
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Figure Ill.l: Radiant Energy Distribution 0/ a P4 Phosphor. Reprinted by courtesy 0/ 
Tektronix. Inc. 

2. Phosphor Conversion Efficiency 

Conversion efficiency for a display monitor is a measure of the output electromagnetic 

power in terms of radiated Watts, per Watt of input electrical power. The conversion 

efficiency is a function of the phosphor material and of the thickness of the phosphor 

backing layer and also depends on the electron beam's kinetic energy. For all aluminized 

phosphors there is a beam energy threshold, below which no photons are produced (see Ch. 

II.B.2) because of the backing layer. 

3. Characteristic Curve 

The characteristic curve is the transfer function for a display device and, as such, is not a 

single FOM. Instead, it expresses the relationship between input voltage (or grey level) and 

output luminance (or radiance). The usual form for a monitor's characteristic curve is: 
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L = KEn (111.18) 

where L is the luminance, K is a constant and E represents the grid drive voltage above 

cutoff.98 The exponent n is usually between 2 and 3 for a display monitor and the shape 

of the chamcteristic curve is usually due to the electron beam's control grid. 99 Figure 111.2 

shows a typical monitor characteristic curve, taken from the US Pixel monitor. The x-axis 

(grey level) is proportional to the grid drive voltage E in Eq. 111.18. Chamcteristic curves 

are rarely linear (1l = I), although some work has been done with linearized transfer 

functions for specific applications. loo Other work has been done to find the best shape of 

the characteristic curve for a given use.101 
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Figure 1l1.2: Sample Characteristic Curve for the US Pixel Monitor 

4. Dynamic Range 

We measure two types of dynamic ranges, one for the full screen and the other with respect 

to an image. The full screen dynamic range also can be referred to as the mnge contrast 
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ratio.102 This is the luminance of the maximum grey level (GLmax) divided by the 

luminance of the minimum grey level (GLmin) where the entire screen is set to a particular 

grey level. The other dynamic range FOM is the detail dynamic range or detail contrast 

ratio. This is the luminance of an area of a given image set to GLmax divided by the 

luminance of an area set to GLmin and depends on the image chosen because, as mentioned 

in Ch. II, the veiling glare causes the brightness of one region to depend on its neighboring 

regions' brightness. A special case of the detail dynamic range is the dynamic range we call 

the SMPTE dynamic range. This is found by using the SMPTE pattern103 shown in Fig. 

111.3 We compute this dynamic range from the ratio of the luminance out of the 100% 

grey level box to the luminance out of the 0% box. (The other features of the SMPTE 

pattern will be discussed in Ch. V). The SMPTE dynamic range allows a precise and 

repeatable measure of the detail dynamic range that may be used by different experimenters 

on different monitors since the image geometry is fixed. 104 
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Figure Il/.3: SMPTE Test Pattern 

5. Contrast Enhancement 

The contrast enhancement is a measure of how much an input contrast to the monitor is 

changed to present an output contrast to the viewer. Contrast enhancement is usually a 

function of grey level and can be found from the slope of the characteristic curve at a 



given grey level. If we define an input contrast Cin as: 

GLc GL2 
Cin = GL 

1 

and assume that GL1 -GL2 is small, Eq. 111.19 becomes: 

AGL 
Cin = GL 

We also can define an output contrast Cout: 

L 1-L2 AL 
Cout = -L-= L 

1 

and the contrast enhancement or gamma ('Y) is then: 

and in the limit as AG L-O: 

AL 
L --= 

AGL 
GL 

AL GL ----
AGL L 

dL GL 
'Y ~ dGL L 

Since E and GL are linearly related, we can write: 

L = H(GL)n 

where H is a new constant and then we have: 

'Y = nH(GL)n-l GL = nH(GL)n_ 
L H(GL)n - n 
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(111.19) 

(111.20) 

(111.21 ) 

(111.22) 

(111.23) 

(111.24) 

(111.25) 

Therefore the contrast enhancement or gamma is given by the exponent 11 of the 

characteristic curve. Enhancement of contrast is important, because for many applications 

of these monitors, such as in radiology, the input contrast may be lower than the lower 

limit of human performance shown in Fig. 1.11. Additional tailoring of the characteristic 

curve may be done in the frame buffer for specific applications. 

6. Noise Power Spectra 

The noise power spectrum (NPS) is the spectral distribution of the variance of the output 

of a display monitor. Like the characteristic curve, this also is not a single FOM; instead, 

it describes the noise as a function of spatial or temporal frequency as discussed in Ch. 
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I.C.3 and shown in Fig. 1.8. 

a. Temporal Noise Power Spectra 

The temporal noise power spectrum shows the distribution of the noise variance of the 

monitor as a function of temporal frequency. For example, many systems exhibit noise at 

60 Hz because of electronic interference from the line frequency. A noise power spectrum 

of the output of one of these systems would show a noise spike centered at 60 Hz. For 

white noise, the noise power spectrum is flat, with only random variations about some mean 

level, like the NPS shown in Fig. 1.5. 

For our experiments, we chose a sample width of 69 milliseconds, which from Ch. 1.e.3 

means that the maximum frequency in the NPS is 7.2 Hz. We chose this frequency range to 

approximate the response of the human visual system, which from Fig. 1.10 has a maximum 

response between 7 and 8 Hz. This also allowed us to integrate the output of the monitor 

over at least 8 frames for a more stable measurement. For information content, we need 

the temporal statistics of the monitor per frame, and calculating the temporal NPS will let 

us see how to scale our measurements from 8 frames to a single frame. If the NPS is flat, 

we can scale by the square root of the ratio of the number of frames. 

b. Spatial Noise Power Spectra 

A spatial noise power spectrum is like a temporal noise power spectrum except that it 

measures the noise as a function of spatial frequency. In this manner, modulations of the 

output luminance across the face of the monitor can be measured. For example, if the 

monitor's frame buffer made every other pixel brighter than its neighbor, a spike would 

occur at the spatial frequency corresponding to a period of two pixels. In this way, it is 

possible to measure noise whose presence may be undiscernible to the human observer, 
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either because its modulation is too low or because the human observer cannot identify and 

categorize repetitive patterns as well as a measurement of the NPS can. 

The sampling aperture we chose for our NPS measurements was a long slit approximately 

one pixel wide. We chose a long slit for two reasons: 1) the signal was too low for a single 

pixel slit height, and 2) it is easier to make an NPS from a long, narrow slit than from a 

single pixel aperture. lOS We chose the slit to be one pixel wide because it was the minimum 

addressable width on the CRT and, at a viewing distance of around .5 m, it is near the 

spatial resolution limit of the human visual system (see Ch. I.D). The choice of a single 

pixel also makes sense from an information theory standpoint since I is calculated from the 

single pixel SNR. 

There are many other monitor FOMs besides those presented here, such as modulation 

transfer function (MTF), point spread function (PSF), pixel-to-pixel modulation, etc. 

These FOMs can be found for the monitors I measured in references 106 and 107, where 

emphasis is placed more on the imaging performance of the monitor than on the analysis of 

its noise. 
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IV. Compiling Statistics Using Different Analysis Techniques 

The two methods I used to compile device statistics were pulse-height distributions and rms 

analysis. Expressed in mathematical terminology, the pulse-height distribution (PHD) is an 

ensemble average while rms analysis is time-averaged. Both methods have advantages and 

either may be used to measure a given device; however, both methods must be compared to 

ensure the statistics generated by each are equivalent. I will analyze the two methods in 

this chapter, give the system schematics for implementing these two methods in Ch. V, and 

save the comparison of data compiled from the two methods until Chs. VII, VIII and IX. 

A. Pulse-height Distributions 

1. Explanation of Pulse-height Distributions 

Pulse-height analysis is a measurement technique widely used in nuclear physics to 

characterize quantum detectors used for nuclear spectroscopy and in low light level 

radiometry to characterize photon counting devices such as PMTS.10B PHDs are also used 

in radiology to characterize imaging detectors such as intensifying screens and x-ray IIS.109 

Performance analysis using PHDs is particularly applicable to quantum detectors, such as 

lIs and PMTs, that respond to quanta (photons) and that use quantum multiplication as an 

amplifying pro'cess; however, PHDs also may be used to characterize devices that emit light, 

such as display monitors, by using a suitable low-noise detector to measure this light. 

The primary advantage of pulse-height analysis is that PHDs represent the probability 

density functions of the particular noise mechanism under study. Not only does the PHD 

yield the noise in terms of the conventionally used standard deviation (rms), it also permits 

identification of the dominant noise process, i.e. Poissonian, Gaussian, binomial, etc. and is 

a visual representation of the PDF discussed in Ch. I.C.I. PHDs also provide a visual 

record of the noise since the distribution width is proportional to the rms noise, therefore 
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noisy devices can easily be spotted because of their wide PHOs. Figure IV.! is an example 

of a PHD for a PMT. The mean channel is around channel 230, and the shape of the PDF 

is nearly Gaussian, except at low channel numbers. The reason for the shape of the PMT's 

pulse-height distributions will be explained in Ch. VII. 
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Figure IV.I: Pulse-height Distribution of an RCA 8850 Photomultiplier Tube 

PHOs measure the variation in the response of a device to a known input as long as the 

system noise is minimized or removed. This response is collected many times to form a 
. 

histogram of the output values of the device. In Fig. IV.!, the repeated input (or signal) 

was a single photoelectron from the PMT's photocathode. The mean of the system's PHD 

is proportional to the system's gain, while the full width at half maximum (FWHM) of the 

system's distribution is proportional to the noise of the system. For a CRT monitor, the 
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single distribution is obtained by measuring the output from the monitor for a fixed input. 

2. Difference Between Single and Multiple Distributions 

Figure IV.2 shows examples of two types of PHDs; single electron and multiple electron 

PHDs. Single electron PHDs come from experiments where ~nly one electron leaves the 

photocathode of the II or PMT within a given integration time. We obtain a multiple 

electron PHD when, on the average, N electrons leave the photocathode within a given 

integration time. A multiple distribution can be obtained by increasing the integration time 

of the single electron distribution or by increasing the amount of light on the 

photocathode. 

Single photoelectron 
pulseheighl dlstribulion 

MEAN I1s 
STANDARD DEVIATION ITs 

Multiple photoelectron 
pulscheighl distributon 

MEAN "'n 
STANDARD DEVIATION ITm 

INTEGRATOR VOLTAGE 
(CHANNEL NUt-IDER) 

Figure W.2: Examples of Two Types of Pulse-height Distributions 

A mean J.1. and a standard deviation U characterize both distributions; J.1.s and Us represent the 

single distribution, while J.1.rn and urn represent the multiple distribution. The ratio of J.1.rn to 

J.1.s represents the number of counted photoelectrons Npe: 

The relationship between urn and Us is: 

J.1.rn = N 
J.1.s pe 

J.1.rn(J.1. 2 + Us2) 
J.1.s s 

(IV.I) 

(lV.2) 

I derived this equation from the theory of noise propagation in cascaded systems llO 
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(discussed in Ch. I.C.2) for two stages. It shows that the total output noise is larger than 

the value expected from the number of counted photoelectrons alone, which would be 

../Npe = ../J.'m/J.'s. The rms noise increases by a multiplicative factor equal to ../J.'s2+ O's2. It 

is clear then that the standard deviation O's of the single electron PHD describes the excess 

noise of the OUT alone, while the standard deviation of the multiple electron pulse-height 

distribution describes the total noise at the device's output; both the quantum noise in the 

electron stream leaving the photocathode and the excess noise. Because we are primarily 

concerned with the noise performance of devices without including noise in the signal, the 

distributions we took were mostly single electron distributions. 

One important remark must be made concerning single electron distributions for detectors. 

Because the single distribution measures the noise present in the OUT and not in the signal, 

there must be no randomness associated with the input to the device. Each counted event 

during an integration time must be generated by exactly one photo or dark electron. 

Although this cannot be ensured with 100% probability, steps must be taken to reduce the 

chance of-multiple electron events. First, the instrumentation has to include a signal trigger 

or threshold to decide when to start integrating and to reject low amplitude events and 

should include a pile-up rejecter (a device to ignore events with more than one trigger 

during a given integration time). One also can decrease the probability of multiple events 

by reducing the dark emission of the photocathode either by cooling the device or by using 

a short integration time. This is so because we can model the emission of dark electrons or 

photoelectrons as a Poisson process.1ll As such, the probability P of emission of n 

electrons, during a given time T is: 112 

P(n) = (IV.3) 

where a = )'T is the mean number of events. Consequently, a low arrival rate during an 

integration time means the probability of multiple events is also low. If)'T is .01 then P(O) 
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= .9900 and P( 1) = .0099. Since 

00 

L P(n) = (IV.4) 

n=O 

we can find the probability of two or more events happening during an integration time 

from: 

00 

P(n ~ 2) = 1 - P(O) - P(1) = L P(n) (IV.S) 

n=2 

that is P(n~ 2) = 1 - .9900 - .0099 = .0001 or .01%. Therefore, out of every 10,000 

integration times, we expect 9900 events with 0 photoelectrons, 99 with one photoelectron 

and 1 with more than one photoelectron. Obviously, there are many possible events with 

no photoelectrons; however, these are ignored by a triggered measurement system. This 

concern with minimizing the input noise for single distributions also applies to CRT 

analysis. For a CRT single distributions we must ensure that the input to the monitor from 

the frame buffer has little or no noise. 

3. Figures of Merit from Pulse-height Distributions 

Because of the varied background of people evaluating optical devices, FOMs that are very 

common to a person with a communications theory background may be unfamiliar to a 

person who deals with medical optics. The following discussion should help to alleviate the 

confusion between FOMs and illustrate how these FOMs can be found easily from 

parameters derived from PHD measurements. I did not discuss some of these FOMs in the 

previous chapter because I will not use them in my analysis. They are presented, however, 

so that people unfamiliar with PHDs can understand them in terms of FOMs that are 

familiar. Since PHDs are primarily used to characterize detector devices, most of the FOMs 

that follow are for detectors. 
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It is very straightforward to find the device's output signal-to-noise ratio with the aid of a 

pulse-height analysis system. It is just the mean of the multiple photoelectron PHD divided 

by the standard deviation of the pulse-height distribution: 

SNR = I'm 
urn 

(IV.6) 

This FOM may be calculated for a display monitor as well, as long as the noise O'PM'!' of the 

PMT that measures the monitor output is removed from urn' In our measurements, O'pMT 

was always negligible compared to urn' 

Quantum efficiency (1]) is calculated from: 

N 
1] = ...:..:..lliL = 

<I>ptm 
(IV.7) 

where Npe is the average number of photoelectrons created during the measurement time 

tm , <I>p is the input photon flux (photons/second), I'm is the mean value of the multiple 

photoelectron PHD and 1'8 represents the mean value for single photoelectron PHD. 

Noise factor (k) was mentioned in Chapter III.B.I as a measure of the degradation of the 

input SNR by a detector after the quantum efficiency was accounted for and, as such, is: 

k = SNPRK = NpeO'm
2 

= I + 0'8
2 

(IV.S) 
SN PRout I'm 2 1'8 2 

where SNPRK is the photocathode signal-to-noise power ratio, SNPRout is the signal-to-

noise power ratio at the output of the device and 0'8 is the standard deviation of the single 

photoelectron PHD. These signal-to-noise power ratios are the square of the SNRs in Eq. 

IV.6. Eq. IV.S shows that k is always greater than one and indicates the excess noise of a 

device. Occasionally the noise factor will be expressed in a logarithmic form. It is then 

often called the noise figure (NF): 

[ 
SNPRK ) 

NF = 1000g(k) = 1000g SNPR 
out 

(IV.9) 
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We can use Eq. IV.S and Eq. 11.29 to find the noise factor for the hybrid tube: 

0'11 2 1 [O'PMT 2 ] 
ktot = 1 + GII 2 + GII (N.A.)21T1'7

eo 
1 + GpMT 2 (IV.I0) 

The noise factor measurement is also a valid one for a CRT, but to calculate it we must use 

the more general form of the noise factor expressed in Eq. 111.3 instead of the PHD noise 

factor derived for the special case of signal dependent noise in detectors in Eq. IV.S. 

A commonly used FOM in the characterization of nuclear detectors is the pulse-height 

resolution or energy resolution. 113 In terms of pulse-height distributions, this is: 

resolution (%) = FWHM 
Hp 

(IV.ll) 

where FWHM is the full width at half maximum of the PHD and Hp is the peak channel of 

the PHD curve. 

The detective quantum efficiency (DQE) is another type of detector quantum efficiency 

often used in characterizing devices used in radiology114 and includes the noise factor of a 

device. DQE is defined as "the fraction of incident photons that would have to be detected 

without additional noise to yield the same signal-to-noise ratio as is actually observed by 

the detector in question".1l6 An ideal device will utilize all the quanta incident upon it and 

thus have a perfect DQE of 100%. Therefore, only devices with a high quantum efficiency 

and a low noise factor will have a high DQE. In terms of pulse-height statistics the DQE 

is: 

(IV. 12) 

where urn is the standard deviation of the multiple photoelectron pulse-height distribution, 

SNRout is the SNR measured at the output of the device and SNRin is the SNR at the input. 

Note that the signal-to-noise voltage or current ratios are used here, if signal-to-noise 

power ratios are used, they should not be squared. 
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In a fundamental paper, Swank116 applied the principle of noise measurement by pulse-

height analysis to radiological systems. His work provides further insight into the relation 

between PHD characteristics and loss of information. He defined the Information 

Utilization Factor I, commonly called the "Swank Factor" using the moments of the PHD: 
M2 

1= _1_ (IV.I3) 
M2 MO 

Here Mn represents the nth moment of the PHD. From the definition of moments, Mo is 

unity, M1 is the mean and M2 is the mean squared plus the variance. 117 Expressed in terms 

of PHDs: 

(IV.14) 

where 1'8 is the mean and 0'8. is the standard deviation of the single electron PHD. From 

Eqs. IV.8 and IV.I2 we see that I is also equal to DQEI'f/ and 11k. Also, from Eq. 111.12, 

we see the link between the information utilization factor I and information capacity C if 

1 I k is replaced by I: 

(IV.IS) 

and thus a larger I means a larger C. Therefore, the higher I is, the more information can 

be transmitted in a given channel. 

B. RMS Measurements 

1. Explanation of RMS Measurements 

Rms measurements are often made using a true-rms voltmeter. The reason that the 

measurement is called "true" rms is to contrast it to the "apparent" rms measured by most 

voltmeters. All averaging voltmeters display the rms voltage assuming a sine-wave input. us 

If the input to these averaging voltmeters is not a sine-wave, the rms displayed will be 

erroneous. There are two solutions to this problem: Use a "true-rms" voltmeter that 

measures the real rms noise in the signal, or compute the rms from a digitized value of the 
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signal. A true-rms voltmeter usually measures the heating in a resistor due to the noise 

power. The digital method computes the mean of the signal samples, and then calculates 

the rms by substituting the mean and each Xi into Eq. 1.21. Since the standard method of 

making rms measurements has been to use a true-rms voltmeter, if the digital method is 

used, one should compare the rms from it to the rms measured with an accurate true-rms 

voltmeter. I will present the results of this comparison in Ch. IX. 

2. Figures of Merit from RMS Statistics 

To calculate the performance of a device, the mean and standard deviation of its output 

must be known. True-rms meters usually have dc, ac and ac+ dc settings. The meter 

reading in the dc mode gives the sample mean, and the ac reading is the sample standard 

deviation. For the digital system, a data segment of many samples is recorded. A 

computer then calculates the mean and standard deviation of this data set. 

Once we find the mean and standard deviation of the device, FOMs are calculated the same 

as for PHDs. The SNR is: 

SNR = J.'sample 
sample a. 

sample 
(IV.16) 

where J.'sample is the sample mean and O'sample is the sample standard deviation. 

C. Relationship Between Ensemble Statistics and Time-averaged Statistics 

Because PHDs are ensemble averages and rms measurements are time averages, we need to 

determine when the two are equal. Given a PDF f(x), there exists both a time average and 

an ensemble average for any function g(x). The time average (g(x») is defined to be: 119 

T 

(g(x» = .}!:'.o t fog(Xldl (IV.17) 

and the ensemble average g(x) is: 



g(x) = fg(x)/(x)dx 
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(lV.l8) 

where the integral is taken over all values of x. Of interest is when the two are equal and, 

from reference 120: "If the time average approaches the ensemble average in the limit when 

T goes to infinity, the noise processes under investigation are said to be ergodic. The noise 

processes encountered in physics and engineering are practically always ergodic." A 

necessary condition for a system to be ergodic is that it must be stationary. Stationarity 

implies that the statistics of a time-averaged system are time-independent121 and also that 

the statistics of a spatial system are independent of location. Therefore, for a time

averaged system, a measurement made of the system now will be the same as a 

measurement made of the system sometime later. 

Although it is difficult to prove theoretically that a system is ergodic, we observed 

experimentally that the system was stationary and that the measurements obtained from 

PH Os were equal to those obtained from time-averaged statistics. To prove stationarity, all 

we need to do is show that the PHOs (or rrns measurements) of the same device under the 

same conditions do not change as a function of time. Stationarity of the DUT will be 

shown in Chapters VII and VIII while the equivalence of ensemble and time averaged 

statistics will be shown in Chapter IX. 

D. Comparison of Three Methods Used to Measure Statistics 

Besides examining the equivalence of the three methods (pulse-height distributions, digital 

rms analysis and true-rms meter measurements) I also want to examine how easy the 

measurements are to use. The simplest method to use is a true-rms meter. All one has to 

do is hook the rms meter up to the output of the OUT (possibly using a suitable amplifier 

if the signal is too low) and the de and rms values appear on the display of the meter as 

long as the bandwidth of the OUT is lower than the bandwidth of the rms meter. However, 
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just a small amount of information is gleaned about the statistical distribution of the 

DUT's output since only two numbers are provided (the mean and the standard deviation). 

The next level of complexity is the digital rms analysis system. If the experimenters have a 

personal computer at their disposal, the only thing needed is a digitizer board for the PC 

(and possibly a low-noise amplifier). Figure IV.3 shows a digital rms data set. The digital 

data set clearly provides more information than the true-rms meter does. Figure IV.3 

shows that the data has many spikes in it and seems to have more points at lower amplitude 

values and few points at the very high amplitude values. We also can see the peak to peak 

variation in the data, which ranges from channel 50 to channel 177. One also can easily 

find the Fourier transform of this data set and thus find the NPS. The most complicated 

system of the three is the pulse-height analysis system. It needs to have a spectroscopy 

amplifier or an integrator, a pile-up rejecter, and a multichannel analyzer. Figure IVA 

shows a computer-generated PHD for the data set shown in Fig. IV.3. The PHD gives the 

most information about the distribution of the data values. We can see that the data has 

approximately a normal PDF around its middle values and a large peak toward lower values. 

Calculating the statistics from the PHD allows the operator to reject values above or below 

a threshold and to set this threshold interactively. In this case, if the large peak on the left 

was from system noise, the low-level threshold could be set around channel number 80 and 

then the statistics could be calculated neglecting the low-amplitude counts. 
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Figure IV.3: Digital RMS System Sample Data Set 
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Figure IV.4: Pulse-height Analysis System Sample Data Set 
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v. Experimental Setup, Operation and Calibration 

A. System Descriptions 

We can analyze devices using integrator, spectroscopy amplifier and digital analysis systems. 

An integrator is an electronic device capable of integrating the voltage at its input with 

respect to time. Often integrators have variable integration times to tailor the integration 

to the duration of the input signal. An integrator system usually needs to be triggered so 

that it knows when to start integrating. Two types of triggering exist, internal triggering, 

where the integrator triggers when the input voltage exceeds a threshold value and external 

triggering, where a pulse is applied to an external trigger input to tell the integrator to 

begin integrating. A spectroscopy amplifier system is a pulse amplifier (often used in 

nuclear spectroscopy experiments) that also shapes the input pulse. The shaping time of the 

amplifier may be adjustable for different input pulse widths. The digital analysis system 

digitizes an analog signal from the DUT so that calculations of the device's statistics may 

be done in a computer. Although I use all three systems to characterize devices, there are 

some differences that will be described below. 

I. Integrator System 

a. Operation of System 

The integrator we use in this system is an in-house built integrator, referred to from now 

on as the custom integrator. Figure V.I is a schematic for the integrator analysis system, 

set up to measure a PMT. The light pulser is optional, and is used when we want to obtain 

photoelectron distributions. We often make dark electron distributions using the thermally 

generated dark electrons from the photocathode. 
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Figure V.l: Schematic 01 the Custom-built Integrator System 

Following the PMT is the load resistor. This resistor converts the PMT output current into 

a voltage. Along with this load resistor is a 2 MO resistor. This resistor is a test input 

when calibrating the system, used with a voltage pulser to simulate current pulses. The next 

device is a Princeton Applied Research (PAR) voltage preamplifier that increases the signal 

level to a level within the input sensitivity range of the integrator. 

After the preamplifier comes the integrator, which integrates the voltage present at its input 

for a selectable integration time, and then resets itself back to zero. The integration time 

tint should be longer than the width of the signal so none of the signal is lost. The 

relationship between integration time and bandwidth can be found from the following 

derivation. If we define a voltage responsivity, (ll(f), for the integrator such that (ll(f) is 

the rms output voltage at frequency 1 divided by the rms value of the signal power, the 

noise equivalent electrical bandwidth fl.1 may be written: 122 

(V.l) 
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where ~max is the maximum value of this frequency responsivity. If the sample weighting 

function v(t) is a rectangle function with a temporal width of T, then the frequency 

response is the Fourier transform of the rectangle function, which is: 123 

~ sin(1!"jT) . 
~f) = .9"( v(t» = 0 1!"fT = ~osmc(jT) (V.2) 

where ~o is the dc responsivity of the system. Substituting Eq. V.2 into Eq. V.1 gives: 

J
OO 2 

AI = 0 (sin~frm) dl (V.3) 

which is equal to 124 1/2T· Therefore, for a system with a rectangle function weighted 

temporal sampling aperture, the relationship between noise equivalent bandwidth AI and 

sampling time Tis: 

I 
A/= 2T (V.4) 

This relationship is important because it allows us to relate integration time, which is the 

common parameter for integrators and spectroscopy amplifiers, to bandwidth, which is a 

common FOM for electronic measurements and analysis. 

A multichannel analyzer (MeA), the next device in the system, is the component that 

compiles the PROs. The MeA digitizes the peak of the signal (assigns a channel number to 

the particular peak voltage), and increments the number of counts in this particular channel. 

If the signal has no discernible peak, like an integrated signal, a logic pulse has to be sent 

to the MeA to tell it when to digitize. From the counts in each channel the MeA .. ~ .... 

generates a histogram of the output voltage values, which is a pulse-height distribution. 

Figure V.2 shows a more in-depth view of how the integrator and pulse-height analyzer 

interact. The integrator side of the figure has 4 different integrated pulses. The integrated 

pulses have different peak voltage values as shown on the left axis. The MeA transforms 



III 

the final voltage value into a channel number, shown on the right axis. Each integrator 

output voltage is mapped to a channel number in the MeA. The dashed lines show that for 

a range of output voltages, a range of channel numbers exists in the MeA. After many 

pulses are integrated, a histogram or PHD is created in the MeA as shown. The mean of 

the. histogram is indicated by N in Figure V.2. This mean can be calculated from: 

(V.5) 

where RL is the value of the load resistor, Ga is the gain of the preamplifier, RI and C1 are 

the resistance and capacitance settings of the integrator, Smca is the sensitivity of the MeA 

(in channels per volt) and i(t) is the current pulse out of the photomultiplier. For a single 

electron distribution, the integral reduces to Gpmte where G pmt is the gain of the PMT and 

e is the electronic charge. Then Equation V.5 becomes: 
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Figure V.2: Explanation 0/ Integrator/Multichannel Analyzer Interaction 
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b. Equipment List 

I used the following equipment as part of the integrator system (some equipment was used 

for variations of the above setup and, as such, is not shown in Figure V.l): 

I) a BNC Model 6Ol0E-l Near-IR LED source that can be operated in both 

continuous and pulsed modes. The device can either be operated in an output-stabilized 

mode or a high-speed mode without stabilization. The minimum pulse width is I J.l.S for the 

stabilized mode and 25 ns for the high-speed mode. The output wavelength is 880 nm with 

at least 10% of maximum power at 890 nm. The peak power output is 200 J.l.W. 

2) a pulse generator to pulse the LED and optionally to gate the custom integrator. 

We gate the integrator to reject dark emission from the photocathode of the detector. 

3) red and green LEOs, and a LED controller that was built in-house. 

4) a Gamma Scientific RS-70 Standard Lamp, with associated color filters and 

neutral density filters. The output of this lamp is 185 ft-L or 1729 J.l.W/cm 2sr. We also use 

this lamp with a long baffled tube and a variable aperture to simulate a variable intensity 

point source. 

5) an EG&G model 550 auto-ranging radiometer/photometer including an 

integrator module to average readings and to allow for low light-level measurements. 

6) RCA 8850 and RCA 8852 photomultipliers for converting optical signals into 

electrical signals. 

7) a Norland IT -5300 multichannel analyzer with a resolution of 2048 channels and 

a count capacity of 106 counts/channel. 

8) a Nucleus Corporation model PCA-8000 multichannel analyzer board for use in a 

personal computer. The maximum resolution of the board is 8192 channels. 

9) an IBM AT compatible personal computer to house the multichannel analyzer 

board and to process data. 

10) a Tektronix 4600-1 display terminal (with associated hard copy unit) connected 
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to a VAX 8600 computer. 

11) a Keithley Model 602 Electrometer that can measure currents from 10-14 Amps 

up to .3 Amps and includes a setting to measure integrated current. 

12) a PAR 113 preamplifier. This is a low-noise preamplifier with gains from 10 to 

10,000 and variable high and low frequency roll-offs with a maximum bandwidth of 300 

kHz. 

13) a load resistor box with resistors ranging from 500 to 5 MO. 

14) a custom integrator built in-house that features various trigger modes: internal 

trigger with variable threshold, external trigger, external trigger ANDed with internal 

trigger and free-run. The integration time is variable from 13 J.LS up to 100 ms and the 

integrator has variable gain of up to 100,000. 

2. Spectroscopy Amplifier System 

a. Operation of System 

Figure V.3 is the schematic of the spectroscopy amplifier analysis system. The main 

difference between this system and the previous one is the preamplifier and the 

spectroscopy amplifier/gated integrator modules. The preamplifier module contains an 

operational amplifier and a feedback network that consists of a resistor and a capacitor. 

This preamplifier module does a charge to voltage conversion and functionally replaces the 

load resistor in the integrator system. The input of the preamplifier is ac-coupled, and its 

output consists of a fast rise time « 60 liS) and a much longer fall time (::::!50 J.Ls). We 

don't need to worry about pulses overlapping each other, even given the long preamplifier 

decay time, because the input to the spectroscopy amplifier is ac-coupled and thus only 

responds to the difference in voltage values from the output of the preamplifier. 
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Figure V.3: Schematic of the Spectroscopy Amplifier System 
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MeA 

Figure V.4 shows an example of the outputs of the preamplifier and the spectroscopy 

amplifier for three input pulses to the preamplifier. Notice that the three pulses overlap 

out of the preamplifier but this does not matter because all the spectroscopy amplifier 

senses is the change in voltage value ~V. The input to the preamp is a charge ~Q, which is 

Ne 'e, where Ne is the number of electrons out of the PMT during the pulse. ~Q is 

converted to a voltage ~V, since: 

~V= M c (V.7) 

where C is the input capacitance to the preamplifier. This ~V then is amplified by the 

spectroscopy amplifier to become V peak' 

The spectroscopy amplifier has an active filter shaping network designed to give a large 

throughput (by making its fall time short) while minimizing the SNR degradation.125 This 

shaping network has two shaping time controls that should be set equal to the same value 

for most measurements.U6 The selected shaping time has an associated integration time 

t2 -/1 (shown in Fig. V.4), which will be discussed further in section B.l.f. The output of 

this device can either be a unipolar pulse (shown in Fig. V.4) or an integrated version of 
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the pulse. Everything but the output stage of the device is the same for both modes of 

operation. The MeA senses the pulse's peak (or short plateau for the integrator mode) and 

AI D converts it. 
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Figure V.4: Example Waveforms from the Preamplifier and Spectroscopy Amplifier 

The mean of a spectroscopy amplifier system's PHD is calculated the same way as for the 

integrator system. The mean channel N is given by: 

(V.8) 

where Cp is the capacitance of the preamplifier and its associated cables and connectors. I 

will discuss the measurement of Cp in section V.B.l.e. A single electron distribution gives: 
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N = SmcaGaGpmt e (V.9) 
Cp 

For multiple distributions with an average of P photoelectrons emitted per integration time, 

the integral in Equation V.8 reduces to GpmtPe and Eq. V.9 can be rewritten: 

N = SmcaGaGPMTPe (V.IO) 
Cp 

Conversely, if the device gain is known, Equation V.9 can be rewritten to solve for the 

average number of photoelectrons during an integration time: 

P= NCp 

SmcaGaGPMTe 
(V.II) 

b. Equipment List 

Besides I-II listed in section V.A.l.b, the spectroscopy amplifier also includes: 

I) an Ortec Model Il3 preamplifier that has selectable capacitances from 0 to 1000 

pF that add to the input capacitance of the preamplifier. We always selected 0 pF for our 

measurements. 

2) an Ortec model 673 Spectroscopy Amplifier and Gated Integrator. The 

spectroscopy amplifier provides a unipolar pulse output and the gated integrator provides an 

integrated version of the input. Both modes have gains ranging from 10 to 1500 and 

shaping times from .25 p,s to 6 JLS that correspond to integration times of .5 p,S to 12 p,s, 

respectively. 

3) an Ortec model 480 pulser that provides a variable amplitude, short rise time 

(less than 10 liS) and long fall time (200 or 400 /1.5) pulse to simulate the pulses from a 

PMT. . 

3. Current Measurement System 

The method that ITT used to measure the gain and noise factor of the hybrid detector's II 

is based on current measurements. They measured the cathode current of the II UK) and 
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the cathode current of the PMT (IK PMT) to find the gain of the II: 
I . 

I 
G = K.PMT (V.12) 

IK 
To calculate the noise factor of the II they used the current measuring analysis system 

shown in Figure V.S. The device under test (DUT) is an II. A PMT of known noise factor 

collects the output photons from the phosphor of the II and converts them into an output 

current. A dc current measurement (I A) gives the signal. The ac current is filtered with a 

bandwidth appropriate for the desired integration time and the ac rms current (IN) 

represents the noise. 
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Figure V.S: Current Measurement System Used by ITT to Measure Gain and Noise Factor. 
Reprinted by courtesy 0/ ITT. 

From the definition of noise factor (Eq. 111.3) we have: 

k= .li.= IN
2 

No No 

where the ideal noise power No is due to photon-generated shot noise so that: 

(V.13) 

(V.14) 
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where IK is the II's photocathode current. Since G, the overall gain of the hybrid tube, is 

(V.IS) 

and Eq. V.13 becomes: 

(V.I6) 

which is the equation lIT used to calculate the noise factor. We can also write Eq. V.I3 

as: 

(V.I7) 

where lois the ideal noise current and is equal to G lan' Ian being the shot noise current. If 

we want to compare the current-measured noise factor to the pulse-height distribution 

measured noise factor, we can express IN 2 as eUm 2/t where um
2 is the variance of the 

multiple pulse-height distribution and is equal to (from Eq. IV.2): 

"'mUo 2 
Um 2 = "'m"'o + 

"'a 
Um 

2 can be written as a noise current IN,phd 2: 

IN, phd 2 = [e~: )"'s 2 + e~: Us 2 

(V.IS) 

(V.I9) 

Because e"'m/ t",o is square of the the cathode shot noise current Ian and "'0 is the gain G, we 

have: 

IN hd 2 = I 2G2 + gN (J 2 ,p on teo (VI.20) 

where Ne is the number of image intensifier photoelectrons, so that IN,phd 2 is the same as 

the IN 2 in Eq. V.I7 if the excess noise is multiplicative (u0
2 multiplies Ne ), which was the 

case for all the noise stages we have discussed for the hybrid tube. If the excess noise has 

an additive component; however, the two measurements will not be the same. 
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4. Cooled Housing 

For good single electron distributions, we want the probability of multiple electron events 

to be low, which we ensure by keeping the mean number of events per integration time less 

than 1 %, as mentioned in Ch. IV.A.2. In terms of dark current, 

i < .OIGe 
dk-~ (V.21) 

where G is the gain of the hybrid tube, e is the charge on an electron and tint is the 

integration time. For reasonable values of G = lxl07 , tint = 10 J1.S, idk must be less than 

1.6 nA, a value that could only be obtained by cooling the hybrid tube. Since the large 

hybrid detector would not fit into our photomultiplier cooling chamber, we had to design 

our own. Figure V.6 shows a cutaway view of this cooler. The cooling chamber is a 6.5" 

diameter, 13.5" long aluminum cylinder that was spiral-wrapped with copper tubing 

containing a Freon refrigerant. A custom-built refrigerator system, capable of cooling to 

-50°C, circulated the refrigerant. Surrounding the housing is insulating foam, and a 10" 

diameter PVC pipe holds the entire housing assembly. The refrigerator system is controlled 

by a digital thermometer/relay system with ±lo accuracy and can be set to maintain any 

temperature from room temperature down to -50°C. The system also included a way to 

force dry nitrogen through the cooled housing to avoid condensation on the detector's 

input faceplate. 
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5. Digital Analysis System 

a. Operation of System 
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Figure V.7 is block diagram for the rms analysis system. This particular arrangement is set 

up to measure a CRT, however the device under test also can be a hybrid detector or a 

photomultiplier. The preamplifier is the PAR 113 used in the integrator system; however, 

we sometimes operate the preamplifier in its differential input mode and use the precision 

voltage generator to subtract any large dc levels in the signal so that the entire range of the 

system can be devoted to measuring variations in the signal. We do this when measuring 

the noise of the CRT, where the signal has a large dc component with a small ac 

component superimposed. This is done so that the noise being measured is greater than the 
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quantization levels of the ADC, a necessary condition to avoid digitization or quantization 

noise (discussed in Ch. VI). The dc voltage generator, which is the input to one of the 

PAR 113's differential channels, is adjusted to cancel most of the dc signal. Then the PAR 

amplifies only the ac and residual dc signal. We then can use gains that would saturate the 

PAR if applied to the entire de + ac signal. Since we know the gain of the PAR and the 

value of the offset voltage, the dc portion of the signal is easily reconstructed. 

EleclronlC Eleclronlc AID 
F I I ler F I I ler Converler AmplIFIer 

Vol loge 
Source 

Figure V.7: Schematic 0/ the Digital Analysis System 

Electronic filters can be inserted before and after the preamplifier. We do this for three 

reasons; the first of which is to prevent aliasing. Aliasing occurs when there is a non-zero 

spectrum at frequencies above the sampling frequency. This signal (or noise) gets aliased 

down into the measurement frequency range. The second reason is to reduce beat-

frequency modulation, which occurs when one samples a periodic waveform at a period that 

is not an integral multiple of the waveform's period. The effects of beat-frequency 

modulation show up as an "envelope" modulated signal with a frequency that is riot equal to 

the original modulation frequency. The electronic filters ro11-off the signal above 8 Hz and 

greatly reduce the 60 or 72 Hz modulation frequency of the monitor. Also, the filters 

provide a bandwidth similar to that of the human visual system. This is done by setting the 

low pass frequency to dc and the pass bands of the two electronic filters to 8 Hz and the 
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preamplifier to 30 Hz. We use a 30 Hz passband for the preamplifier filter because its 

slope is no't as sharp as the electronic filters (6 dB/octave compared to 24 dB/octave) and, 

if we set it any lower, it would reduce the signal below 8 Hz. In retrospect, a filter 

bandpass that was more similar to the human visual system's would have been to use the 

-3 dB response points of the human visual system's temporal response (shown in Fig. 1.10) 

This would mean setting the low pass frequency to 3 Hz and the high pass frequency to 

16 Hz. The problem with this method is that the measurement system is no longer dc 

coupled and one cannot read the mean value of the output of the monitor. 

The heart of the rms system is the Metrabyte Dash-16 data acquisition board. This board 

has a 12-bit ADC and an interface to the personal computer. Upon command from the 

computer, the board will A/D convert a signal (with a conversion time of 25 jls) and 

transfer the digital value to the computer's memory. This board also has a counter/timer 

chip that can be set up to sample and convert at a user-defined interval from a few hundred 

microseconds up to once every few hours. 

A program stores the data generated by the ADC on the personal computer's hard disk. We 

then run a computer program that calculates the mean and variance of the digitized signal. 

Some post-processing is necessary to correct for any dc level subtracted in the PAR 113 

preamplifier if it is used in a differential mode. This can be easily done in the personal 

computer with programs written in-house. 

b. Equipment List 

Besides items numbered 1-6, 9, 12 and 13 of the integrator system, this system also uses: 

1) a Metrabyte Dash-16 Data Acquisition and Control Board. The Dash-16 has 16 

input analog input channels, 2 12-bit D/ A output channels, 8 digital I/O lines and a 3 
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channel interval timer. This board can take 50,000 data samples per second although we 

usually use it at a much slower rate. It can be set to accept either unipolar or bipolar 

signals and has various gain settings. 

2) a Datel Model 8500 Voltage Calibrator with 4-digit resolution from 0 to 10 V, 

which is used as a stable reference supply both for calibrating the Dash-16 board and for 

subtracting a dc voltage when the PAR is run in differential mode. 

3) two Ithaco Model 4212 Electronic Filters with 24 dB/octave roll-offs. 

6. Monitor Evaluation Facility 

a. Operation of System 

Figure V.8 shows the arrangement of the equipment used to evaluate a CRT monitor. The 

largest piece of equipment is the x-y-z translation stage built to house the monitor and one 

of several detectors. This stage is controllable via a personal computer so that the detector 

may be moved to measure any area of the monitor. Before investigating the performance 

of the monitor, we had to set it up. First, it was aligned with the evaluation cart. We did 

this by centering a laser beam with respect to the cart and then adjusting the laser so that it 

was level. We then placed the monitor on its translation and rotation stage and adjusted 

the monitor so that the center of its faceplate was coincident with the laser beam. We then 

leveled the monitor so that the tangent to the center of the faceplate was perpendicular to 

the laser beam. 

Once the monitor was positioned correctly we needed to adjust its operating parameters, 

which for some monitors meant adjusting one knob and for others meant adjusting many 

different controls. The SMPTE pattern shown in Fig. 111.3 was used as a primary reference 

for setting up and determining the optimum performance of the monitors. This pattern has 

both high and low-contrast resolution targets (located in the corners of the pattern), 
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narrow black and white rectangles to check for ringing and insufficient amplifier bandwidth 

as well as features to help check distortion and uniformity; however, the feature we used 

the most was the squares located near the cent~r of the pattern. These squares are arranged 

in clockwise· order of increasing monitor grey levels from 0% in tl).e lower left to 100% in 

the lower right square in the form of a. step tablet. Next to the 0% square is a 0% square 

with a smaller superimposed 5% square and next to the 100% square is a 100% square with 

a 95% square inside it. We adjusted the monitor parameters so the 5% and 95% contrast 

steps were equally visible. We chose this criterion because it was the best utilization of the 

monitor's dynamic range. 
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Figure V.S: Block Diagram 0/ CRT Evaluation Facility 



125 

The parameters that we adjusted varied from monitor to monitor. We adjusted both the 

brightness and contrast controls on the MegaScan monitor, however, the Tektronix monitor 

had only one user-access able control. After setting up the Tektronix monitor, the 

brightness was higher than the maximum brightness recommended by Tektronix so we also 

had to adjust the G2 grid voltage (see Ch. II.D.2) and then readjust the brightness/contrast 

control for optimum performance. The US Pixel monitor was much more familiar to our 

personnel and, as such, many more parameters could be adjusted. For this monitor we 

adjusted the horizontal and vertical size to specifications and then we iteratively adjusted 

the video amplifier gain and G2 for maximum performance. Finally, the single 

brightness/contrast control setting was optimized using the SMPTE pattern. 

The monitor evaluation facility can be equipped with the integrator system, the 

spectroscopy amplifier system or the digital analysis system, all of which are shown in Fig. 

V.8. This facility also contains a variety of detectors for measuring the monitor output as 

well as hardware to analyze the output of the detectors. For most of my measurements, I 

used two different measurement systems. The first used a baffled tube with the EG&G 

radiometer/photometer mentioned in section A.l.b. A tube is used to keep any extraneous 

light from hitting the detector and the tube is baffled to ensure that no light from the 

monitor reflects off the walls of the tube onto the detector. I used the Metrabyte Dash-16 

board to digitize the output of the radiometer and store the digital values in the computer. 

Measurements made with the radiometer can either be relative or absolute. Relative 

measurements involve measuring the output of the radiometer without being concerned with 

the measurement units, calibration, the distance from the detector to the monitor or the 

diameter of the measured area of the screen. With a relative measurement,the output of 

the monitor is expressed only in terms of other measurements made under the same 

---------------------.. - _ .. _. 
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conditions without being concerned about the exact monitor radiance or luminance. I used 

relative measurements to measure the dynamic range and temporal luminance variations of 

the monitors (discussed further in Ch. IX.A.2,3) and, as such, the measurements are 

expressed in terms of channel numbers, where one channel is equal to one digital value. 

To make absolute measurements, we need to calculate the amount of light out of the 

monitor screen from the measured detector illuminance or irradiance. From Ch. III.C.I.a: 

Ed2 
L= -

A 
(V.22) 

where L is the radiance or luminance of the monitor, E is the irradiance or the illuminance 

on the detector, A is the area of the monitor being measured and d is the distance from the 

detector plane to the monitor's phosphor screen. Therefore, by reading (or digitizing) the 

illuminance or irradiance on the detector (displayed by the radiometer/photometer unit) we 

can calculate the radiance or luminance of the monitor. I used this absolute measurement 

to measure the characteristic curves and output brightness of the monitors (discussed 

further in Ch. IX.A.I,2). 

The second system I used to make measurements was a scanning aperture system, consisting 

of the analysis system shown in Fig. V.7 with the coupling optics and PMT replaced by the 

macro lens and scanning slit system shown in Figure V.9. This system consisted of a 

detector, which was the RCA 8850 PMT described earlier; a slit or aperture and a macro 

objective that we set approximately to a 1: 1 magnification. The slit was used when we 

made scanning measurements and temporal measurements. The aperture was used when we 

made stationary measurements of a few pixels and was set to an area a little larger than the 

area being measured on the screen. The objective had a variable aperture that we used to 

control the amount of light reaching the detector. We used the x-y-z scanning table shown 

in Fig. V.8 to scan the detector across the face of the monitor. With this system, the signal 
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is a voltage V, which is related to the monitor output ~ by: 

(V.23) 

where T is the transmittance of the monitor's faceplate, N.A. is the numerical aperture of 

the lens system, '7 is the quantum efficiency of the PMT, '7eo is the collection efficiency of 

the PMT, GpMT is th~ PMT's gain, RL is the load resistance and G A is the gain of the 

amplifier. 

CRT 

Analyzing 
S I I t 

PMT 

Figure V.9: Diagram 0/ the Scanning Slit System 

If we examine the scanning aperture system, we find that the electronic filter was set to an 

8 Hz corner frequency, which corresponds to an 8.2 Hz noise equivalent bandwidth. 127 

This leads to an integration time (using Eq. V.4) of 61 ms, which is half the 125 ms 

integration time (see Fig. 1.10) of the human visual system. To obtain this long integration 

time we would have needed to use a smaller filter bandwidth and use a slower scanning 

speed. Unfortunately, the scanning stage would not scan accurately at slow speeds so we 

had to use the faster speed and the 8 Hz bandwidth. We show in Ch. IX, however, that 

most of the noise in the CRT is spatial noise, so this temporal bandwidth mismatch may not 
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matter. 

Besides the hardware for the monitor analysis system, we have also created a complement 

of software for analysis. We have a program that can cycle the monitor between grey levels 

for long periods of time (> 12 hours) and digitize the monitor output. We also have a 

program to measure characteristic curves of a monitor automatically by changing the grey 

level, waiting for a user-specified amount of time and then measuring the output of the 

monitor. Another program allows the user to set the number of samples per second, the 

total number of samples and the grey level of the monitor. Besides control programs, we 

have also created various numerical analysis programs, which allow the mean or a trend to 

be stripped from the data, the mean and rms to be calculated and one that creates a noise 

power spectra from a zero-mean data set. 

b. Equipment List 

Besides the equipment listed above for the integrator, spectroscopy amplifier and rms 

systems, the monitor evaluation facility also includes: 

1) an x-y-z translation stage with 15" travel in the x direction, 20" travel in the y 

direction and 3" travel in the z direction. A Velmex Model 6300 Control/Driver with 2 /lm 

resolution in each direction controls the stage. 

2) a manual x-y-z translation stage for the monitor with a provision to rotate the 

monitor 3600 • 

3) a He-Ne laser to align the system and the monitor. 

4) an Optimod Multiple Slit Unit, with 24 slits varying from 16 to 230 /lm width. 

5) an aperture holder with replaceable apertures from .1 mm to 10 mm diameter. 

6) a viewing module with folding mirror for observation of measurements. 

7) a Nikon //2.8 macro 35 mm camera objective and mount. 



B. System Calibration 

1. Integrator System 

a. Quantum Efficiency of the RCA 8850 Photomultiplier Tube 
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To use the RCA 8850 PMT as a reference tube, we had to embark upon a calibration 

procedure to determine its absolute spectral response. The calibration system, which is 

under the supervision of Dr. Richard Cromwell of Steward Observatory, consists of a light 

source of known output with a very stable power supply, a filter wheel, a set of calibrated 

interference filters, a set of calibrated reference photocathodes, and a data-recording 

system consisting of an electrometer and a calculator to control the electrometer and gather 

data. The center wavelengths of the filters (and hence the measured wavelengths) are 298.9 

nm, 313.0 nm, 350.0 nm, 380.8 nm, 406.4 nm, 425.0 nm, 497.4 nm, 550.0 nm, 650.0 nm, 

750.9 nm, 795.0 nm, 853.0 nm and 901.9 nm. The spectral responsivity of a photocathode 

is found by comparing its output current to the output current of the reference 

photocathodes under the same illumination conditions. We then scale the reference 

photocathode's known responsivity by the ratio of the two photocathode currents to find 

the responsivity of the photocathode being measured. 

Figure V.IO shows the absolute spectral response curves of two 8850 tubes. I have also 

included a typical response curve from the 8850's data sheet for comparison. The short 

wavelength cutoff is due to the transmittance of the input window of the PMT128 while the 

long wavelength cutoff is due to the work function of the photocathode as mentioned 

earlier. Although the three curves are very similar, our samples ha'1e a lower response at 

short wavelengths than the data provided by RCA for a typical tube. This is a little unusual 

as most photocathodes lose their long wavelength response as they age while their short 

wavelength response remains constant.129 
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b. Quantum Efficiency, Sensitivity and Uniformity of the RCA 8852 

Photomultiplier Tube 

Because NOSC was interested in measuring a near-infrared signal, they needed a 

photomultiplier with a long wavelength response. They chose the RCA 8852 tube because 

it has the same low-noise electron multiplier as does the 8850 but has a photocathode that 

responds to longer wavelengths. Because of the long-wavelength response of this device, it 

has a high dark current and therefore has to be cooled. For that reason, we calibrated it 

both at room temperature and cooled to around -50°C. The responsivity curve is shown in 

Figure V.II. The setup was the same as for the 8850 measurements. 
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Figure V.II: Spectral Respollsivity of the RCA 8852 PMT 

Comparing Figure V.II with Figure V.IO, we see that the 1% quantum efficiency 

wavelength is near 800 nm with the RCA 8852 while it is only 600 nm for the RCA 8850. 

Notice, however, that the peak quantum efficiency is near 30% for the 8850 while it is less 

than 10% for the 8852. This suggests that the 8850 is a better tube in terms of responsivity 

for wavelengths shorter than 500 nm and it should be used unless the long wavelength 

response of the 8852 is needed. Another point to note in Figure V.II is that the quantum 

efficiency of the 8852 seems to decrease at long wavelengths when it is cooled. This could 

be because at low temperatures, phonon-assisted transitions are much less likely so lower 

energy photons may not have enough energy to escape the photocathode.130 

We also compared our measurements to measurements made on the same tube by Dr. Sam 
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Green at the McDonnell-Douglas Corporation.131 At 852 nm, we measured a quantum 

efficiency of 1.02% (after correcting for the nonuniformity of the photocathode that is 

discussed below) while Dr. Green measured .94%. Dr. Green measured a quantum 

efficiency at 894 nm of .12%, Dr. Cromwell's measurement system did not measure 

quantum efficiency at 894 nm so we can compare the nearest measurement we made, which . 

was at 901 nm, where we measured a quantum efficiency of .082% after correction. We 

needed to correct our measurements because the illumination source used by Dr. Green 

filled the photocathode and thereby averaged out any photocathode nonuniformities, while 

we made our measurements with a small spot of light at the center of the photocathode. 

We can see that after correction our measurements compare very well with those measured 

by Dr. Green. 

One other experiment we made was to test the spatial uniformity of the photocathode of 

the 8852 PMT. I did this by projecting a .24" diameter spot of light on the photocathode 

using the aforementioned calibration system so that different wavelengths of light could be 

scanned across the faceplate of the tube. For this experiment, I chose 425, 853 and 901.9 

nm as my test wavelengths, the latter two because they are close to the communications 

receiver's wavelengths of 853 and 892 nm. I only did a one-dimensional scan because of 

the time involved in mapping out the entire photocathode response. Figure V.12 shows the 

results of this experiment. The y-axis shows relative signal because the signals for the 8530 

and 9019 measurements are so smal.l that they had to be scaled to be visible on this graph. 

Notice that the non-uniformity of the photocathode increases with increasing wavelength. 

These types of nonuniformities are well documented, with the asymmetric response 

probably due to a nonuniform antimony or cesium deposition132 and the peaks at the edges 

of the tube caused by reflection or photoemission from transmitted radiation onto the 

shoulder of the bulb. This nonuniform deposition can happen because the photocathode is 
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deposited after the tube is built and, although care is taken to deposit the photocathode 

materials right on the photocathode, inevitably some will end up on the shoulders of the 

tube where it will give a photoemissive response. 133 Two possible reasons for the non-

uniform response increasing at longer wavelengths are I) Cesium, the material responsible 

for the long wavelength response, migrates in the high electric fields present in a 

PMTl34,l35 and 2) since the long wavelength photons have a lower energy, they are more 

susceptible to variations in the electric fields and distribution of photocathode material in 

the PMT than higher energy photons in the blue region of the spectrum. 13G 
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Figure V.12: Spatial Nonuniformity of the RCA 8852's Photocathode 

The implication of Figure V.12 is that one has to know exactly the illuminated position on 

the photocathode and ensure that the illuminated spot does not move. Otherwise, one 

should illuminate the entire the faceplate of the tube, thereby averaging out the spatial 

response of the photocathode. 
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c. Temperature Response of Cooled Housing 

Because we needed to cool the hybrid tube, we wanted to find the cooling capability of the 

housing shown in Fig. V.6. We did this by suspending a thermocouple inside the cooling 

chamber and securing another outside the chamber near the cooling coils. We then 

measured the two temperatures (both of which started out at room temperature) as a 

function of the amount of time since the cooler was turned on. Figure V.13 shows the 

results of these measurements. I performed the measurements on three separate days, each 

two days apart, which gives some indication of the short-term repeatability of the cooler 

performance. We measured the performance of the cooling system over a period of months 

and found that the lowest attainable temperature increased, possibly because of a leak in 

the cooling coils or their connectors. We can see from Figure V.13 that it takes about 80 

minutes to go from room temperature to -40oC. It turns out (see VII.A.2) that cooling the 

hybrid tube down to -20oC is sufficient to reduce the dark current to an acceptable level. 

Also, because of thermal stresses on the tube assembly, we did not want to cool the tube 

any lower. We cooled two other hybrid tube assemblies down to -60oC, only to have them 

crack because of thermal stress. 
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Figure V.13: Performance of the Cooled Housing as a Function of Time 

d. Rise and Fall Times and Gain of the PAR 113 Preamplifier 
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Because the PAR 113 preamplifier is an integral part of the custom integrator system, we 

wanted to find its rise and fall times. Since the integrator won't trigger on very short 

pulses, the PAR 113 can be used to shape or stretch the pulses so that they are acceptable 

to the integrator. We made measurements using a pulse generator and the integrator and 

found that pulses with rise and fall times of a little more than I Jl.S are long enough that 

the integrator can effectively integrate them. 

The preamplifier has a bandpass frequency control that we set to dc low-pass and 300 kHz 

high-pass. We tested gain settings from Ga = 10 to Ga = 10,000. We performed the 

experiment by feeding an attenuated 5 Jl.S wide pulse with rise and fall times less than 5 ns 

----------
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into the PAR 113. We then compared the input pulse and the amplified output pulse on an 

oscilloscope. From this we could see the slope of the rising and falling edge of the output 

pulse and calculate its rise and fall times. An attenuator was used to keep the input to the 

preamplifier at a level such that the output voltage of the preamplifier was around 8 volts 

for all its gain values. 

We found that both the rise and fall times of the PAR 113 are a little less than 2 J1S 

independent of the gain. Because the shortest integration time of the integrator was 30 J1S 

(we have since reduced it to 7 J-Ls) the preamplifier should not limit the integrator's 

response. Also, because the rise and fall times are greater than I J-LS, the preamplifier can 

be used to shape short pulses so the integrator can be triggered by them. 

We also calibrated the gain of the PAR 113 preamplifier. Figure V.14 shows how we did 

this. A pulse generator provided pulses whose amplitudes were measured on the 

oscilloscope. To simulate a current source, we fed these pulses into a 2 MO resistor and 

then into a load resistor. There is nothing special about a 2 MO resistor, but a large 

resistance in series with a voltage source is commonly used to approximate a current 

source. 137 This signal was then sent to a buffer amplifier, an integrator and finally to the 

multichannel analyzer. The peak channel value was noted and then we inserted the PAR 

113 preamplifier between the buffer amplifier and the integrator and measured the new 

peak channel. As we increased the PAR gain, we had to reduce the value of the load 

resistor, the MeA sensitivity or the pulse width to avoid overloading the MeA. Since the 

load resistor, the MeA sensitivity and the pulse width were all well known, the gain could 

be calculated from: 

(V.24) 
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where the PAR subscripts refer to when the PAR is in the system and the sys subscripts are 

without the PAR preamplifier, also, N is the MeA channel number, PW is the pulse width, 

R is the load resistor value and MeA is the MeA sensitivity. For more accuracy, instead of 

using one input pulse amplitude, I measured the output for a variety of pulse amplitudes 

from 4 to 13 Volts. I then calculated the true gain from the average of the individual gains 

for each voltage. For nominal gains of 100, 200, 500 and 1000 I found actual gains of 

97.3, 194.5, 491 and 1000. The maximum deviation of the true gain from the nominal gain 

was only 2.8% and the average deviation was less than I %. Therefore, we continued to use 

the nominal gain values. 
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Figure V.14: Schematic of the System to Calibrate the PAR Preamplifier 

e. Capacitance of the Ortee 113 Preamplifier 

We had to calibrate the capacitance of the spectroscopy preamplifier because the equation 

used to calculate the relationship between channel numbers and device gain (Eq. V.9) 

depends on knowing Cp ' the capacitance of the preamplifier and its associated cables and 

connections. We did this by measuring the output of the preamplifier for a variety of input 

capacitances (which are selectable from the front panel of the preamplifier) and a fixed 

input voltage. Because there is a linear relationship (charge equals capacitance times 

voltage) between capacitance and voltage, changing only the capacitance in a system should 
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cause a corresponding change in the voltage. Figure V.15 shows the results of this 

experiment for the 113 preamplifier. We changed the additional input capacitance (there is 

a fixed input capacitance) and measured the output voltage. The solid line shows the 

measured data while the dashed line shows a linear fit found by numerically adding a fixed 

capacitance to each of the additional input capacitances. The fixed value that gives the best 

linear fit (power law exponent of 1.0) is 45 pF, the same value listed in the 113's 

specifications. We then applied this method using the preamplifier with associated cables 

that we routinely use to make measurements. The results of the measurement of this 

system are shown in Figure V.1'6. The difference between the measured data and the linear 

relationship for this case was 112 pF (best fit with power law exponent of 1.1). We 

measured the capacitance of a slightly different system of cables we also used and found it 

to be 94 pF. We then marked the cables and connectors so that we would use the same 

ones for every measurement. 
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f. Linearity of the Ortec 673 Spectroscopy Amplifier 
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We had to calibrate the spectroscopy amplifier because our calculations, based on Equation 

V.8, assume that the response of the amplifier is linear, both in amplitude and in time. The 

first measurement we made was of the integration time as a function of the shaping time 

controls on the front of the unit. We did this by connecting the Ortec pulser to the input 

of the spectroscopy preamplifier and then the output of the preamplifier was fed into the 

673 amplifier. We observed the gated integrator output of the 673 with an oscilloscope and 

measured the integration time as a function of the shaping time controls from the 

oscilloscope trace. We did this by changing the input pulse width while we observed the 

amplitude of the integrated pulse. When the amplitude began to ro11-0 ff, we assumed we 

were exceeding the integration time. Table V.I shows the results of this measurement. 



140 

Shaping Integration 
Time Time 
(I-ls) (I-ls) 

0.25 .62 
.50 1.1 

1.0 2.05 
2.0 3.9 
3.0 5.8 
6.0 11.8 

Table V.l: Relationship Between Shaping Time and Integration Time of the Ortee 673 
Amplifier 

As mentioned earlier, the 673 has both a pulse (or unipolar) output and an integrated 

output. We tested the linearity of the 673 for both outputs as a function of both pulse 

amplitude and pulse width in the same manner as for the PAR 113 linearity measurements 

described earlier. For this experiment, we used the 1 JlS shaping time. Figures V.17 and 

V.lS show the amplifier response, which has a power-law exponent of 1.0 for the integrator 

output for both figures and an exponent of 1.1 for the unipolar output in Fig. 17 and an 

exponent of 1.0 for Fig. 18. There are two triangle data points in Fig. IS for the unipolar 

output that do not fall on the linear fit, however, both points were taken for pulse widths 

longer than the shaping time of the amplifier. Therefore, we conclude that the 673 is linear 

both in pulse amplitude and in pulse width. 
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g. Linearity and Gain of the Custom Integrator 

We also had to check the linearity of the integrator. We performed this check by feeding 

the output of a pulse generator into the integrator and measuring the integrator's output 

with the MCA. Shown in Figure V.19 is the linearity of the integrator with respect to pulse 

width for three different integration times. (The pulse amplitudes were .5 V, .38 V and .26 

V for the 100, 300 and 500 ps integration times, respectively.) Notice that a pulse width of 

o microseconds does not give 0 channels for any of the integrator settings. There is an 

inherent offset in the integrator that must be removed. This is done by adding in an offset 

voltage at the PAR preamplifier. After correcting for the offsets we find that the 

integrator is linear for all three integration times over all pulse widths with less than a 2% 

deviation from linearity. 

040~~~~~~~~~~~~~~~~" 
o 1 00 200 300 400 

Puisewidth (microseconds) 

Figure V./9: Linearity in Pulse Width 0/ the Custom-Built Integrator 

Figure V.20 shows the linearity of the integrator as a function of pulse amplitude for three 

different pulse widths. The MCA sensitivity had to be increased to measure the 50 JJS pulse 
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width measurement. which is why it lies between the ISO JlS and 300 JlS graphs. (The 

integration times were 100. 300 and SOO I'S for the SO. ISO and SOO IJS pulse widths. 

respectively.) Again. we find offsets present in the data but when these are corrected for. 

the deviation from linearity is less than 1 %. The important point is that the offset in the 

integrator can be corrected for easily. and when it is. the integrator is linear. 
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Figure V.20: Lillearily ill Pulse Amplitude 0/ the Custom-Built Illtegrator 

Since we know the pulse amplitude and pulse width of the input pulse as well as the 

sensitivity of the MCA. we can calculate the gain of the integrator. We know that: 

N = Gint Vt (V.2S) 
Smcn 

where Nand Smcn are the MCA channel number and sensitivity as defined earlier. Gint is 

the gain of the integrator. V is the amplitude of the voltage pulse and I is the pulse width. 

Solving Eq. V.2S for the gain of the integrator: 

NSmcn 
Glnt = VI (V.26) 
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By plugging in the different values for N, Smell' V and t we can find the gain of the 

integrator for different experiments. When we do this for the six experiments described 

here, we find an overall gain of 93457±l.2% that is 5.3% lower than the nominal gain. In 

this case, we felt the gain difference was great enough to use the measured value instead of 

the nominal value of the integrator gain. 

h. Linearity and Sensitivity of the Multichannel Analyzers 

We have used two types of multichannel analyzers in our experiments. The first is a 

Norland IT -5300 stand-alone multichannel analyzer described in section V.A.l.a above. 

The other is a Nucleus PCA 8000 multichannel analyzer board (also described above) that is 

designed to go into a personal computer. 
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Figure V.21: Linearity of the Norland Multichannel Analyzer 

Figure V.21 shows the results of an experiment to check the linearity of the Norland MCA 

for its three different gain settings. We input a signal of known voltage and then recorded 
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the peak channel number of the distribution. Note that there is almost no offset in the 

curves (the largest offset was 3 channels). All the curves appear to be linear with very little 

deviation from linearity. Since the graphs have channel number as a function of input 

voltage, the slope of the graphs gives the sensitivity in channels per volt. We found that 

the sensitivities were .01552, .007759 and .003915 volts/channel for respective gains of 512, 

1024 and 2048. 
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Figure V.22: Linearity of the Nucleus Multichannel Analyzer 

The Nucleus peA 8000 multichannel analyzer board also must be calibrated by adjusting its 

offset value and checking its sensitivity. The offset value is controlled by a potentiometer. 

It has to be adjusted such that a value of zero volts at the MeA's analog input results in a 

count in a channel that is very close to channel zero. We performed an experiment using a 

secondary voltage standard to set a precise voltage and a pulse generator to trigger the 

MeA via its Gate input. Figure V.22 is a graph relating the channel peaks to the analog 

input voltages. The MeA is linear since there is no noticeable offset. The sensitivity as 

read from Figure V.22 is 1040 channels/volt which less than 2% different from the 
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expected value of 8192 channels/8 Volts f~ll scale, which is 1024 channels per volt. 

i. System linearity 

To obtain accurate PHDs, we need to know the linearity of the entire system. Since the 

system tests detectors that generate charge pulses, it is necessary to generate charge or 

-;- .. current pulses to simulate the detector's output. This can be done by using a voltage pulse 

generator that generates pulses of variable amplitudes and pulse widths. These voltage 

signals are fed into the high impedance test terminal shown in Figure V.I. By reading the 

MeA channel number as a function of the input to the test resistor, it is possible to 

characterize the entire integrator analysis system, from load resistor to MeA. 
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Figure V.23: System Linearity with Pulse Amplitude 

Figure V.23 shows the relationship between channel number and pulse amplitude for the 

following system parameters: amplifier gain = 100, load resistor 19.8 kO, I/(RICI) = 

29490, integration time = 35 I'S, MeA sensitivity = 1024 channels/volt. The best-fit 

relationship is linear, with a correlation coefficient of 1.00, except for a 47 channel offset. 
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The deviation of the data from the linear best fit is less than 3%. I used a similar 

procedure to check the pulse width linearity, shown in Figure V.24. The correlation 

coefficient was also 1.00. Again, there is a small offset value (78 channels), but as pointed 

out above, the more important factor is the linearity of the best-fit, from which the data 

deviates less than 2%. 
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Figure V.24: System Linearity with Pulse Width 

It is important to notice that the linearity in pulse width extends down to O.S JJS while the 

rise and fall times of the preamplifier are a little less than 2 JJS each as discussed earlier. 

This means that the system "spreads" out the narrow pulse sufficiently to obtain "linear" 

integration by the integrator even for very short pulse widths. 
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2. Digital Analysis System 

a. Calibration of Dash-16 AID Converter 

We calibrated the Dash-16 ADC since it was the only piece of equipment used in the rms 

analysis that wasn't already calibrated for the integrator and spectroscopy analysis systems. 

I fed the output of a stable voltage calibrator into a 4 1/2 digit voltmeter and then into the 

digitizer. Since I set the range of the digitizer to 0-2 volts I input voltage values within this 

range and recorded the average ADC output channel. Figure V.25 is a plot of the 

relationship between input voltage and output channel number. It is very linear and gives a 

sensitivity of 2048 channels per volt as expected. 
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Figure V.25: Linearity 0/ Metrabyte Dash-J6 Data Acquisition Board 

b. Verification of Computer Programs 

Although the computer programs used in the digital analysis system aren't really equipment, 

they playa major part in analyzing the data and, as such, needed to be checked for 

accuracy. The computer programs for analysis perform two functions: I) they compute the 
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rms and mean of a data set and 2) they create the noise power spectrum of a data file. To 

check the rms and mean program, I compared the statistics they generated with those 

generated by a spreadsheet program for the same data file and found them to be equivalent. 

I checked the noise power spectrum (NPS) program by generating data files with 

modulations of different frequencies and checking that the NPS program generated peaks at 

the correct frequencies. Also, I confirmed that the area under the NPS curve was equal to 

the rms of the generating data set (actually, it is equal to 1/2 the rms since we only use the 

positive region of the frequency spectrum for the NPS). One noise calibration I did not do 

for the digital analysis system was to put a fixed amount of noise with known statistics into 

the optical system and make sure that it was the same as measured amount of noise at the 

digitizer. 

3. Monitor Evaluation Facility 

Most of the electronic equipment used in the monitor evaluation facility is from either the 

rms analysis system or the integrator/spectroscopy system so that much of it did not need 

to be recalibrated. The only major piece of equipment not calibrated earlier was the 

translation stage. I checked the accuracy of both the speed of the stage and the distance 

moved by it. I calibrated the distance moved by the stage by programming it to move 10 

cm and then measuring the actual distance moved. It was accurate to better than 2%. Next, 

the speed that the stage moved had to be calibrated to the data acquisition period of the 

Metrabyte ADC board. Since the data acquisition period of this board is under software 

control, we just modified the control program so the speed of the translation stage Strans 

was: 

Strans = N dtrans (V.27) 
samptaamp 

where d trans was the distance of the scan, Naamp was the number of samples and taamp was 

the sampling period. I checked this by timing the stage as it moved over a 10 cm distance 
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and found that the measured time differed from the calculated time by less than 3%. One 

concern we did have was that if the collection efficiency of the lens was too low, the 

measurement system could influence the SNR we measured for the monitor. This subject is 

addressed in the next chapter. 

Once the systems were calibrated, we checked their precision or repeatability by making 

several measurements for each experimental condition as we measured PMTs, hybrid tubes 

and monitors. This repeatability will be shown in Chs. VII, VIII and IX. 
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VI. Overview of Noise in Measurements 

When we measure a device's performance with the analysis systems discussed in Chapter V, 

we want to ensure that the measurement system does not influence the measurement of the 

device's signal and noise. Some stages in the measurement system, such as PMTs with 

quantum efficiencies less than one or lenses, with their finite transmission, reduce the 

signal and add to the noise. Other stages, such as noisy amplifiers, may inject noise into 

the measurement system without reducing the signal. This additional noise either may be 

characterized and subtracted out or it may be reduced enough to be negligible. To remove 

the noise, we need to examine how it couples into the measurement system, which is the 

subject of the next section. 

A. Noise Introduced in the Measurement Process 

Two noise contributions that are inherent in the measurement systems themselves are 

quantization noise and 1/ f noise. Quantization noise can be seen in digital stages in a 

measurement system while 1/ f noise can be associated with any type of device. 

1. Quantization Noise 

Quantization noise arises when an analog signal is digitized into discrete values. Since, in a 

practical system, the number of values or steps is finite, a range of analog values will be 

mapped into a single digital value. For an example of quantization noise, with a 10 bit 

system (1024 discrete values) a 10 volt unipolar signal would be digitized such that each bit 

represented a 9.8 mV range of voltage values, thus the first digital value would be assigned 

to voltage values between 0 and 9.8 mV, the second digital value would be assigned to 

voltage values between 9.8 mV and 19.6 mV etc. (Although digitizers can be designed with 

nonuniform steps, the digitizer we use has equally spaced steps.) This range of input values 
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causes an uncertainty in finding the original voltage value if we know the output digital 

value. If the digital value 0 was output, we would not know if the input voltage value was 

0, 9.8 mV or some value in between. Statistically, this uncertainty is described in terms of 

a uniform distribution. From Ch. I.C.I.d, the uniform distribution has a mean of a/2 and a 

variance of a2/M, where a is the step size or difference between neighboring quantization 

levels. In a digital system, the quantization levels are expressed in digital values and a = I 

digital value. The variance in a digital system exhibiting quantization noise is then I/M 

or .29 channels. 

We then need to examine when this .29 channel noise is significant. This quantization 

noise adds in quadrature to the device's noise to give: 

(VI.1) 

where O'meas 2 is the measured variance, O'dev 2 is the actual variance of the device and O'quant 2 

is the variance due to quantization noise. If we want the measured rms to be within I % of 

the true rms we need to ensure that O'meas :S 1.010'dev, or, substituting in Eq. VI.I: 

O'dev 2 + O'quant 2 :S 1.020'dev 2 (VI.2) 

which means that O'dev ~ 7.10'quant. Since O'quant is .29 channels, the device's rms must be 

greater than 2.06 channels and the total rms must be greater than 2.08 channels. 

Table VI.I gives some values of the percent error because of digitization as a function of 

the number of channels per rms of noise. The table shows that for values above 2 channels 

the quantization noise is essentially negligible. We ensured that quantization noise did not 

influence our measurements by adjusting the system gain so that the signal value at the 

digitizer had an rms noise of at least 15 digital values (which gives a quantization noise 

induced error of .02%). 



153 

Number of Percent 
Channels Error 

.5 16.0 
1.0 4.0 
2.1 1.0 
5.0 .2 

10.0 .04 
15.0 .02 

Table VI.I: Digitization Noise as a Function 0/ the Number 0/ Channels per RMS Step 

2. Minimum Number of Samples 

Another consideration with an analysis system is how many samples are needed to 

guarantee a certain tolerance in the sample statistics.138 The standard deviation O'mean of 

the sample mean about the true mean is: 

(VI.3) 

where n is the number of samples and O't is the true standard deviation. Defining the true 

signal-to-noise ratio SNRt as J.'tiO't allows me to replace O't in Equation VI.3 with J.'t/SNR: 

0' = J.'t 
mean SNRt Viz 

If we express the standard deviation in terms of the mean: 

where T is the tolerance: 

1 
T= SNRViz 

we can solve equation VI.6 for the number of samples: 

n= 1 

(VI.4) 

(VI.5) 

(VI.6) 

(VI. 7) 

Therefore, for a worst case SNR of 10 and for a tolerance of 1% of the mean, the 

minimum number of samples is 100. For a distribution that is normal or nearly normal, the 

standard deviation O'od of the sample standard deviation from the true standard deviation 

can be computed: 
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(VI.8) 

I can solve Eq. VI.8 for the minimum number of samples as I did for Equation VI.6: 

1 
II = 2SNR2T2 (VI.9) 

If we desire a I % maximum error referred to the mean in the sample standard deviation the 

minimum number of samples is 50. If the SNR is higher or the tolerance is greater, fewer 

samples would be required. We used at least 800 samples in our measurements, well above 

the minimum number. 

3. l/f Noise 

One of the most pervasive noises in measurements is 1/ f noise, also called flicker or excess 

noise. It has a 1/ f power spectrum and is seen in measurements of transistors, vacuum 

tubes, and even in the speed of ocean currents, the flow of traffic and the yearly flow of 

the Nile!139 The formula for 1/ f noise is: 140 

rw i l/f = B J I ff3 (VI.I 0) 

where B is some proportionality constant, i is the average current through the detector, tl.f 

is the bandwidth, f is the operating frequency, ~ is usually 2 and f3 is usually I. 1/ f noise 

has greater influence at low frequencies than at high frequencies and, depending on the 

amount of other system noise~ may never be seen if the operating frequency is high enough. 

B. Noise Present in Different Analysis Systems 

1. PMT Evaluation System 

The two places that noise can occur in the PMT evaluation system are: I) in the load 

resistor and 2) in the rest of the analysis system from the preamplifier to the multichannel 

analyzer. We removed the noise contribution from the analysis system by grounding the 

load resistor and measuring the rms channels of the pulse-height distribution of the analysis 

------- ---------------- ---------
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system alone. We then subtracted the system's rms channels in quadrature from the total 

rms channels to get the device's rms channels. I eliminated Johnson noise in the load 

resistor as a possible noise source by varying the temperature of the load resistor from 

-50°C (223 K) to + 200°C (473 K), which would have changed the Johnson noise by a 

factor equal to the square root of the ratios of the temperatures (a factor of 1.5 for this 

case), however, I saw no difference in the measured noise. This means that Johnson noise 

is not a dominant noise in this system for the resistances (around 20 kO) we use to make 

measurements. 

2. Monitor Evaluation System 

The schematic for the digital rms monitor evaluation system was shown in Figure V.7. To 

understand our noise measurements better we need to break this system into stages, each 

stage having its own noise, and cascade all but the first two stages together (the first two 

are added in quadrature). The twelve noise stages in this system are: 1) the monitor 

electronics, 2) shot noise in the electron beam, 3) phosphor gain variations, 4) the 

transmittance of the glass faceplate,S) the collection efficiency of the optical system, 6) 

the transmittance of the optical system, 7) the quantum efficiency of the PMT, 8) the 

collection efficiency of the PMT's dynode chain, 9) excess noise in the PMT, 10) Johnson 

noise in the load resistor, 11) noise in the post-detector electronics and 12) digitization 

noise in the ADC. 

We showed earlier in this chapter that the digitization noise is made negligible for our 

experiments by ensuring that each experiment had at least 15 rms channels. We subtracted 

out the noise due to stage 12, although even for the worst case (all amplifiers operating at 

high gain), the electronics noise would have added only 3% to the total noise. In the 

previous section, I discussed that the Johnson noise (stage 11) was negligible in the PMT 
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evaluation system. Since the monitor evaluation system uses a much smaller bandwidth, 

Johnson noise is even smaller than for the PMT system. The PMT we use in the monitor 

evaluation system has a very low noise factor so the excess noise introduced by it is 

minimal. This leaves the first eight stages for us to analyze. 

Table VI.2 is a breakdown of the individual stages and their noise types. The first four 

stages were discussed in Ch. II but are included here for a complete analysis of the monitor 

system. 

Stage Noise Standard 
Number Stage Name Type Mean Deviation 

1 Monitor Gaussian 1-'1 0'1 

Electronics 

2 Electron Beam Poisson Ne VN; 
Shot Noise 

3 Phosphor Poisson Gp .;c;; 
Gain 

4 Faceplate Binomial 1'p V1'p(1-1'p) 

Transmittance 

5 Numerical Binomial (N.A.)2 V(N.A.)2(1-(N.A.)2) 
Aperture 

6 Optical Binomial 1'0 V1' 0 (1-1'0) -
Transmittance 

7 PMT Quantum Binomial TJ VTJ( I-TJ) 
Efficiency 

8 PMT Collection Binomial TJeo VTJeo (1-TJeo ) 

Efficiency 

Table VI.2: Different Stages and Their Noises for the Monitor Evaluation System 
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If we cascade all the stages together using Eqs. 1.13 and 1.14 we find that the total SNR is: 

SNRtot = 1 (VI.11) 

The second term within the brackets depends on the numerical aperture of the collecting 

optics (among other things) so we measured the SNR as a function of the I/#of the lens 

(which is proportional t0 141 l/(N.A.». Table VI. 3 shows the results of these 

measurements. The first column is for a temporal noise measurement of the Tektronix 

monitor. The monitor had 25 lines displayed at grey level 255 on a grey level 0 

background. There is no dependence of the SNR upon the 1/#. The second column is 

from a temporal noise measurement of the US Pixel monitor. There is a possible 

dependence of SNR upon 1/# however the large amount of variation in the measured values 

of the temporal noise in the US Pixel monitor meant that the standard deviation of the 

measured SNR values was between 100 and 200 for the 1/4, 1/5.6 and 1/8 measurements. 

Therefore, the decrease in SNR for larger I/#s is well within the standard deviation of the 

measurements. This leads us to believe that the terms with the numerical aperture in them 

are small enough to be neglected in our SNR measurements. Equation VI.11 then becomes: 

SNRtot~ ----~----- (VI.l2) 

where Ne represents the electron beam's shot noise contribution to the total SNR. The 

magnitude of this contribution will be examined in Ch. IX. 
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Tektronix US Pixel 
Temporal Temporal 

1/# SNR SNR 

4 983 570 
5.6 972 498 
8 1042 386 

11 929 378 
16 849 317 

Table VI.3: SNR as a Function 01 1/# 

One noise that we did find evidence of in our rms measurements of monitor performance 

was 1/1 noise, but only at very low frequencies. Figure VI.1 shows a noise power spectrum 

of a US Pixel monitor that· we made using the system described in Figure V. 7. The 

computer took data every 4 seconds over the period of 2 hours. In thl' log-log plot, we can 

see that the best power law fit of r1. 1 is very close to the predicted r 1 for 1/1 noise. 

Although the noise seems very prominent, notice the extremely low frequencies of the 

power spectrum. Because the eye can be modelled as an ac-coupled device (see Fig. I.10), 

low frequency noise (below 2.5 Hz) will not influence the performance of a monitor as 

perceived by the human observer (as discussed in Ch. I.D). We did not see a 1/1 frequency 

component in any of the monitor noise power spectra we measured; however, the lowest 

frequency we could resolve in our NPS measurements was (as discussed in Ch. I) between 

.01 and .03 Hz. This is two orders of magnitude higher than the lowest frequency 

measured for Fig. VI.l and thus the 1/1 noise in our NPS measurements was two orders of 

magnitude lower than the maximum noise we measured in Fig. Vl.l. 
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VII. Measurements of Photomultipliers 

Part of the calibration procedure for our measurement system entailed measuring a device 

with a known performance and comparing our measurements to measurements others have 

made. Because the Navy was interested in the RCA 8852 PMT as a near-infrared detector, 

and because the RCA 8850 is a low-noise, photon counting PMT, we decided to test our 

system by measuring the performance of these PMTs. 

A. Dark Current Properties 

1. Variations with Applied Voltage 

Figure VII. I shows the variation of the dark current with applied voltage for the RCA 8850 

PMT. The dark current was measured using the Keithley electrometer described in Ch. 

V.A.1.b. Besides the dark current we measured, I have also included the maximum dark 

current values from the data sheet142 and the scaled nominal gain, also from the data sheet. 

We can see from the slope of the two solid curves that the measured dark current has the 

same dependence upon bias voltage as the maximum dark current given in the data sheet. 

The data sheet also gives an average dark current of .6 nA, measured at 2000 Volts and 

room temperature, which is very close to our measured value of .67 nA. Figure 11.6 

showed that the dark current of the tube should follow the gain curve, which it seems to 

for most bias voltages. The deviation from the gain curve at low bias voltages is probably 

due to ohmic leakage, as discussed in Ch. II.A.2. Figure VILI also implies that to operate 

in the region of the curve where the tube is not limited by ohmic leakage that the bias 

voltage.should be at least 1400 Volts. The tube can operate below this bias voltage, since 

the data sheet lists the minimum bias voltage at 800 V; however, the dark current will no 

longer be thermionic emission limited, which means that the dark current will not decrease 

proportionally with the gain and thus the dark current will contribute more to the total 

output current of the PMT. Also, if the dark current is not dominated by thermionic 
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electron generated charge pulses, the assumption made later in this chapter that dark and 

photoelectron PHDs are equivalent will be false. Figure 11.6 also shows that the dark 

current increases tremendously above a certain bias voltage. We did not see this for the 

8850, but the highest bias voltage we used was 2200 Volts and the tube is rated for a 

maximum of 3000 Volts. 
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Figure VlI.l: Variation of Dark Current with Applied Voltage for the RCA 8850 PMT'. 

Figure VII.2 shows the dependence of the dark current on bias voltage for the PMT (an 

RCA S83013FMI) used in the hybrid tube both at room temperature (solid lines) and 

cooled (dashed lines). The measurements of the dark current for the cooled measurement 

were made between -60 and OOC. There was not a large difference in the measured dark 

currents between 0 and -60 degrees. Of interest are the large variations in the measured 

dark current for the device at room temperature. We originally thought this might be 
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caused by improper measurement techniques so w~ checked the data again and found no 

problems. For the data set denoted by diamonds, nothing was changed except the bias 

voltage, yet between 1200 and 1300 Volts the dark current increased tremendously. There 

seems to be two modes of operation for this tube. A low dark current mode, denoted by 

the triangles and most of the diamond data set and a higher dark current mode denoted by 

circles and squares. As this seemed unintuitive, we spoke with engineers at lIT who 

confirmed that this particular tube would operate for a while at a low dark current and then 

jump to high dark current values. We did not notice this behavior for the cooled PMT 

experiments, however, we noticed this jumpy behavior for the entire tube, as described in 

the next chapter. The data sheet143 specified a maximum dark current of 30 nA and an 

average dark current of 3 nA at 1100 Volts and room temperature and we measured from .1 

to 3 nA. Therefore, the magnitude of the dark current we measured was not excessive, but 

its fluctuations were. Researchers have noticed this jumpy performance144 ,145 (which they 

call burst noise) in other PMT's and have offered no explanation for this noise, which may 

occur in one sample of a given PMT type and be absent in another. 

Comparing Figure VII. 1 and VII.2 we can see the difference in dark current between the 

two tubes. At a bias voltage of 1200 Volts and at room temperature, the 8850 has a dark 

current of 2xlO-a Amps while the hybrid's PMT ranges from Ixl0-10 A up to 3x10-9 A. 

This comparison is not completely fair because the active areas of the two devices are quite 

different. The 8850 has an active diameter of 51 mm while the hybrid's PMT has an active 

diameter of 90 mm. Since the Richardson equation (Eq. 11.4) predicts a linear dependence 

of the dark current upon area, the 8850's dark current should be a factor of 3 less than the 

hybrid's PMT's for the same operating conditions. Even for the lowest dark current 

operation of the hybrid's PMT, there is a factor of 50 difference between the two dark 

currents. Since the tubes both have the same type of photocathode (a bi-alkali K2CsSb), 
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the differences must be in tube construction. The 8850 is designed to be an extremely low 

noise, photon counting PMT and as such, care is taken to minimize all noise sources in the 

tube. On the other hand, we know that the hybrid tube is inherently noisy and can exhibit 

periods of very high dark current due to some problem in the tube, which could explain the 

difference between the 8850 and the hybrid tube's performance. The primary advantage of 

the hybrid's PMT is that it is a larger area device, thus fewer are needed to cover the same 

large detector area needed for the Navy's communication receiver discussed earlier. Also, 

the large photocathode diameter matches the diameter of the II's output phosphor well . 
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Figure V1I.2: Variation of Dark Current with Applied Voltage for the Hybrid's PMT. 

Figure VII.3 compares the measured dark current of the hybrid's PMT with the scaled gain 

from the lIT data sheet.H6 The measured data was taken from Figure VII.2 from the 

cooled data set denoted by solid stars. We can see that the dark current tracks the scaled 
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gain fairly well. At lower bias voltages, the dark current does not seem to decrease as fast 

as the gain does. This probably can be attributed to the ohmic leakage discussed earlier. 

The ohmic leakage region of the dark current curve occurs at a lower bias voltage for the 

hybrid's PMT than for the 8850. This is because ohmic leakage is dominant from around 0 

to 80 Volts per stage (see Chapter I1.A.2) and since the hybrid's PMT has only 10 stages, 

the ohmic leakage region should occur at a lower voltage than for the RCA 8850, which has 

12 stages. 
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Figure VlI.3: Comparison 0/ Dark Current and Gain lor the ITT Hybrid Tube's 
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2. Variations with Temperature 

To find the effect of cooling upon dark current, we performed experiments both with the 

RCA 8850 and the smaller bandgap RCA 8852 PMTs. Figure VII.4 shows the results of 

these experiments, performed with a PMT bias voltage of -1600 Volts. I made two 
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experiments for the 8850, the first one, denoted by circles in the graph was done on one 

day and the second one, denoted by squares, was done one day later. I did not 

precondition the tube before making the first measurement. Preconditioning consists of 

operating the tube in the dark with a bias voltage applied. We often observed that the tubes 

had lower dark current if they were preconditioned before making an experiment, an 

observation confirmed in the literature. 147 The fact that the circle data is 1.83 times higher 

than the square data at room temperature seems also to verify this. 
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Figure Vll.4: Effect of Cooling upon Dark Current of RCA 8850 and 8852 Photomultiplier 
Tubes 

The data shows that the RCA 8852 dark current is much higher than the RCA 8850's at any 

temperature. The difference is most pronounced at room temperature, where the 8852 has 

a dark current that is 390 times higher than the 8850's. This is as expected because of the 

long-wavelength response of the 8852. As discussed in Chapter II.A.2, less energy is 

needed to create a thermal electron in a long-wavelength, or small bandgap, device and 
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therefore they are created more often than in a device with a larger bandgap at the same 

temperature. For this same reason, the 8852 responds much more dramatically to cooling 

than does the 8850. The dark current for the 8852 at -23°C is 229 times lower than at 

room temperature, while the dark current of the cooled 8850 is only 2.16 times lower than 

at room temperature. 

We also made an experiment with the lIT Hybrid's PMT, however, because of the tube's 

design, we could not accurately measure the instantaneous temperature at the PMT's 

photocathode as the tube was cooled. However, we could cool the tube to thermal 

equilibrium and measure the temperature. When we did this, we found that cooling the 

device from room temperature to -58°C reduced its dark current from 10-9 Amps to 10-11 

Amps at -1000 Volts bias. Considering the large area of the photocathode, it is important 

to cool this tube to minimize dark current. 

B. Examples of Pulse-height Distributions from PMTs 

Figure VII.5 is a dark single electron PHD for the 8850 PMT taken using the spectroscopy 

amplifier system discussed in Ch V.A.2.a. We ran a computer program to analyze the 

distribution for its full width at half maximum (FWHM), rms and peak channel. The single 

electron peak occurs around channel 232. Since it is a single electron distribution, we 

wanted to minimize the number of counts around channel 460, which corresponds to the 

double electron events (two electrons during an integration time). 

The shape of the PHD looks like those measured by other researchers for this tube.us The 

counts at low channel numbers are due to emission from dynodes other than the first 

dynode and to ohmic leakage. These low-amplitude counts are usually not problematic in a 

pulse-height analysis system because a low level threshold can be set to remove most of 
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these small pulses. There are also pulses from multiple electron events in the figure, 

although they are hard to see because the number of large amplitude pulses is low 

compared to the single electron pulses. These large amplitude pulses come from three 

sources. The first source is the variations in the number of photoelectrons because 

photoemission has a Poisson PDF, and as such there is a finite, albeit small, chance of a 

multiple electron event occurring in a well-designed single electron experiment. The second 

source of these events (especially at large channel numbers) is ion afterpulses,149 caused by 

ions in the tube being accelerated toward the dynodes or photocathode. Since ions have a 

higher mass than electrons, the momentum of the ions is also much higher and thus the 

number of electrons generated will be higher for a single ion than for a single 

photoelectron. Finally, ionic bombardment of the photocathode, cosmic rays, field 

emission and radioactive contaminants that cause scintillations in the glass faceplate are 

responsible for very high amplitude events,lS0 which would be at higher channel numbers 

than shown in Fig. VII.5. 
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Figure VII.5: Pulse-height distribution lor an RCA 8850 PMI'. 
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From the distribution in Figure VII.5 we find the peak channel, from which the gain of the 

device can be derived using Equation V.9: 

G
pmt 

= SmcaNCp (VII.I) 
Gae 

Substituting 94 pF for the system capacitance, .007759 for the sensitivity of the MCA (in 

volts per channel), 232 for the peak channel number and 495 for the amplifier gain gives a 

PMT gain of 2.13x106, which compares favorably with the average gain of 2.2x106 we 

measured over many experiments. 

For these experiments we have used the peak, or most probable value, to find the gain (and 

noise factor below). Some may argue that it makes more sense to use the mean, or 

average, value in this equation. For the PMT's single distributions we measured, the mean 

and peak channels were almost exactly the same, therefore we use the peak because it is 

easier to find using our software. For the rest of the measurements made for this chapter, 

the peak and mean channel numbers are interchangeable. This is not always true and 

should be verified for a given measurement or experiment, either way, the method used 

should be specified with the results. 

To test the repeatability of our PHD experiments and to monitor the stability of the RCA 

8850 PMT we made nine dark single electron PHDs over the period from Octo ber 17, 1986 

to November 5, 1986. The results of these experiments are given in Table VII.1. We 

performed all the experiments using the same conditions: room temperature, -1600 V bias 

voltage and a 100 microsecond integration time on the custom integrator. I read the peak 

channel from the data plot itself. A computer program calculated the FWHM and rms from 

the PHDs. As mentioned in Chapter IV.A.3, the FWHM divided by the peak channel gives 

the energy resolution of the device. 
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Dark Energy 
Date Peak FWHM Current Gain Resolution Noise 

Channel (Amps) (Percent) Factor 

10/17/86 221 135.0 2.10E-ll 1.94E+06 61.1 1.214 
10117/86 219 138.4 2.30E-ll 1.92E+06 63.2 1.218 
10/17/86 219 137.7 2.35E-ll 1. 92E+06 62.9 1.218 
10/17/86 223 148.1 2.35E-ll 1.96E+06 66.4 1.213 
10/29/86 226 145.4 1.75E-ll 1.99E+06 64.3 1.239 
1113/86 226 150.8 1.65E-ll 1.99E+06 66.7 1.256 
11/4/86 220 143.1 1.75E-ll 1.93E+06 65.0 1.242 
11/5/86 223 142.2 1.70E-ll 1.96E+06 63.8 1.249 
11/5/86 220 135.6 1.70E-ll 1.93E+06 61.6 1.263 

Average 222 141.8 1.96E-1I 1.95E+06 63.9 1.235 
Std. Dev. 1.17% 3.71% 14.81 % 1.33% 2.86% 1.48% 

Table Vll.l: Pulse-height Distribution Generated Statistics for the RCA 8850 PMT 

Table VII.! shows that the statistics of the RCA 8850 PMT do not change very much from 

experiment to experiment. The largest variations are in the dark current measurements, 

which is expected because the dark current depends on past operation of the tube and some 

measurements were made after the tube had been operating for weeks, while others were 

made minutes after applying power to the tube. For every other statistic (peak channel, 

FWHM, gain and energy resolution) the standard deviation is less than 5% and in some 

cases closer to 1%. This shows that our system error is even less, given some finite amount 

of variance in the performance of the PMT itself. The fact that the PHOs do not change 

over a period of 2t weeks implies that this system is stationary (see Chapter IV.C). If we 

compare our measured values with the typical values provided by the tube manufacturer,161 

we find that the average dark current we measure at -1600 V is 5 times lower than that 

quoted by RCA. The gain we measure is 3 times higher than that quoted by RCA, however 

our gain measurements take the counting efficiency into account whereas RCA's 

measurements do not. Therefore, to compare gain values directly, RCA's values must be 
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divided by the counting efficiency, which ranges from SO% to 90% for this type of tube. If 

we scale the energy resolution that we measure at 1600 V to what we would expect for 

2000 V (using the data provided in the next section for peak and rms as a function of bias 

voltage) we find that our energy resolution is 10% higher than that printed in the data 

sheet. Since the data sheets give only averages, the difference between our measurements 

and those given by RCA is not surprising. 

C. Properties as a Function of Bias Voltage 

To find out the performance of the RCA 88S0 PMT as a function of bias voltage, we made 

single dark-electron PHDs like the one shown in Figure VII.S. For all the following 

experiments we used the spectroscopy amplifier system. We usually collected enough data 

so that the peak channel had between 2000 and SOOO counts, a value that gives a "smooth" 

looking PHD curve and one that takes around 90 minutes to collect. We have made 

experiments in the past that show that as little as 1000 to IS00 counts are necessary in the 

peak channel to give a statistically acceptable PHD (i.e. one whose statistics do not change 

as the number of counts are increased). 

1. Peak Number of Channels 

We are interested in how the peak of the PMT's pulse-height distribution changes as a 

function of the bias voltage for two reasons. The first is that the gain is directly related to 

the peak. The second is that the noise factor is directly related to the peak of the PHD and 

we were interested in finding the relationship between bias voltage and noise factor. The 

data set denoted by squares in Figure VII.6 shows the measured relationship between peak 

channel number on the MCA and PMT bias voltage. Also shown on the graph is the scaled 

gain of the PMT from the PMT's data sheet (dashed line) and the nns MCA channels 

(denoted by circles). The symbols are plotted at the mean of the measurements for each 
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bias voltage. Both of the measured quantities also have error bars plotted with them. 

These error bars represent the sample standard deviation of the measurements made at each 

bias voltage. I made only one measurement at -1400 Volts, which is why it has no error 

bars. 
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Figure VII.6: Peak and RMS Channel Numbers as a Function 0/ Bias Voltage /01' the RCA 
8850 PMT 

From the graph, we can see t~at the peaks of the PHDs for this PMT follow the gain curve 

provided by the tube's manufacturer. The only exception is at high bias voltages where the 

peak does not increase as quickly as the gain does. The peak channel of the PMT 

distribution increases with increasing bias voltage, which means that the "signal" out of the 

PMT for a fixed input also should follow this curve, provided the PMT is not saturated. 

The peak channel increases with increasing bias voltage for the reason pointed out earlier in 

Ch. II.A.2: the average secondary emission gain for each dynode increases with increasing 

field strength because of the increasing kinetic energy of the electrons that impinge on the 
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dynodes. 

For maximum signal, the PMT bias voltage should be as high as possible, but, as pointed 

out in Ch. II.A.2, the current densities near the anode may be high enough to space-charge 

limit the operation of the PMT, resulting in no further increase in signal for an increase in 

bias voltage. One other problem exists in operating at high bias voltages in that the PMT is 

designed to be operated safely only up to a certain bias voltage. Above that voltage its 

dynodes could be permanently damaged because of high current densities and its insulation 

could begin to break down, resulting in a shock hazard to the operator. 

2. RMS Number of Channels 

The peak channel does not tell the whole story of device performance because if the noise 

increases faster than the signal does, we may not want to operate the device at higher bias 

voltages. Figure VII.6 shows that the noise, or ems channels increases with increasing bias 

voltage, albeit not as fast as the peak channel does. This means that the noise normalized 

to the signal decreases with increasing bias voltage. Therefore, the tube should be operated 

at as high a bias voltage as possible (at least up to 2200 V, the limit of our measurements), 

to maximize the difference between signal and noise. 

3. Noise Factor 

As discussed earlier, the noise factor is a FOM that shows how much the signal-to-noise 

ratio is degraded by the amplification stages of a PMT. From Eq. IV.8: 

u. 2 
k = 1 + -"-r (VII.2) 

1-'8 

where C18 is the ems of the PHD and 1-'8 is the mean (however in this case I used the peak). 

I calculated the noise factor for the RCA 8850 as a function of bias voltage from the peak 

and ems channel data given above. Figure VII. 7 shows that we measured the maximum 
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noise factor of 1.15 at -1400 Volts and we found the minimum noise factor of 1.06 to be at 

-2000 V and -2200 V. Although the error bars for some measurements are large, I think it 

is safe to assume that the noise factor for this tube decreases with increasing bias voltage. 

This is a direct result of the peak channel increasing with bias voltage faster than the rms 

channels do. 
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Figure VlI.7: Noise Factor 0/ the RCA 8850 PMT as a Function 0/ Bias Voltage 

We can compare the measured performance of the PMT with the predicted performance by 

calculating the SNR from Eqs. 11.13 and 11.17: 

SNRc (VII.3) 

1 + t{O~I} 
Reference 152 suggests that a constant E (which is approximately equal to 1.6) should be 

used in Eq. VI!.3 so that: 
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SNR= (VII.4) 

This constant accounts for dynode nonuniforrnities and other variations in the device. We 

know from Ch. III that the noise factor is defined by the ratio of the square of the ideal 

SNR to the real SNR. For an ideal detector of optical radiation with a quantum efficiency 

of '7 and a collection efficiency of '7eo ' the ideal SNR is (from Ch. II) vn'7'1eo' Therefore, 

the predicted noise factor for this device is: 

k = I + 11 eo } 
~10-1 

(VII.S) 

where 01 is the gain of the first dynode and 0 is the average dynode gain for all but the 

first dynode. From the PMT's data sheet,153 we find that 01 = 30 at 1600 V. Knowing the 

number of stages (12), the total gain (2xI06) and the gain of the first dynode (30) we can 

calculate the average gain of the other II dynodes since: 

011 = 2~006 = 6.67 xl 04 

therefore: 

I 110go = 4.82 

(VII.6) 

(VII. 7) 

so that 0 = 2.74. This value of 0 used in Eq. VII.S predicts a noise factor of 1.08. Fig. 

VII.7 shows that we measured a noise factor of 1.13, a difference of 4%. Table VII.2 

shows the first dynode gain, the measured noise factor and the calculated noise factor 

(from Eq. VII.S) and the percent difference in the two noise factors as a function of the 

bias voltage of the tube. We can see from the table that ~he measured performance of the 

tube is very close to the predicted performance of the tube. 
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First Calculated Measured 
Bias Dynode Noise Noise Percent 

Voltage Gain Factor Factor Difference 

1400 26 1.10 1.15 4.8 
1600 29.5 1.09 1.13 4.1 
1800 33.5 1.08 1.08 0.4 
2000 37 1.07 1.06 -0.8 
2200 41 1.06 1.06 0.0 

Table VII.2: Comparison of Calculated and Measured Noise Factor for the RCA 8850 PMT. 

We can see from Eq. VII.S that the noise factor depends strongly on the first dynode gain 

(as mentioned in Ch. II), which in turn depends on the bias voltage. Therefore, the noise 

factor is expected to decrease when 01 is increased by raising the bias voltage. This shows 

that the tube should be operated with as high a bias voltage as possible. This is not true 

unequivocally because the increase in peak channel number should eventually level out 

because of space charge limitations and the rms channels should increase because of 

regenerative effects. These two factors should cause the noise factor to increase above a 

certain bias voltage. We may already see some evidence of this in Figure VII.7 for the 

noise factor seems to level off above -1800 Volts. Measurements at higher bias voltages 

would have to be made to confirm this empirically but given the facts that we were worried 

about ruining our tube Rnd that at -2200 Volts the gain was up to 7xl07 we did not feel the 

need to increase the bias voltage further. The manufacturer states that the tube can be 

operated up to -3000 Volts bias but they do not say whether this limit is set by safety 

concerns, a degradation in performance or permanent damage to the tube. 

4. Gain 

Using Equation VII.l, I calculated the gain of the RCA 8850 as a function of the bias 

voltage. Figure VII.8 gives the results of this experiment. Also shown in the figure, 
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indicated by a dashed line and circle data points, is the nominal gain of the tube from the 

data sheet. From the figure, we can see that the measured gain and the expected gain 

follow essentially the same shape curve. As mentioned before, the RCA measurements 

don't take the counting efficiency into account so I have included a dashed line with 

squares that represents the gain measurements by RCA assuming a worst case counting 

efficiency of 50%. Likewise the other dashed line represents a 100% counting efficiency. 

The performance of our tube should lie between the two dashed lines, which it does. 

Notice that the gain of the PMT is non-linear with bias voltage. The curve does not have 

to be linear in bias voltage, however the non-linear nature makes it especially important to 

have a power supply with low drift and ripple when operating the tube at higher bias 

voltages because a small difference in bias voltage can lead to a large difference in device 

gain. 
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Figures VII. 7 and VII.8 show the reason that PMfs are popular for many applications. As 

mentioned earlier, they provide a very high gain (up to 7xl07 for the 8850 in our 

measurements and 5xl09 at 3000 V) and can do it without degrading the detected signal 

much (with a noise factor of only 1.06 for our 8850). The primary disadvantage to using 

PMfs was mentioned in Chapter III.B.2; the quantum efficiency of these devices rarely is 

greater than 30% and, for long-wavelength PMfs, is often less than 5%. 



178 

VIII. Measurements of the Photomultiplier/Image Intensifier Hybrid System 

A. Dark Current Properties 

I. Variation with Applied Voltage 

We measured the dark current of the lIT Hybrid in the same manner as discussed in 

Chapter VII.A.I for the PMTs. Figure VIII.I shows the measured dark current profiles 

of the lIT hybrid tube. The vertical axis represents the total current out of the PMT's 

anode. This current includes the dark current of the PMT (shown by the 0 V curve in the 

graph) as well as the dark emission of the II as measured by the PMT. I have plotted 

dark current as a function of the II's bias voltage and the PMT's bias voltage both cooled 

(dashed lines) and at room temperature (solid lines). Each II bias voltage is denoted by a 

different symbol. The -SOOO V measurement at -3SoC has two data sets, the -SOOO V 

room temperature measurement also has two data sets. The -4000 V measurement has 

two data sets at room temperature and one at -3SoC. 

The different values for the same measurement conditions are because of the "jumpy" 

performance of the tube mentioned previously in Ch. VII.A.I. The upper two curves of 

the cooled data set (denoted with circles) show this very well. Both curves were made for 

-SOOO Volt II bias at -3SoC; however, the dark current for the upper curve is 4 times 

higher than for the lower curve. Notice that both curves have the same shape, which 

would eliminate leakage currents or a current independent of bias voltage as a cause for 

the discrepancy. 

From the room temperature data set, we see that there is very little difference in dark 

current whether the II is operated at -2S00 V or 0 V. This suggests that the dead voltage 

of the II is around -2S00 Volts. 
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Figure Vlll.l: Dark Current 0/ the lIT Hybrid Tube as a Function 0/ Bias Voltages. 

Also of interest is how the output of the II alone depends upon the II bias voltage. We 

could not measure the light out of the intensifier directly because the II is in contact with 

the PMT. Instead, we measured the average dark current out of the PMT when the II bias 

was 0 Volts. We then measured the current out of the PMT when the II was biased to 

some voltage and subtracted the PMT dark current to get the net PMT anode current due 

to the II. This net anode current i is proportional to the II output as was shown in Eq. 

11.27: 

(VIII.I) 

where iK is the photocathode current of the II, Gn is the gain of the image intensifier, Tp 

is the transmittance of the isolation plate, N.A. is the numerical aperture of the II/PMT 

coupling, 11 is the quantum efficiency of the PMT, 11eo is the collection efficiency of the 

------ ---
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PMT, and GpMT is the gain of the PMT. Since G, e, N.A., 11eo and 11 are independent of 

II bias voltage, the net anode current i is proportional to the output of the II, which is 

given by IkGn. 

Figure VIII.2 shows the relationship between the II output and its bias voltage. I made 

two types of measurements. The first, denoted by a solid line and asterisks, was for the 

dark emission of the II and the second, denoted by a dashed line and triangles, was for a 

small, fixed amount of light present on the II's photocathode. The error bars represent 

the sample standard deviation of the net anode current. We used the BNC Model 6010 

LED light pulser (described earlier) for the LED-on experiments. The amplitude setting 

on the BNC pulser was 7.0 and the light pulse width was 300 ns with a 25 IJS pulse period. 

We did not have to pulse the light source, since we were making de measurements with 

the electrometer, however, pulsing the LED allowed us to use a much lower output level 

than was available for the light source's continuous mode of operation. In this case, the 

average output was approximately 300 ns/25 IJS or .012 times the continuous output for 

the same amplitude setting. 

The output of the II increases with bias voltage as expected. If we assume a dead voltage 

of 2.5 kV, we can fit a power law curve through the data to find the exponent n in Eq. 

11.20 reprinted here: 

(VIII.2) 

The best fit for the LED-off data is for n = 1.8 while for the LED-on data n = 1.4. 

These values agree with the expected value for n of between 1 and 2 as mentioned in Ch. 

II.B.2. I expected, however, that the exponents for the two curves would be closer than 

they are, since the gain mechanism for thermal electrons and photoelectrons is the same. 
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Figure Vlll.2: Image Intensifier Generated Dark Current as a Function of Bias Voltage 

The standard deviation of the data is fairly large even though I averaged between 6 and 

16 data points for each point on the graph. I attribute this to the same problem that 

caused the jumps in the measured dark currents in Fig. VIII. 1. 

We tried to run the II at a bias voltage of -10 kV but the dark current increased 

tremendously. This increase is probably caused by a glow discharge along the wall of the 

tube, which the tube manufacturer said could exist because this tube lacked the usual 

chrome oxide coating. 

2. Variation with Temperature 

From Figure VIII.I we can see that cooling the tube reduces its dark current significantly 

(around two orders of magnitude for all bias voltages). Unfortunately, we were not sure 

the cooling chamber had come to an equilibrium temperature and were therefore unable to 
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measure the dark current at known photocathode temperatures between room temperature 

and -35°C. We were sure the photocathode temperature was -35°C for the experiment 

shown in Fig. VIlLI because we waited for a few hours for the cooled chamber to come 

to an equilibrium temperature of -35°C, which ensured that everything inside the chamber 

was near -35°C. We could have measured the dark current as a function of temperature 

for this device, however we would have had to wait hours between each measurement for 

the tube to achieve an equilibrium temperature. This delay would have led to 

prohibitively long times for each experiment. 

The reason we placed an emphasis on reducing the dark emission of the tube is that we 

often wanted to make single electron distributions for the hybrid tube. When we did this, 

we needed to ensure that the probability of multiple events happening during the 

integration time t was low. As mentioned in Ch. V.A.4, we do this by reducing the 

pro bability of the mean number of events to I %. The relationship derived between dark 

current and integration time (from Eq. V.21) was: 

i < .01eG 
max - t (VIII.3) 

where e is the charge on an electron, G is the gain of the device and imax is the maximum 

dark current present during an integration time t (in seconds). Since the minimum 

integration time for our integrator system is 30 JJ.S and the gain of the tube is around 106 , 

the maximum permissible dark current is around .05 nA. For the spectroscopy amplifier 

system, the usual integration time is 2 J1.s so the maximum dark current is .8 nA. From 

Figure VIII. I, the room temperature dark current at -5000 V is 100 nA, too high for 

either of these two systems. By cooling the tube, the dark current can be reduced to a 

value between .3 and I nA, which would allow the spectroscopy amplifier to be used. 
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B. Examples of Pulse-height Distributions 

To characterize the noise of the ITT hybrid detector, we made both single dark-electron 

and single photoelectron PHDs. Because the decay of the II's P47 phosphor is so short 

(its decay time to 10 % of maximum brightness is .08 J.'S164), we decided to use a 2 J.'S 

integration time. Also, since we wanted to make single photoelectron distributions in 

addition to single dark-electron distributions, we needed to ensure that the LED caused 

only one photoelectron to be generated during a given LED pulse. We did this by 

changing the amplitude of the light pulser so that the intensity of the LED varied by a 

factor of 2.5. Figure VIII.3 shows the relationship between the mean channel number of 

the PHD and the light pulser amplitude. The amplitude control on the pulser is a linear 

10-turn potentiometer with values from 0 to 10.0. I selected a 300 ns pulse width and a 

25 J.'S pulse period for the pulser and operated it in its stabilized mode. The mean channel 

of the PHD did not change much as a function of the LED intensity so the LED events 

consisted primarily of 0 or 1 photoelectrons. If there were a significant number of double 

events present, the mean channel number should increase with LED intensity, because the 

ratio of double events to single events also would increase with intensity. 
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Figure VIII.4 shows single dark-electron and single photoelectron PHDs made of the lIT 

hybrid tube. A computer program generated distribution statistics such as the mean 

channel, rms channels, SNR, integrated number of counts, peak channel number and peak 

number of counts and printed them in the upper right comer of each distribution. Figures 

VIII.4a and VIII.4b are single electron PHDs of the entire device. Figure VIII.4a is the 

single dark-electron distribution and Figure VIII.4b is the single photoelectron 

distribution. Figure VIII.4c is a PHD for the PMT alone, obtained by removing bias from 

the II. Figures VIII.4d and VIII.4e represent subtracted PHDs done to find the PHD of 

the II alone. Subtracting a dark distribution from one done with photoelectrons gave the 

PHD in Figure VIII.4d, which is a single photoelectron distribution of the II. Subtracting 

a PMT alone distribution (like that in Figure VIII.4c) from a total distribution (like that 

in Figure VIII.4a) gave the distribution in Figure VIII.4e, which is a single dark-electron 

distribution of the II. The subtractions were done with software that subtracted the 

counts in one PHD from another PHD channel by channel. 
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A large component of the PHDs shown in Figures VIII.4a and VIII.4b is the peak at low 
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channel numbers (around channel 24). This peak is due to the dark emission of the PMT. 

We know that this large peak is caused by the PMT because we removed the II bias to 

make the PHD in Figure VIII.4c and we still see the same peak. This large dark current 

affects the noise factor of the device. From the distribution in Fig. VIII.4b we find a 

noise factor of 1.54 (using Eq. IV.8), but from the distribution in Fig. VIII.4d, (where 

the PMT dark current is removed) the noise factor is 1.32. These measurements were 

made with the tube cooled to -15°C. At room temperature the noise factor would be 

higher than 1.54 because of the increased PMT dark current. To make the noise factor 

lower than 1.54, one could either cool the device to a temperature below -15°C or use a 

minifying II and a smaller PMT photocathode. 

Notice the wide distribution around channel 270 in Figures VIII.4a and VIII.4b. The total 

noise in the device determines this width. The II accounts for most of this total noise 

because the width of the dark PMT distribution is much narrower than the total 

distribution. This point will be discussed further in section D.4. 

Figures VIII.4d and VIII.4e show that distributions for the II can be obtained by 

subtracting out the PMT distribution. After removing the contribution of the PMT to this 

noise factor we can find the noise factor for the II alone from Equation IV.I0, which will 

be done in sections C.3 and D.4. Note that the subtracted distributions are not exactly 

"smooth" on the left side. This is due to inherent fluctuations in the exact shape and size 

of PHDs from experiment to experiment that led to imperfect subtractions. Nonetheless, 

we compared distributions with different left sides and curve fits and found that this 

discrepancy did not seem to affect the calculation of the II's noise factor. 
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1. Mean Number of Channels 
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One variable in making PHDs is the integration time of the spectroscopy amplifier. It is 

varied by changing the spectroscopy amplifier's shaping time controls. As mentioned 

earlier, the integration time should be set to a time long enough to accommodate the 

arrival time spread of the charge pulse from the PMT and short enough so multiple events 

occur infrequently. The hybrid tube's output pulse width is determined by the decay time 

of the II's P47 phosphor and the transit time characteristics of the PMT. The average 

FWHM of the hybrid tube was measured to be 100 ns.166 

Figure VIII.S shows the results of an experiment that we made varying the integration 

time. The PMT bias voltage was -1500 V and the II bias voltage was -8 kV. I made two 

experiments, the first was for single dark electron PHDs and the second was for single 

photoelectron PHDs. We used the BNC light pulser with a 300 ns pulse width, a 25 ps 

pulse period and an amplitude setting of 7.0 for the photoelectron distributions (settings 

from the experiment shown in Fig. VIII.3 that give single photoelectron distributions). 

The graph shows that increasing the integration time from 1 JJS to 12 JJS does not increase 

the mean channel by much. Therefore, the integration time range for this tube should be 

between 1 and 12 ps. We performed the rest of our measurements on the hybrid tube 

with a 2 ps integration time. Notice that the mean of the photoelectron distribution is 

always between 10% and 18% higher than the mean of the dark distribution. This could 

be due to the presence of a slightly higher signal (estimated to be around 6% higher) for 

the photoelectron distributions, also, since we made these measurements almost two 

months apart, the difference could be due to changes in the detector or the measurement 

system. It is also possible that there is some difference between dark-electron and 
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photoelectron generated PHDs. We would expect, however, that the two distributions 

should be the same as they are both made from single electrons from the photocathode. 
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Figure VIII.5: Mean Channel Number as a Function 0/ Integration Time 

2. RMS Number of Channels 

We also measured the rms of the PHDs as a function of the integration time to see if it 

had any effect. Figure VIII.6 shows the results of this experiment. Here we see the same 

dependence upon integration time as for the mean. If the integration time is greater than 

.5 J.I.S then the spectroscopy amplifier collects all the charge out of the PMT for a 

particular pulse. For this experiment, the photoelectron and dark-electron rms are almost 

the same. The greatest difference occurs at the 6 J.I.S integration time, where the 

photoelectron distribution's rms is 8% higher than the dark-electron's. 
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3. Noise Factor 
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We also double checked the effects of the integration time on our noise factor 

measurements. We calculated the noise factor for both the entire hybrid tube and the II 

alone. I subtracted the PMT distribution as mentioned in section B to find the 

distribution for the intensifier alone. I subtracted out the PMT rms channels in 

quadrature from the resultant distribution's rms. Figure VIII.7 shows that for all four 

experiments the integration time had little effect on the noise factor, especially for times 

greater than I 1lS. Because the mean for the photoelectron measurement was higher than 

the mean for the dark-electron measurement and the rms number of channels was similar 

for both measurements, the noise factor is smaller for the photoelectron distributions than 

for the dark-electron ones. Also, we expect the intensifier alone to have a smaller noise 

factor than the entire device, which it does, because the noise due to the II is only part of 

the noise of the entire tube. 
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D. Properties as a Function of Bias Voltage 
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Knowing the optimum integration time, we wanted to find the performance of the hybrid 

tube with bias voltage. We measured the mean, rms, gain and noise factor as a function 

of the II bias voltage. We set the PMT bias voltage to -1500 V for all the experiments 

and used a I J.l.S shaping time (2 J.l.S integration time). 

I. Mean Number of Channels 

Figure VIII.8 shows the mean channel of the single pho.toelectron and dark-electron 

PHDs as a function of the II bias voltage. We see that the mean channel number of the 

PHDs increases with bias voltage, as we expect. The photoelectron measurements have a 

higher mean (between 4 and 14% higher) than their dark-electron counterparts just like in 

Fig. VIII.5. We are not sure why this is so; again, the photoelectron measurements were 

made nearly two months after the dark-electron measurements and the detector or 
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measurement system could have changed. Since a higher mean indicates a higher device 

gain (see Eq. VII.1) and we want to get as much gain out of the device as possible, it 

seems that a high bias voltage would be preferable. However, we need to know the 

device's noise performance with bias voltage before making any recommendations of 

which bias voltage should be used. 
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2. RMS Number of Channels 

Figure VIII.9 shows the rms channels as a function of intensifier bias voltage for the 

same experiment described in the previous section. The error bars on the dark-electron 

measurements for -6, -7, -8 and -9 kV show the sample standard deviation of the data 

(the other measurements had only one data set). I took two data sets for each of these 

measurements except the -8 kV measurement, which had 18 measurements. The rms 

channels increase with bias voltage as expected. The more gain the hybrid tube has, the 

more noisy its performance will be. To find the optimum bias voltage, we also need to 
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examine the dependence of the noise factor upon the bias voltage, which will be done in 

Ch. VIII.D.4. 

3. Gain 
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Figure VIII. 1 0 shows that, as expected, the intensifier gain goes up with increased bias 

voltage. For photoelectron PHDs, the gain increases from about 5 at 5 kV to about 13 at 

10 kV. The values obtained from single dark-electron distributions are lower than those 

obtained from single photoelectron distributions. Also, the measurements made by lIT 

(denoted by diamonds) show a gain much higher than we measured. Their current 

measurement technique (discussed in Ch. V.A.3) will give higher gain values than the 

PHD technique because it does not include the PMT's collection efficiency, estimated to 

be between 50% and 85% for high gain, photon counting PMfS.166 However, it is 

. ~.----.-------------
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important to emphasize that neither method is wrong, if the measurement technique is 

reported with the measured values. 
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Repeated pulse-height analysis measurements of the gain for the same experimental 

conditions (II bias voltage -SkV, PMT bias voltage -1500V) showed the repeatability of 

the gain calculation (within one standard deviation) to be ±4%.167 

4. Noise Factor 

From Figure VIII. 1 1 we see that trend is for the noise factor to go down with an increase 

in the bias voltage of the II. Rewriting Eq. IV.IO gives: 

kPMT 
kklt = kn + G (N A )2 n . . fT/TJeo 

(VIII.4) 

where kklt is the noise factor of the entire device, kn is the noise factor of the II, Gn is 
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the gain of the II, kpMT is the noise factor of the PMT, N.A. is the numerical aperture of 

the II/PMT coupling, r is the transmittance of the isolation plate, '1 is the quantum 

efficiency of the PMT's photocathode and '1eo is the collection efficiency of the electron 

optics of the PMT. 
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I calculated the value of kn by solving Eq. VIII.4 for kn: 

1 
kn = ktot - Gn (N.A.)2Tf1f1eo kPMT (VIII.S) 

and using the measured values of ktot, Gn and kpMT and the estimated value of N.A., '1 

and '1eo' We find that our measurements of k for the II alone are, on the average, 16% 

lower than those measured by lIT (described in Ch. V.A.3). A possible reason for this is 

that lIT found that the noise factor increased as the amount of light on the intensifier's 

photocathode increased. This was so because the resistance of the photocathode 
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increased with the amount of light incident on the photocathode. This increase in 

resistance lowered the quantum efficiency of the PMT, which caused the noise factor to 

increase.16s Since the light intensity lIT used for the current measurements is 

significantly higher than the intensities we used, we expect that our measurements for 

noise factor would be lower than lIT's. This is particularly true when we used dark 

emission to find the PHDs. Also, lIT made their measurements at room temperature, so 

we would expect a higher noise factor than for our measurements made at -150C. 

Repeated pulse-height analysis measurements of the noise factor for the same bias 

voltages yielded a repeatability of ±0.1 %. 

5. Information Capacity 

We also can calculate an information capacity for the hybrid device using Eq. 111.1: 

C = Ajlogz( 1 + SNR2) (VIII.6) 

where SNR is the maximum SNR for the device. We know that the minimum SNR 

degradation (lowest noise factor) occurs at a bias voltage of 9 kV. The maximum SNR is 

set by the maximum output current of the PMT, which is 10 J,£A. If we divide this by the 

gain of the tube, we get a maximum photocathode current of 1.25 pA. With a 1 J,£S 

integration time (the minimum time that collects all the tube's output) this is 7.8 electrons 

per integration time and gives an SNR of 2.8, however we must modify this SNR by the 

noise factor and square it, which gives an SNRz of 4.8. This gives an information 

capacity of 1.3x106 bits per second for the hybrid tube. This is only an approximate 

figure, because we know that the noise factor increases with the amount of light on the 

tube and, as such, the maximum SNR may be lower than the one I use here. 
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E. Summary of Performance 

In summary, we found that the mean channel, rms channel and noise factor as calculated 

from PHDs for the hybrid tube did not change for integration times greater than .5 p.s. 

This shows that we have very few multiple events happening in our single electron 

·distributions. Also, because the PHDs changed very little over a two month period, our 

measurement system and the hybrid detector's statistics are stationary. 

From the measurements as a function of bias voltage, we found that the ITT hybrid can 

be operated with a PMT bias voltage of -1500 Volts and an II bias voltage of -9 kV. This 

gives a maximum gain of 8xl 06 , a noise factor of 1.64 and an information capacity of 

1.3xl06 bits per second. We also found that the pulse-height measurements were very 

repeatable. often with a standard deviation of less than ±5%. 



IX. Investigation of Monitor Performance 

A. Monitor Operating Characteristics 

1. Characteristic Curves 
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Once the monitors were set up (as discussed in Ch. V.A.6), we wanted to measure their 

characteristic curves (described in Ch. III.C.3). Before we could do this accurately, we 

needed to find the amount of time necessary to wait between changing the grey levels. We 

wanted to wait long enough for the monitor's luminance to stabilize for a particular grey 

level. However, we did not want to wait too long, as each characteristic curve had 52 

measurements (we made measurements every 5 grey levels) and we usually measured many 

curves for each monitor so that waiting too long could add up to a significant amount of 

time wasted. The amount of time to wait between changing grey levels depends on the 

accuracy needed, the grey level step size, and sometimes whether the grey level is being 

increased or decreased. For example, if the grey level needs only to be ±20% of its stable 

value, one would need to wait less time than if the grey level needs to be within ±2% of its 

final value. Also, if the grey level is changed by 25 it should take less time for the monitor 

to settle than if the grey level is changed by 255 (discussed further in section A.3). 

Figure IX.I shows the characteristic curve generated for the MegaScan monitor. These 

curves were measured using the silicon detector as discussed in Ch. V.A.6. The vertical 

axis shows the output luminance of the monitor in foot-Lamberts while the horizontal axis 

is the input grey level. The four curves were made with 10 seconds, 30 seconds, I minute 

and 5 minutes between changing the grey levels. The 10 second measurements are the 

lowest of the four and the 5 minute measurements give the highest luminance however, the 

difference is small. The average difference between the 10 second curve and the 5 minute 

curve is only 5% with a maximum difference (above grey level 20) of 9%. 
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Figure IX.1: MegaScan Monitor's Characteristic Curves as a Function 0/ Time Between Grey 
Levels 

Figure IX.2 shows the MegaScan's characteristic curve in linear format instead of semi-

logarithmic. From this curve, we can see the small deviations between the different curves 

for the higher grey levels that were compressed by the logarithmic vertical axis. Again, the 

10 second value seems lowest, however, the other three measurements are very close to one 

another. For this reason, we decided to use 30 seconds as the time to wait between 

changing grey levels. Choosing this value means we can make a complete characteristic 

curve in under one-half hour. 
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Figure IX.2: MegaScan Monitor's Characteristic Curves as a Function 0/ Time Between Grey 
Levels 

Figure IX.3 shows three characteristic curves for the Tektronix monitor as a function of 

the time between grey levels. The vertical axis is output channels of the ADC (which is 

proportional to the luminance output). The grouping of the three curves is even closer 

than it was for the MegaScan monitor. The average difference between the 10 second 

measurement and the 2 minute measurement over the entire curve is only .3% with a 

maximum difference of only 3%. Just to be on the safe side, however, I decided to wait 30 

seconds between changing grey levels, though it seems that 10 seconds would be sufficient 

for this monitor. 
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Figure lX.3: Tektronix Monitor's Characteristic Curves as a Function of Time Between Grey 
Levels 

Figure IX.4 shows the same type of curves for the US Pixel monitor. Like the Tektronix 

monitor, there seems to be little difference between the three times. The average 

difference here between the 10 second measurements and the 2 minute measurements was 

4.6% with a maximum difference of 9%. Again, we chose 30 seconds as the time between 

changing grey levels for all our other characteristic curve measurements. 
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Figure IX.4: US Pixel Monitor's Characteristic Curves as a Function of Time Between Grey 
Levels 

Once we determined the optimum time to wait between grey levels, we generated a set of 

characteristic curves for each monitor. Figure IX.S shows these curves for the MegaScan 

monitor. Since the MegaScan had both brightness (indicated by B) and contrast (indicated 

by C) controls, the generated curves are a function of both settings. Notice that all three 

curves for B= 2 seem to be cut off higher than grey level zero. This was because our 

measurement. system could not measure very low luminances, a problem that has been 

corrected for the rest of the characteristic curves. Notice that the brightness control shifts 

the characteristic curve on the luminance axis while the contrast control changes the slope 

of the characteristic curve. The controls appear to be non-linear, as changing C from 2 to 

4 does almost nothing to the slope of the curve while from 4 to 8 changes the slope 

dramatically. Note also that the controls appear to be somewhat interdependent, that is, 
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changing the brightness has some effect on the slope and changing the contrast has some 

effect on the luminance. 
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Figure IX.5: MegaScan Monitor's Characteristic Curves 

The characteristic curves should not be used as the only data to decide the operating 

conditions of the monitor; however, they do provide valuable data. In Figure IX.5, the 

B= 2, C= 2 and B= 2, C= 4 curves can be eliminated as candidates for optimum settings 

because their maximum output luminance is too low to be useful as a display device. The 

B= 8, C= 8 curve probably should not be used because it appears to saturate around grey 

level 170. Also, all the curves for C= 2 and C= 4 do not have a large dynamic range (ratio 

of maximum to minimum luminance). Therefore, of all the settings tested, three remain as 

possible candidates for further investigation: B= 2, C= 8; B= 4, C= 6 and B= 6, C= 8. 
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After we evaluated this MegaScan monitor, MegaScan sent us another monitor to evaluate 

(referred to here as the "new MegaScan monitor"). Its characteristic curve is shown in 

Figure IX.6. Both monitors were adjusted to the optimum performance as determined by 

viewing the displayed SMPTE pattern as discussed in Ch.V.A.6. The new MegaScan 

monitor has a much higher output luminance than the old monitor does. One unsettling 

fact about the new MegaScan monitor is that the low grey level luminance appeared to be 

unstable. We are sure that this was not due to our measurement equipment, as reliable 

measurements of lower luminances have been made using the same equipment. 
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Figure lX.6: Characteristic Curves 0/ two MegaScan Monitors 

Figure IX.7 shows a set of characteristic curves for the initial setup of the Tektronix 

monitor. The Tektronix monitor only has one user-access able control on it that acts like a 

brightness control, although it does change the shape of the characteristic curve somewhat. 

Tektronix engineers advised us to increase the dynamic range by adjusting the G2 voltage 

(discussed in Ch. II.D.2), which changes the luminance for grey level O. After adjustment, 
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we found that the luminance exceeded the maximum operating luminance of 40 foot-

Lamberts recommended by Tektronix. We then had to readjust the G2 to give maximum 

dynamic range yet have a maximum output less than 40 /t-L. We ended up with the 

characteristic curves shown in Figure IX.S. 
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Figure IX.7: Tektronix Monitor's Initial Characteristic Curves 

We only made measurements for three different settings for the new setup because we 

thought these three represented the best possibilities of settings to choose for the rest of 

our evaluations since the output luminance was too low for the other curves. The "gaps" in 

the characteristic curve near grey level 100 are where the automatic measurement system 

changed gain values, therefore some data points were lost. 
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Figure IX.B: Tektronix Monitor's Final c:...haracteristic Curves 

One disturbing problem with the design of the Tektronix monitor was immediately 

noticeable upon changing the BIC controls when we were setting up the monitor. The spot 

size changed greatly as a function of the luminance. All monitor's spot sizes change 

somewhat as a function of luminance, however the Tektronix monitor had a large change, 

obvious even to the naked eye. This introduced another variable in determining the best 

BIC setting. Fortunately, the smallest spot sizes occurred with the highest BIC setting, 

which we decided was the optimum setting for the monitor. This dependence upon 

luminance (beam current) was very noticeable for this monitor and should be reduced. 

Tektronix suggested that this dependence was due to a problem with the dynamic focus 

system used in this monitor. This system stores focus information in memory so that focus 

can be dynamically adjusted as a function of scan position.1 s9 
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Figure IX.9 shows the initial characteristic curves for the US Pixel monitor. The US Pixel 

monitor, like the Tektronix monitor, has only one operating control. This control is 

marked "Brightness" although it seems to have an effect on both brightness and contrast. 
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Figure IX.9: US Pixel Monitor's Initial Characteristic Curves 

After analyzing the curves shown in Figure IX.9, we decided that the upper 20 grey levels 

for each curve were near saturation. We then readjusted the monitor, trying to maximize 

brightness and still keep a large dynamic range. The resultant characteristic curves are 

shown in Figures IX.IO (linear) and IX.II (semi-logarithmic). A strong point of our 

monitor evaluation facility is that a characteristic curve for a monitor can be generated in 

less than one-half hour and, if there are any anomalies with the curve, the monitor can be 

tuned-up and the measurements quickly redone. Such an iterative process enabled us to set 

up the US Pixel monitor such that its final dynamic range was triple that for the initial 
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setup and the final maximum luminance was double that of the initial setting. 
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Figure IX.l0: US Pixel Monitor's Final Characteristic Curves (linear) 
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The characteristic curves have approximately the same shape except where the monitor 

saturated at high brightness levels or where the detector limited the low level measurement 

(for the preliminary MegaScan curves in Fig. IX.S). As discussed in Ch. III.C.3, the usual 

form of a monitor's characteristic curve is an exponential. The exponent is usually between 

2 and 3 and is a measure of contrast enhancement.16o 
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Figure IX.12: Comparison 0/ Monitor Characteristic Curves (double-log) 

Figure IX,12 shows each monitor's optimum characteristic curve plotted in double-log 

format. I made a best fit curve to each monitor's curve to find the slope, which is the 

exponent in Eq. III.18. The exponent for the MegaScan was 3.2, for the US Pixel it was 

2.9. The Tektronix had two separate slopes, below grey level 100 the exponent was 2.4 and 

above grey level 100 it was 1.5. All three of the monitors exhibited characteristic curves 

very close to power-law curves, except for grey levels near zero and, for the MegaScan, 

grey levels above 200. 
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The shape of the characteristic curve can be influenced by three stages in the monitor. The 

first is the video amplifier, which is assumed to be linear. The second is the electron gun 

assembly, and the third is the phosphor. We made measurements of the beam current of 

the Tektronix monitor by placing an ammeter in-line between the high voltage supply to the 

anode and the anode connector on the side of the bulb. In this way, we could measure the 

amount of current flowing through the gun and phosphor screen circuit, as we changed the 

grey level and measured the luminance. 

Figure IX.13 shows the dependence of the luminance on the beam current. The 

relationship between luminance and beam current for a P4-type phosphor should be 

linear. 161 As seen in the figure, we found the relationship to be linear as well. 
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Figure IX.13: Luminance as a Function 0/ Beam Current lor the Tektronix Monitor 

Since the luminance/beam current interaction is linear, the non-linear shape of the 

characteristic curve must come from the electron gun. Figure IX.14 shows the results of an 
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experiment designed to find the relationship between grey level and beam current (shown 

with circles and a dashed line). I have also plotted a scaled version of the characteristic 

curve, denoted by squares. The beam current curve has the same shape as the characteristic 

curve, which suggests that the electron gun determines the shape of the characteristic curve, 

a fact that is documented in the Iiterature.162 
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Figure lX.14: Beam Current as a Function of Grey Level for the Tektronix Monitor 

We also made a measurement of the output radiance as a function of the beam current for 

the Tektronix monitor. Figure IX.lS shows the results of this experiment. From the values 

shown in Figs. IX.14 and IX.IS we can calculate the conversion efficiency of the phosphor. 

The phosphor conversion efficiency is usually expressed as a ratio of output power to input 

power in Watts(optical)/Watt(electrical). The input electrical power for a given grey level is 

just the product of the voltage and the current: 
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(IX.l) 

where lb is the beam current, Va is the anode to cathode voltage cliffe renee and Vo is the 

dead voltage due to the aluminized phosphor backing. Va for this monitor is 19.5 kV, while 

we estimated Vo to be approximately 1.5 kV. For grey level 255, lb is seen from Figure 

IX.14 to be 63 ""A, which gives an input electrical power Pin of 1.13 Watts. I assume that 

the phosphor can be modelled as a Lambertian source, so that the radiant exitance Mis: 

M= 1rL (IX.2) 

where L is read from Figure IX.15 to be 42.1 ""W/sr-cm 2 at grey level 255. Incorporating 

the area of the monitor A and the transmittance of its faceplate 1", we find that the total 

optical output power is just: 

MA 
P t= -ou 1" (IX.3) 

where M was calculated from Eq. IX.2 to be 132 ""W/cm 2 , A is 957 cm 2 and 1" is .63. This 

gives a Pout of .201 Watts. Therefore the phosphor efficiency is .201/1.13 = .18 

Watts/Watt. This agrees with the expected .15 Watts/Watt for this type of phosphor.163 
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As discussed in ell. V.A.6.a, we also measured the output of the monitor for the different 

step-tablet luminance values to more closely approximate monitor performance for a real 

image. We did this using two different detectors. The first was the standard PMT setup 

that we use to make characteristic curve measurements. The second was a hand-held 

Minolta LS-110 Spot Luminance Meter. Because the characteristic curve measurements are 

so important to the characterization of a monitor, we wanted to show that one does not 

need a large amount of equipment to make accurate characteristic curve measurements. 

Figure IX.16 shows the results of this experiment. I set the US Pixel monitor's brightness 

control to setting 9.6, the value we decided was optimum for this monitor. 
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Figure IX.16: US Pixel Monitor's Characteristic Curve from Measuring the SMPTE Test 
Pattern 

Notice that for the high grey levels, the two PMT measurements are almost the same. The 

values read by the luminance meter are somewhat smaller, however they are close to the 
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other measurements. At low grey levels, however, both SMPTE pattern measurements tend 

toward a constant luminance. This is due to veiling glare, light from bright areas scattered 

into dark areas, which was discussed in Ch. III. 

2. Maximum Brightness and Dynamic Range 

From the characteristic curves we can find the maximum brightness for each setting of the 

monitors. By taking the ratio of the luminance for grey level 255 to the luminance for grey 

level 0 we can calculate the dynamic range, either for the uniform screen or by using the 

SMPTE pattern (to find the SMPTE dynamic range). As a comparison, the maximum 

luminance displayed by a light-box is around 500 /t-L and the dynamic range of an SMPTE 

test pattern, hung on a light box (referred to from now on as a hard-copy SMPTE pattern), 

is around 295. 164 

Table IX.l shows the dynamic range, SMPTE dynamic range and maximum output 

luminance for the MegaScan monitors we evaluated. Next to the brightness and contrast 

settings are the measured values. The last row in the table is for the optimum setting of 

the second monitor MegaScan sent us. The data in the table also help to decide the best 

brightness/contrast settings. The B= 2, C= 2 and B= 2, C= 4 have a maximum luminance 

that is too small, especially considering that a conventional light box's luminance is around 

500 /t-L. The dynamic ranges of all the other settings except B= 4, C= 6 are less than 51, 

which is unacceptable when compared to the dynamic range of 295 for the hard-copy 

SMPTE. Therefore, the only setting that has both a reasonable dynamic range and 

maximum output is the B= 4, C= 6 setting, the one preferred by the human observers when 

observing the SMPTE test pattern. Therefore, we chose this setting for the rest of our 

measurements. Notice that the maximum dynamic range, occurring for B= 2, C= 4, is 1903 

and the maximum output luminance, occurring for B= 8, C= 8, is 93.4 /t-L. Both are very 
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good values, however, they do not occur for the same settings of Band C. Therefore, one 

must be careful when examining manufacturers specifications of maximum output 

luminance and dynamic range that they are both quoted for the same operating condition. 

SMPTE Maximum 
Dynamic Dynamic Output 

Brightness Contrast Range Range (ft-L) 
2 2 1480 251 3.69 
2 4 1903 1000 5.71 
2 8 1272 811 33.4 
4 6 424 138 21.2 
6 2 25.9 21.9 24.1 
6 4 19.7 11.1 27.8 
6 8 51 30.7 83.1 
8 2 S.44 S.22 SO.7 
8 4 S.06 5.42 62.1 
8 8 7.3 6.01 93.4 

New MegaScan Monitor 889 -- 62.7 

Table IX.I: Dynamic Range and Maximum Luminance of the MegaScan Monitor as a 
Function of Control Settings 

The new MegaScan monitor has a dynamic range that is twice that for the optimum setting 

of the old monitor. Also, the maximum output luminance increased by a factor of three 

from the optimal setting for the old monitor. If it wasn't for the low luminance 

fluctuations of the new MegaScan monitor, it would be unequivocally better than the old 

MegaScan monitor; however, the luminance at small grey levels is more reliable for the old 

MegaScan monitor. 

Table IX.1 also shows the dynamic range as calculated from measuring the monitor's output 

while displaying the SMPTE pattern. For all the settings except B= 8, C= 4 the SMPTE 

dynamic range is less than the uniform screen dynamic range. The maximum dynamic range 

for the uniform monitor is 1903 for B= 2, C= 4 however the SMPTE dynamic range drops 

to 1000. For the optimum setting of B= 4, C= 6 the uniform dynamic range is 424 but only 
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138 for the SMPTE dynamic range, which is less than half the dynamic range for the hard-

copy SMPTE pattern. 

Table IX.2 shows the same type of data as in Table IX.1 for the Tektronix monitor. As 

mentioned earlier in this section, we had to optimize the G2 voltage of the Tektronix 

monitor twice before we got acceptable values for maximum output luminance and dynamic 

range. On 5/16/90 we adjusted the monitor to try to reduce the luminance of the grey 

level 0 setting and thus increase the dynamic range. On 5/18/90 we readjusted the monitor 

to bring the maximum output luminance back to the 40 foot-Lamberts recommended by 

Tektronix as the maximum permissible luminance. We only made three measurements on 

5/18/90 because it was obvious to us that the output luminances of the B/C settings below 

8 were too small. Notice that the uniform screen dynamic range is much greater than the 

SMPTE dynamic range. This suggests that the high uniform screen dynamic range may not 

be attainable with a real image because of the veiling glare mentioned earlier in this section. 

Date 3/1190 5/16/90 5/18/90 
Maximum Maximum Maximum 

Output SMPTE Output SMPTE Output 
BIC Dynamic Luminance Dynamic Dynamic Luminance Dynamic Dynamic Luminance 

Setting Range (ft-L) Range Range (ft-L) Range Range (ft-L) 

2 -- -- -- -- -- -- -- --
3 916 2.64 -- -- -- -- -- --
4 1948 6.62 -- -- -- -- -- --
S 1823 12.4 -- -- -- -- -- --
6 1542 11.58 5000 393 15.5 I -- -- --
1 1269 22.84 4288 321 21.14 -- -- --
8 1042 29.91 4000 284 26.00 3297 295 29.67 
9 935 31.96 3203 261 33.63 2849 273 38.11 
10 855 39.14 2893 265 35.00 2977 276 39.3 

Table IX.2: Dynamic Range and Maximum Luminance of the Tektronix Monitor as a 
Function of Control Settings 

The measurements of the US Pixel monitor are shown in Table IX.3. As mentioned above, 
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we thought we could improve the performance of the monitor from its initial setup 

conditions so we adjusted it to obtain the values listed in the final setup columns on the 

right side of Table IX.3. The optimum value chosen from the initial setup was brightness 

setting 8. The optimum for the final setup was 9.6, as determined by observing the SMPTE 

test pattern. Notice that between these two settings, we increased the dynamic range by a 

factor of 3 and the maximum output luminance by a factor of 2. Again, I must stress that 

for any work involving monitors, it is well worth spending a few hours Characterizing the 

output of the monitor before performing any serious studies of monitor performance. 

Initial Setup Final Setup 
Maximum SMPTE Maximum 

Brightness Dynamic Output Dynamic Dynamic Output 
Setting Range (ft-L) Range Range (ft-L) 

10 11.2 120 197 70 114.2 
9.8 -- -- 833 146 100.0 
9.6 -- -- 7353 364 87.5 
9.4 -- -- 1.21e5 662 76.6 
9.2 -- -- 1.04e6 800 66.8 
9 18.2 93.2 9.23e5 942 60.0 

8.5 52 67.9 -- -- --
8 1799 42.8 -- -- --

7.5 5055 26.8 -- -- --

Table IX.3: Dynamic Range and Maximum Luminance 0/ the US Pixel Monitor as a 
Function 0/ Control Settings 

Table IX.3 also illustrates the dramatic reduction in dynamic range for this monitor 

between a uniform grey level image and the SMPTE image. For the optimum setting of 

9.6, the dynamic range goes from 7353 down to 364. For the 9.0 setting, the reduction is 

an incredible 1000 times! As mentioned in Ch. II, this monitor lacks a glare-reducing 

coating and neutral density filters that the other monitors have. These filters playa major 

part in attenuating scattered light since the neutral density filter reduces the scattered 

light's intensity and the anti-glare filter couples the scattered light out of the glass easier 
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than with no filter. 

Table IX.4 shows a comparison of the performance characteristics of all four monitors. 

The dynamic ranges of the monitors vary the most of all three statistics presented. 

However, the SMPTE dynamic range (which is more indicative of an attainable dynamic 

range for a real image) is close for all three monitors. We did not measure the SMPTE 

dynamic range for the new MegaScan monitor but it should be above the 138 measured for 

the old MegaScan monitor because its full screen dynamic range is twice that of the old 

MegaScan monitor. Table IX.4 seems to indicate that the US Pixel is the better monitor of 

the four, however, many other factors need to be considered before selecting a "best" 

overall monitor. For example, the MegaScan has 3 times as many pixels than the US Pixel 

does, so if addressable pixel matrix size is the most important criterion, the MegaScan is a 

better monitor. Comparisons of all three monitors with regards to their information 

content will be done in section B.3 of this chapter. 

SMPTE Maximum 
Dynamic Dynnmic Output 

Monitor Ronge Rnnge (ft-L) 

Old MegnScan 424 138 25 
New MegnScnn 889 -- 62.7 

Tektronix 2977 276 39.3 
US Pixel 7353 364 87.5 

Table IX.4: Optimum Dynamic Range and Luminance lor· all Tested Monitors 

3. Long-Term Temporal Luminance Variations 

Because many of our tests required us to change the grey level of the monitor and then 

measure its performance, we were interested in how long we needed to wait for the monitor 

to stabilize after we changed the grey level. As mentioned earlier, this time depends on the 
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amount of change in the grey levels. In section A.I we showed that for a 5 grey level 

change, 30 seconds was sufficient time to wait for the monitor to stabilize; however, we 

reasoned that a larger change in grey level would take a correspondingly longer time for the 

monitor to settle. We also were concerned with the long-term stability of the monitor 

output. 
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Figure IX.17: Cycled Performance of MegaScan Monitor 

Figure IX.17 shows the results of an experiment done on the MegaScan monitor, where a 

computer program cycled the grey level of the entire screen from 255 to 0 and back to 255 

every hour for eight hours. A measurement was made every 30 seconds. We measured the 

output at the center of the monitor over a circular area with a diameter of 2 to 3 cm. The 

12-bit Metrabyte board digitized the amplified output of the detector and stored the data in 

the computer. The detector did not need to be calibrated as we were only interested in the 
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relative change of the output of the monitor. From the figure we can see that the output 

of the monitor seems stable, and, a human observing the output of the monitor probably 

would not notice the variations in the output luminance because they are so small (less than 

2% of the maximum value). 

If we expand the tops of the "on" cycles of the graph, as is done in Figure IX.lS, we see 

that the monitor output does change as a function of time. The lowest two cycles are the 

first two in Figure IX.17 and they seem to vary the most. The rest of the cycles seem to 

reach a maximum value 3 minutes after changing the grey level, and then settle in to an 

equilibrium value. after around 20 minutes. Although this settling in seems quite dramatic 

in Fig. IX.lS, the difference between the peak and equilibrium values is less than one 

percent, which probably would not be visible to a human observer. The mean value 

increased approximately 2.0% from the first cycle to the last and the largest single cycle 

difference from start to finish was about 1.1 %. 

The "ofr' cycles of Fig. IX.17 are not shown because we could not accurately digitize them 

because of the limited number of bits of the ADC converter. Since we wanted at least 50 

or so channels (so that drift and offset of the ADC WOUldn't be a problem) and the ADC 

has 4096 channels, the maximum dynamic range we could digitize was around 100: 1. As 

shown above, the dynamic range of this monitor was much higher than this. 
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Figure IX.19 shows a measurement of the monitor's output as we changed the grey level 

from 0 to either 40, 80, 120, 160 or 200 grey levels. All the data has been scaled to fit on 

the vertical axis, which is why the grey level 200 data is lower than some of the other grey 

levels. From this graph we can see that all the grey level data (except the grey level 80 

data, denoted with stars) follow the same general trend we saw for the 0 to 255 data. 

Namely, the value takes a few seconds to reach a maximum value and then 15 to 25 minutes 

to settle into an equilibrium value. We are not sure why the GL 80 data did not exhibit the 

same behavior as the other grey levels, it may just be an anomaly, or it may be related to 

problems we were having with the frame buffer where it would unexpectedly "drop out", 

reducing the luminance to near zero before resuming normal operation. 

--- ---- ~~ --~~~~~~~~~---~~-----
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Figure lX.J9: Settling Time as a Function of Change in Grey Level from Grey Level 0 

Figure IX.20 shows the output of the monitor as a function of time after the grey level is 

changed from either 255, 200 or 150 down to grey level O. Notice that the changes from 

grey levels 200 and 150 are fairly quick, taking only 2 minutes to reach equilibrium, 

compared to the change from grey level 255, which takes at least an hour to achieve 

equilibrium. 

In summary for the MegaScan monitor, if the grey level is changed by a small amount (5 

grey levels or so) one must only wait 30 seconds before making a measurement. If the grey 

level is increased by a large amount, one should wait between 15 and 25 minutes for the 

monitor to come to equilibrium. If the grey level is decreased from a grey level above GL 

200 down to zero, the monitor may take longer than one-half hour to stabilize. All the 



222 

above recommendations assume that one wants to measure the response of the monitor to 

less than a one percent error. If a few percent error is tolerable, measurements may be 

made as soon as the grey level is changed. 
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Figure IX.20: Settling Time as a Function 0/ Change in Grey Level down to Grey Level 0 

Figure IX.21 shows a cycled measurement we made for the Tektronix monitor. The 

experimental conditions were the same as in Fig. IX.17 for the MegaScan monitor except 

that data was taken every 10 seconds. The data presented look very similar to those for the 

MegaScan monitor. We added a constant offset into the data, which is why the grey level 

zero data is above zero ADe channels. We do this because sometimes the offset of the 

amplifier varies and we want to make sure that we are always recording positive values 

since the digitizer is set up to digitize only positive values. 
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Figure IX.22 shows the tops of the on cycles in Fig. IX.21. As with the MegaScan 

monitor, digitizer resolution was low enough that details cannot be seen in the off cycles of 

the data. The shapes of the curves for the Tektronix monitor are similar to those for the 

MegaScan, except that the maximum output is reached almost immediately after changing 

the grey level. This peak output is about .7% higher than the equilibrium value, which is 

reached in less than ten minutes. The largest difference between peak value and 

equilibrium value was for the first cycle, and it was 1.1 %. Also, during the first six cycles 

of the experiment, the equilibrium value gradually decreased about .4%, if we assume that 

the detector had no drift. 
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Figure IX.23 shows the off-on-off cycle results for the US Pixel monitor. The experiment 

was the same as for the other two monitors except that we took data every 5 seconds using 

the high resolution (16 bit) digitizer board. By using this board, the maximum measurable 

system dynamic range increased to about 1300: I; however, the US Pixel monitor's dynamic 

range was greater than 7000: I! Therefore, we could not directly measure the grey level 0 

settling time for this monitor either. The data look the same as for the other monitors 

except that the peak value seems larger compared to the equilibrium value than it did for 

the other two monitors. The calculated peak to equilibrium difference is 2.8% for this 

monitor, well above the other two. 
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Figure IX.24 shows the tops of the previous graph. The monitor takes about 100 seconds 

to reach its peak value and then about 15 minutes to reach its equilibrium output. The 

response of the monitor seems repeatable over the five cycles tested. 
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We wanted to measure the time it took to reach equilibrium after the grey level was 

changed from 255 to 0 however our system did not have enough dynamic range. Instead, 

we had to measure the monitor's response to a change from grey level 100 down to grey 

level O. Figure IX.25 shows the results of this experiment. This monitor seems to take 

about 4 minutes to reach an equilibrium after the grey level is changed from grey level O. 

We expect that if the grey level was changed from GL 255 the monitor would take longer 

to come to equilibrium; however, we had no way to check this. 
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Figure IX.25: Settling time of us Pixel Monitor Going from Grey Level 100 to Grey 
Level 0 

Table IX.S summarizes the results of the long-term tests of the three monitors. The peak 

to average difference is the percent difference between peak and equilibrium output values. 

Drift is the percent change in equilibrium value between the first and last cycle of a test. 

The performance of all three monitors is similar, except that the Tektronix monitor 

achieves its maximum value as soon as the grey level is set and then decays to its 

equilibrium value while the other monitors need between I and 2 minutes after a grey level 

change to reach their peak values. Also, the US Pixel monitor's peak value to average value 

ratio is 3 times greater than the other monitors' and the MegaScan monitor drifted more 

than the other two. 
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Time to Time to Average Maximum 
Monitor Peak Average Peak to Avg. Peak to Avg. Drift 

Output Output Difference Difference 

MegaScan 90 sec. 20 min. .8% 1.1% +2.0% 
Tektronix o sec. 10 min. .7% 1.1% -0.4% 
US Pixel 100 sec. 15 min. 2.8% 3.0% +0.8% 

Table IX.5: Comparison oj Response and Settling Time jor the Three Monitors 

Figure IX.26 shows a long-term experiment of a different sort made on the US Pixel 

monitor. I set the grey level of a 200 by 50 pixel rectangle to grey level 255 and then 

measured the output of the monitor as a function of time for three hours. The standard 

deviation of the output was 262 channels with a maximum to minimum channel difference 

of 3.9%. This monitor was unusual in that it seemed to have a large amount of low-

frequency variations in its output. These variations will be discussed further in section B.4. 
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B. Monitor Signal and Noise Measurements 

As mentioned in Ch. III.C.6, there are two types of noise measurements that we make for 

each monitor. The first is a temporal measurement and is made with a stationary detector 

and the second is a spatial noise measurement, which is made with a scanning detector, as 

discussed in Ch. V. In either case the analyzing slit is set to the nominal pixel width of the 

monitor and the background is set to grey level O. For all monitors, we made noise 

measurements both as a function of the number of pixels and as a function of the grey 

level. For the spatial noise measurements we set 25, 50 and either 100, 89 or 72 pixels 

(depending on whether we were testing the MegaScan, Tektronix or US Pixel monitor, 

respectively) to grey levels of 22, 96 and 255. We could not measure 100 pixels for all 

three monitors because the pixels were too large for the Tektronix and US Pixel monitors 

for 100 to fit in the scanning aperture. We scanned over a 10 cm width at the center of the 

monitor for all the monitors. 

Figure IX.27 shows a representative data set for the MegaScan monitor. This data was 

taken for 100 pixels at grey level 255. The sample numbers correspond to time for the 

temporal data and distance for the spatial data, that is, sample number 0 is at 0 seconds 

after the start of the temporal data set and is at the left side of the scan for the spatial 

data. The temporal data was taken with the detector at the center of the monitor so the 

central region of the scan (around sample number 250 for the MegaScan monitor) should 

coincide with the temporal measurement, which it does. 
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The spatial data channel number increases with sample number (distance from left edge of 

scan) in Fig. IX.27 because the MegaScan monitor's luminance is not constant across the 

phosphor; it increases toward the right side of the screen. This observation has been 

verified with other measurements using a hand-held silicon detector.166 We do not want to 

include this global monitor nonuniformity in the NPS calculations because it probably 

would not be noticed by a human observer looking at an image (see Fig. 1.11) and, if we 

left it in, it would lead to a large low frequency peak in the NPS (discussed in section B.4) 

that would make it hard to see the data at other frequencies. To get rid of this 

nonuniformity, we apply a polynomial best fit to the data and then subtract out the best fit 

from the data. Figure IX.28 shows the results of this subtraction. The random 

fluctuations of the data are still present, although the slowly varying trend has been 

removed. We needed to remove this monitor nonuniformity from all the spatial data we 

collected. Occasionally, the temporal data would suffer from a drift and we needed to 



subtract out a linear trend from it. 
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Another feature to note in Figure IX.27 is that the variation in the spatial data is much 

larger than the temporal data. For most grey levels and number of pixels, this means that 

the temporal noise plays a small part and may be ignored. As we reduce the number of 

pixels and decrease the grey level, the temporal and spatial variations become more similar 

and care has to be taken to subtract out the temporal variation when calculating the spatial 

noise. Figure IX.29 shows the spatial and temporal data for the MegaScan monitor with 25 

pixels at grey level 96. We can see that the temporal variation is almost as large as the 

spatial data's variation. This reduction in difference between temporal and spatial variance 

at low grey levels and at small number of pixels was true for all three monitors. 
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Figure IX.29: Spatial and Temporal Data from the MegaScan Monitor for Low Signal 
Levels 

1. Signal and Noise as a Function of the Number of Pixels 

a. Signal 

As part of the evaluation of monitor performance, we checked the mean, rms and SNR of 

the measured monitor output as a function of the number of pixels. Figure IX.30 shows 

the mean channel number as a function of the number of pixels for the three monitors. 

The pixels were set to grey level 255 with a background grey level of O. For all three of 

the monitors, the output is a linear function of the number of pixels turned on, at least 

when between 10 and 100 pixels are turned on. 
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Figure /X.30: Output of Three Monitors as a Function of the Number of Pixels 

b. Temporal Noise and Signal to Noise Ratio 
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We also tested the dependence of the rms channels, or temporal noise, upon the number of 

pixels. If the variations in different pixels are uncorrelated, which would be expected if 

there were no overlap in pixels and there were no global variations in the monitor, we 

expect the noise of the individual pixels to add in quadrature and the rms channels should 

be a square-root function of the number of pixels. If the noise in the pixels is completely 

correlated, the noise of the individual pixels should add directly and there should be a 

linear relationship of rms channels to number of pixels. . Figure IX.31 shows the 

relationship for the MegaScan and Tektronix monitors. I made a best power-law fit 

through the data and found that the exponent to the power law fit was .5, so a square-root 

relationship existed. The best power-law fit for the Tektronix monitor has an exponent of 

.47, which is very close to a square-root relationship. That both monitors have a square-

root relationship of no·ise to the number of pixels suggests that the noise in different pixels 



234 

is temporally uncorrelated, which is what we would expect for a well-designed monitor. It 

also allows us to calculate the predicted amount of noise for any number of pixels between 

10 and 100 by scaling a measured rms value by the ratio of the square-roots of the number 

of desired pixels to the number of measured pixels. 
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Figure lX.31: MegaScan Monitor's Temporal Noise as a Function of the Number of Pixels 

Figure IX.32 shows the relationship between rms channels and number of pixels for the US 

Pixel monitor. The error bars denote the standard deviation calculated from the two 

different measurements made for each experiment. This relationship is very different from 

the previous two we measured in that the rms channels may depend linearly on the number 

of pixels and the variance in the individual measurements seems large. Both observations 

can be explained because the monitor output has a large amount of drift. Since this drift is 

probably global, that is, the luminance of the entire monitor is changing with time, the 

noise is correlated from pixel to pixel, and thus we have a linear dependence instead of a 

square-root dependence. To be sure that this drift was responsible for the linear 
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dependence, we made a few measurements of the noise with the measurement system ac-

coupled with a low frequency roll-on of .8 Hz. According to Fig. 1.10, this is well below 

the human visual system's 3 dB response at 3 Hz. This allowed us to measure the noise of 

the monitor without the low-frequency drift. We made measurements of 72, 50 and 25 

lines and found that to within 15% there was a square-root relationship between rms 

channels and the number of pixels. 
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Figure lX.32: US Pixel Monitor's Temporal Noise as a Function of the Number of Pixels 

Since the mean output depended linearly on the number of pixels for all three monitors and 

the noise was either a square-root relationship or a linear relationship, I expect that the 

temporal SNR would have a square-root relationship to the number of pixels for the 

MegaScan and Tektronix monitors and be independent of the number of pixels for the US 

Pixel monitor. Figures IX.33 and 34 show the dependence of SNR upon number of pixels 

for the MegaScan, Tektronix and US Pixel monitors. The SNR of the MegaScan and 

Tektronix monitors both have a square-root dependence upon the number of pixels, with 
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best fit exponents of .51 and .54, respectively. The SNR seems independent of the number 

of pixels for the dc coupled measurements shown for the US Pixel monitor in Figure IX.34; 

however, there is a large variance associated with most of the measurements. I also 

calculated SNRs for the ac-coupled system and found that the calculated SNRs were 5417, 

5321 and 3810 for 72, 50 and 25 pixels, respectively. This represents a significant increase 

over the nearly constant value of 1200 from Fig. IX.34. 
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If we compare SNRs for the three monitors using Figures IX.33 and 34, we see that for the 

MegaScan monitor, the SNR for 60 pixels is around 2000, for the Tektronix around 1300, 

for the US Pixel near 1200 and for the ac-coupled US Pixel monitor, around 4000. 

Therefore, for many pixels, without any correction, the MegaScan monitor gives the best 

performance. If the low-frequency drift problem can be solved for the US Pixel monitor, it 

would be the best performer with an SNR of twice the MegaScan's for the same number of 
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pixels; without this correction, it performs the worst of the three. However, because the 

SNR seems independent of the number of lines for the US Pixel monitor, it gives a higher 

SNR compared to the other monitors for smaller number of pixels. 
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Figure IX.34: Temporal SNR as a Function of the Number of Pixels for the US Pixel 
Monitor (DC-Coupled) 

We also investigated the performance of the monitor for a small number of pixels (from I 

to 10 pixels). We wanted to measure how well the monitor could tum on a small number 

of pixels because turning on just a few pixels requires high frequencies from the video 

amplifier and, if the monitor's bandwidth is insufficient, the pixels will not be turned on 

completely. This will cause the light output from a few pixels to be less than predicted by 

scaling down the output of many pixels. This nonlinearity also will affect the resolution of 

the monitor, because the spot cannot reach peak intensity and thus the width of the spot 

size at half maximum intensity will be larger than if the maximum intensity was higher. 
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Figure IX.35 shows the measured output of the MegaScan monitor as a function of the 

number of pixels for a small number of pixels. The dashed line connects the measured data 

points and the solid line is scaled to the measured value for 9 pixels. If the monitor were 

perfect, the amount of light out of one pixel would be one-ninth the amount out of 9 

pixels and all the measured points would fall on the solid line. For the MegaScan monitor, 

this is not so; the amount of light out for a single pixel is 6% of that for 9 pixels instead of 

11 %. Also notice that the dashed curve is not smooth, it has jumps in it. This is because I 

measured the mean as a function of the number of pixels turned on in a 3x3 square pixel 

matrix instead of in a 9 pixel line. Because the bandwidth required to tum on two pixels in 

the same line is less than for two pixels on different lines, whenever a new pixel fell on a 

different line, the output was not as much as if the new pixel was on the same line. I 

changed lines at pixels numbered 1,4 and 9 and the concomitant smaller increase in output 

is observed at these pixels. 

1.00 

I 
I 

~ 

Q) 0.80 I 
I 

X 
./ 

0... / 
I 

..c 0.60 / ........, 
~ 

(j) / 

4-
I 

0 / .... 
0.40 ... 

C ,.,. 
0 / 

........, / 

U ./ 
2 0 .20 / 

/ u... / ,. ... .... 
0.00 

0 2 3 4 5 6 7 8 9 
Number of Pixels 

Figure IX.35: Output 0/ the MegaScan Monitor as a Function 0/ the Number 0/ Pixels 



239 

Figure IX.36 shows the fraction of the expected output value for the Tektronix and US 

Pixel monitors; however, for these two monitors, all pixels were on the same horizontal 

line. The signal for one pixel is 70% of the expected single pixel output for the Tektronix 

monitor and 30% of the expected signal for the US Pixel monitor. That the US Pixel 

-monitor does a poor job with few pixels is further compounded by the fact that the number 

of pixels on the US Pixel monitor is 3 times less than for the MegaScan monitor, thus the 

bandwidth requirements placed on the US Pixel monitor are 3 times lower than those placed 

upon the MegaScan monitor. Therefore, US Pixel should correct the bandwidth deficiency 

of their monitor to make its single pixel performance comparable to, if not better than, the 

other two monitors. On the other hand, we saw in Table 11.3 that the necessary video 

bandwidth for the US Pixel was only 11 % higher than the quoted video bandwidth so either 

the manufacturer overestimates the bandwidth of the video amplfiier or there is some other 

problem with the monitor electronics or electron gun which is causing the low output for a 

small number of pixels. 
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This figure also shows that for a 0 to 80% risetime measurement (we can't measure the 10% 

value so we can't quote the usual 10-90% risetime) the Tektronix monitor needs 1.6 pixels 

and the US Pixel needs 2.9 pixels. This may not be a problem, since rarely do radiographs 

have a 100% modulation from one pixel to the next; however, this figure does help to 

estimate the turn-on time (related to the temporal MTF) of the electron beam/video 

electronics. 

I also measured the rms channels of the Tektronix and US Pixel monitors as a function of 

the number of pixels. The Tektronix monitor's rms channels followed a power-law curve 

with an exponent of .7. As I mentioned earlier, for uncorrelated pixels we expect the 

exponent to be .5 and with correlated pixels it should be 1.0, so it is possible that the .7 

exponent for the Tektronix monitor shows that the pixels are somewhat correlated for a 

small number of pixels. A more likely explanation, however is that because the mean is less 

than expected for the smaller number of pixels, the rms is also proportionally lower. This 

explanation will be confirmed with the graph of the SNR as a function of the number of 

pixels presented below. 

Figure IX.37 shows the relationship between rms channels and number of pixels for the US 

Pixel monitor. This relationship seems almost random, because of the fluctuations of the 

output of the monitor. If we ac-couple the measurement system, as mentioned above, we 

can remove the low-frequency variations and measure the rms due to the fluctuations of the 

individual pixels, instead of the global fluctuations of the entire screen. The results of 

these ac-coupled measurements are shown in Figure IX.38. The best power law fit is 

shown with a solid line. The exponent of this curve is .57, which is very close to the 

expected square-root curve. 



241 

300 

250 

en 
([) 200 

I c 
c 
0 I L 150 

U 

I I (.f) I 
2 100 

I 0::: 

50 

I 
0 

0 2 4 6 8 10 
Number of Pixels 

Figure IX.37: US Pixel Monitor's Temporal Noise as a Function of the Number of Pixels 
(DC-Coupled) 
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Figure IX.38: US Pixel Monitor's Temporal Noise as a Function of the Number of Pixels 
( AC-Coupled) 
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Figure IX.39 shows the SNR for the Tektronix monitor as a function of the number of 

pixels. I fit the data with a power law curve and found the exponent was .46. This 

expected square-root law dependence shows that the reduced signal at a small number of 

pixels is responsible for the reduced rms at a small number of pixels and the ratio of the 

two gives the square-root law. This indicates that the reason for the exponent of .7 in the 

rms measurement was because of the lower than expected output for the smaller number of 

pixels. 
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Figure IX.39: Temporal SNR of the Teklronix monitor as a Function of the Number of 
Pixels 

Figure IX.40 shows the dependence of the SNR on the number of pixels for the US Pixel 

monitor. Since the SNR values have such a large variance associated with them, it would be 

hard to draw definitive conclusions about the dependence of SNR upon the number of 

pixels. Figure IX.41 shows the same type of measurement for the ac-coupled system. The 
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variance in the measurements is much smaller and the exponent of the power law fit is .52. 

I did not include the two pixel measurement in the best fit curve calculations because its 

mean was so much lower than expected so the SNR was reduced as well. 
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Figure IX.40: Temporal SNR 0/ the US Pixel Monitor as a Function 0/ the Number 0/ 
Pixels (DC-Coupled) 

If we compare the Tektronix and US Pixel monitors using Figures IX.39, IX.40 and IX.41, 

we see that the US Pixel monitor has a much better temporal SNR than the Tektronix 

monitor for both the dc coupled and the ac-coupled measurements. However, the 

bandwidth of the US Pixel system is one-fifth of the MegaScan's and one-third that of the 

Tektronix, a point which will be addressed in Section B.3. 
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Figure IX.41: Temporal SNR 0/ the US Pixel Monitor as a Function 0/ the Number 0/ 
Pixels (AC-Coupled) 

c. Spatial Signal to Noise Ratio 

Table IX.6 shows the spatial SNR as a function of the number of lines for various grey 

levels. The maximum number of lines was 100 for the MegaScan monitor, but, because of 

the large pixel size, it was only 89 pixels for the Tektronix monitor and 72 pixels for the 

US Pixel monitor, even though their statistics are listed under the 100 lines column of the 

table. All the listed values follow a square-root dependence upon the number of lines 

except the 25 line measurements made on the US Pixel monitor. This is so because all the 

US Pixel scanning measurements were done with the system dc coupled and, as such, the 

low frequency drifts influenced the measured noise. It did not influence the measurements 

for 50 and 72 lines because the temporal noise was much lower than the spatial noise for 

these measurements. 
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Grey Level 255 Grey Level 96 Grey Level 22 
Average Average Average Average Average Average Average Average Average 

SNR SNR SNR SNR SNR SNR SNR SNR SNR 

Monitor 100 Lines 50 Lines 25 Lines 100 Lines 50 Lines 25 Lines 100 Lines 50 Lines 25 Lines 

MegaScan 210.2 163.3 109.7 178 127.5 83.4 43.3 30.1 24.3 
Tektronix 204.2 161.4 121 183.3 146.7 114.4 77.8 67.2 52.5 
US Pixel 291.6 235.3 197.6 330.7 265.8 174.8 215.8 171.4 216.5 

Table IX.6: Spatial SNR as a Function 01 the Number 01 Lines and the Grey Level lor all 
Three Monitors 

The table shows that under all conditions, especially for low grey levels, the US Pixel 

monitor has a better spatial SNR than the other two monitors. The Tektronix and 

MegaScan have similar performances, except at low grey levels, where the Tektronix SNR is 

about twice that of the MegaScan's. 

2. Signal and Noise as a Function of Monitor Grey Level 

a. Temporal Signal to Noise Ratio 

Figure IX.42 shows the relationship between temporal per pixel SNR and luminance for the 

MegaScan monitor. I obtained the values by scaling measurements made of 100, 50 and 25 

pixels from the scanning measurements by the square root of the number of pixels to get 

the SNR per pixel. The small spread of the three data points at each different luminance 

confirms that the measurements were fairly consistent over the number of pixels measured. 

The three luminance values shown are for grey levels 22, 96 and 255. The exponent of the 

best fit power law curve through the data points is .6. 
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Figure IX.42: Temporal per Pixel SNR of the MegaScan Monitor as a Function of 
Luminance 

I have compiled in Figure IXA3 the results of three different measurements over a two 

month period of the temporal SNR of the Tektronix monitor as a function of the 

luminance. The asterisks and diamonds come from a measurement of the temporal signal 

and noise directly, the circles are scaled from the temporal component of the NPS 

measurements discussed later, The spread in the data is small (except for an outlier at the 

maximum luminance), which suggests that both the monitor and measurement system are 

stable and repeatable. 

To find the relationship between luminance and SNR we first need to examine Eq. V1.l2: 

SNRtot = (IXA) 
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Figure lX.43: Temporal per Pixel SNR 0/ the Tektronix Monitor as a Function 0/ 
Luminance 

If Ne (the number of electrons in the electron beam during an observation time t) is large 

enough, it will drop out of Eq. IX.4. Therefore, we need to determine how large Ne has to 

be so that its influence on the total SNR is negligible. If we require that neglecting the 

second term in Eq. IX.4 results in less than a 10% error in SNRtot we have: 

(IX.S) 

We know from Fig. IX.14 that the Tektronix monitor's beam current for grey level 2SS was 

63xl0-6 coulombs/second, which is 3.94xl014 electrons/second. For one frame, the 

integration time is 17 ms for each sample, which is 6.6xlOa electrons that land on the 

phosphor per frame. Because we are using a slit that is only 1 pixel wide we need to scale 

the total number of electrons by that fraction incident on the area that we are observing. 

This fraction C is equal to: 

--- ------- ----------------
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lxN 
C = 1536x2048 (IX.6) 

where N is the number of lines turned on ana the denominator is the total number of pixels 

on the monitor. For one line, C = 3.18xlO-7 and the number of electrons landing on the 

phosphor per pixel at grey level 255 is 2.1xl06. The average value, for a single frame and 

for one pixel, quoted by the manufacturer166 for SNR 1 is 100. In this case, Eq. IX.5 

becomes: 

(IX.7) 

and thus the actual number of electrons is 30 times higher than necessary to ignore the shot 

noise contribution. We can then rewrite equation IX.4 to obtain: 

(lX.8) 

The relationship between SNR 1 and luminance is found from the ratio of Eq. 11.41 to 11.42: 

SNR
1 

a £lIn (IX.9) 
(Je 

where (Je is the standard deviation of the noise at the output of the video amplifier. We 

assumed in Ch. II that the noise in the video amplifier is independent of luminance. Figure 

IX.44 shows that this is true. We measured the noise at the output of the video amplifier 

as we changed the grey level. Except for a small increase at grey level 0, the noise is 

essentially independent of grey level and luminance. This means that from Eq. IX.9 we 

would expect that SNR1 would depend on only the l/nth power of the luminance. From 

Fig. IX.12, we see that the Tektronix monitor has two values for 11, 2.4 below grey level 

100 and 1.5 above grey level 100. These two regions correspond to 1/11 values of .42 and 

.67. This matches quite well with the best fit power law slopes of .40 and .62 shown in Fig. 

IX.43. Therefore, we are convinced that the relationship between temporal SNR and 

luminance is due to the propagation of the video electronics noise through the non-linear 

system of the electron gun. 
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Figure IX.44: Video Amplifier Noise as a Function of Grey Level for the Tektronix Monitor 

To compare our measured temporal per pixel SNR value of 170 to that measured by 

Tektronix, we need to scale their value using the following equation: 

(IX.IO) 

where the ratio of 60/8 accounts for the fact that Tektronix measured SNR per frame and 

we measured it in an 8 Hz bandwidth. The.7 is a factor from the temporal MTF, obtained 

from Fig. IX.36, which says that the bandwidth is approximately. 7 the necessary bandwidth 

to turn on a single pixel and the 1.5 is from the lin factor in Eq. IX.9 from the 

nonlinearity of the control grid. When we scale the Tektronix SNR this way, we find that 

the Tektronix measurement gave an SNR of 153, so our SNR measurement was 11 % higher 

than expected. This is not unusual, for the SNR of 100 quoted by Tektronix is only an 

average for the this type of monitor and not the exact value for this particular monitor. 
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Figure IX.45: Temporal SNR 0/ the US Pixel Monitor as a Function 0/ Luminance 
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Figure IX.45 shows the dependence of the temporal SNR on the luminance of the US Pixel 

monitor. Unfortunately, the large temporal fluctuations in the noise of this monitor mean 

that we cannot scale the temporal SNR in this graph, measured for 50 pixels, down to a per 

pixel SNR. We can make an estimate, however, of the extremes of the single pixel SNR. 

From Figure IX.4I, we know that the SNR for 2 pixels is around 700 for grey level 255 

when the system is ac-coupled, representing the best possible performance of the monitor 

(no low-frequency drift). The minimum expected SNR is obtained by scaling the 50 line 

SNR by the square root of 50 to get a single pixel temporal SNR of 283 at grey level 255. 

The MegaScan had a maximum grey level temporal SNR of 200 per pixel while the 

Tektronix's was around ISO. This suggests that no matter how the temporal SNR of the US 

Pixel monitor is scaled, it is higher than for either of the other two monitors. 

b. Spatial Signal to Noise Ratio 
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Figure IX.46 shows the dependence of spatial SNR on luminance for the MegaScan 

monitor. We expect that the spatial SNR should be independent of the luminance because 

the spatial SNR only involves the fixed phosphor pattern and, from II.D.3.e, both the signal 

and noise depend linearly on the beam current. Thus the spatial SNR's mean and rms 

should scale directly with luminance and thus the increase in signal will cancel the increase 

in noise for an increase in luminance. Therefore the SNR should be independent of 

luminance. We see that this is so except at low luminances (below grey level 96). 
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Figure lX.46: Spatial per Pixel SNR 0/ the MegaScan Monitor as a Function 0/ Luminance 

Comparing the temporal and spatial per pixel SNRs for the MegaScan monitor suggests that 

the temporal per pixel SNR reduces the total SNR by a negligible amount above grey level 

22. At grey level 96, the temporal per pixel SNR is around 40 while the spatial per pixel 

SNR is 17. 
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Figure IX.47 shows the spatial per pixel SNR's dependence on luminance for the Tektronix 

monitor. There are three sets of data plotted in the graph. The data denoted with asterisks 

was taken for this experiment. The diamond data were scaled from the scanning 

measurements. As mentioned above, the spatial NPS for the Tektronix had herringbone 

artifacts at low grey levels. I attempted to remove these artifacts and then recalculated the 

SNR. The circle data is the corrected asterisk data for low output luminances (since the 

higher luminances did not seem to have a noticeable pattern). Notice that removing the 

pattern increases the SNR in all cases. Overall, the SNR is independent of the luminance 

for all grey levels at or above grey level 96 (around 10 /t-L). 
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Figure lX.47: Spatial per Pixel SNR 0/ the Tektronix Monitor as a Function 0/ Luminance 

Comparing the spatial and temporal SNRs, we see that for all luminance values above I /t-L 

the spatial SNR dominates. At grey level 96, the temporal SNR is 60, while the spatial SNR 

is 20. 
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Figure IX.48 shows the spatial per pixel SNR of the US Pixel monitor as a function of the 

luminance. As for the other two monitors, the spatial SNR is independent of luminance for 

all but the low luminance levels. Below grey level 100 (6 /t-L) the large fluctuations of the 

temporal noise influence the measurements so much that an accurate measurement of the 

spatial SNR cannot be made. 
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Figure lX.4B: Spatial per Pixel SNR 0/ the US Pixel Monitor as a Function 0/ Luminance 

Ji, et.al.,167 derived that the threshold contrast CT (discussed in Ch. I.D) is inversely 

proportional to the displayed per-pixel SNR. This means that, from Figs. IX.46, 47 and 48, 

CT is independent of luminance for most luminance values on all three monitors. 

3. Information Content 

Comparing the spatial SNRs of the three monitors shows that the US Pixel monitor has the 

best SNR of around 38, the MegaScan has an SNR of 24 and Tektronix's is 21. However, 

we should really compare all three monitors on the basis of their information content, given 
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in Eq. 111.2 to be: 

(IX.ll) 

For most operating conditions for these monitors, the spatial noise dominates the temporal 

noise and the spatial noise is relatively independent of luminance so I can replace SNR with 

SNRsp in Eq. IX.II. Table IX.7 shows two values of the information content for each of 

the three monitors, both calculated using the single pixel SNR at grey level 255. The 

difference between the nominal and measured values is that the nominal value uses the 

nominal pixel matrix (the addressable pixel matrix) provided by the manufacturer. The 

measured value uses the resolvable pixel matrix which we calculated from measuring the 

average FWHM of pixels at nine locations on the monitors. Notice that in every case the 

nominal number of pixels is much larger than the resolvable number of pixels. This means 

that the measured information content is much lower than the nominal information content. 

Comparing the three monitors information capacities, the MegaScan monitor clearly has the 

best performance with an information content of 8.9xI06 • Once again, no best criterion 

exists for comparing monitors; however, we feel that information content is a good figure 

of merit because it takes into account both spatial and radiometric resolution of the 

monitor. 

Nominal Measured Nominal Measured 
Monitor Pixel Pixel Information Information 

Matrix Matrix Content Content 

MegaScan 2560x2048 1283x1517 4.2xl07 8.9xl06 
Tektronix 1536x2048 1055xl116 2.5xlO7 5.2xlO6 
US Pixel lO24x1536 478x680 1.3xlO7 1. 7xlO6 

Table IX.7: In/ormation Content for the Three Monitors 

4. Noise Power Spectra 

a. Temporal and Spatial Noise Power Spectra for the MegaScan Monitor 
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Figure IX.49 shows three superimposed temporal noise power spectra for the MegaScan 

monitor with 50 lines set to grey level 255. From Ch.I.C.3, the NPS is a frequency 

distribution of the variations of a system. The integral of an unsealed NPS is equal to the 

variance of the system. Our NPSs are plotted with relative noise power as the vertical axis 

so that only relative contributions of each frequency can be read off the graphs. The 

absolute noise in the monitor was discussed in the previous sections. The data to generate 

the temporal NPS are sampled every 69 milliseconds, which gives a Nyquist frequency, the 

maximum frequency of the NPS, of 7.2 Hz, an upper limit we chose to simulate the high 

frequency roll-off of the human visual system (see Fig. 1.10). The spatial NPS data is 

taken every .2 mm for the MegaScan, which leads to a maximum frequency of 2.5 Ip/mm. 

We used a slit width of .135 mm, the slit on our aperture wheel which was closest to the 

nominal pixel width of .133 mm. 
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Figure IX.49: Temporal Noise Power Spectra for Ihe MegaScan MOllilor 

Except for a dc term, the spectrum shown in Fig. IX.49 looks essentially white.' Not that 
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the spectrum is completely flat, it has many peaks and valleys in it; however, no single peak 

(except the one at zero frequency) seems much higher than the rest. Also, the fact that the 

three spectra do not line up adds more evidence that the spectrum is white; the frequency 

components change from one measurement to the next. If we made many such 

measurements and averaged them, the spectrum should appear flat. Figure IX.50 shows the 

results of averaging the three spectra shown in Fig. IX.49. With only three averages per 

frequency, the peak to peak variations in the NPS have decreased significantly. Because the 

frequency spectrum is white, we can assume that the noise is random and uncorrelated in 

time. This assumption allows us to subtract the temporal noise from the spatial noise in 

quadrature because the two are not correlated. Also, the noise power in a frequency range 

is a linear function of the bandwidth, while the noise voltage (which is what we measure) 

goes as the square-root of the bandwidth. That is, if the bandwidth is doubled, the noise 

voltage should increase by Vi. 

L
a> 

2.50 

2.00 

~ 1.50 

0... 

a> 
.~ 1.00 
o 

Z 

0.50 

0.00 -h-T"Mn-T-n-"-'-'''''''-T"Mn-r-'-'-n-T-n-''-'-'''''''-T"Mn-T-,-,-r-n 
0.00 2.00 4.00 6.00 

Frequency (Hertz) 
B.OO 

Figure IX.50: Averaged Temporal Noise Power Spectrum for the MegaScan Monitor 
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Figure IX.51 shows a spatial NPS for the MegaScan monitor with the same conditions as 

for the temporal NPS in Fig. IX.49. The main difference between this measurement and 

the temporal one is that all three spectra line up almost exactly. This shows that there is 

very little randomness about this spectra, therefore the variations in output luminance are 

caused primarily by fixed patterns in the phosphor. We know from Fig. IX.27 that the 

temporal noise contributes little compared to the spatial noise and these three spectra also 

bear this out. Although the spectra are too complex to reconstruct from them the pattern 

that created them, they seem to be due to the fixed pattern noise of the phosphor since the 

noise power spectrum is so repeatable from measurement to measurement. There are no 

major spikes, except those at low frequency, which may be due to an incomplete subtraction 

of the global phosphor variation mentioned earlier. That the spatial NPS has structure is 

not surprising, in fact, the phosphor has a "mottled" appearance that is characteristic to a 

two-component phosphor such as the P4 phosphor used in this monitor. Also, as the 

photograph in Ch. II shows (Fig. 11.14), the phosphor grains are clearly visible under 

magnification and the spatial signal fluctuations caused by this graininess play a part in 

determining the spatial NPS. 
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Figure IX.51: Spatial Noise Power Spectra for the MegaScan Monitor 
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Figures IX.52 and 53 show temporal and spatial NPS for different numbers of lines and 

grey levels on the MegaScan monitor. The temporal NPSs do not change too much as the 

signal is decreased; however, the three spatial NPSs (two for the measurement of 50 lines at 

grey level 22) do not line up as well as the signal decreases. This is so because the 

temporal noise is a larger part of the total noise as the signal decreases; thus the random 

part of each spectrum increases and the three individual spectra are less alike. One point 

that ought to be made is that the actual spatial noise may be less than what we measured 

with our system. This is so because the PMT we used is more sensitive to the blue 

component of the phosphor and thus the contributions of the yellow component to the total 

signal will be smaller. This would result in a decrease in the detector signal in yellow 

regions and increase in blue regions, variations that would be smaller for a spectrally flat 

detector or for the human eye. However, the psychophysical measurements given in Ch. I 

show a good correlation between measured SNR and percieved SNR, so the difference in 



signals between the PMT and human vision system must not be that great. 
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Figure lX.52: Representative Noise Power Spectra for the MegaScan Monitor. a) Temporal 
Noise Power Spectrum for 100 Lines at Grey Level 96, b) Spatial Noise Power Spectrum for 
100 Lines at Grey Level 96, c) Temporal Noise Power Spectrum for 50 Lines at Grey Level 
96, d) Spatial Noise Power Spectrum for 50 Lines at Grey Level 96 
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Figure IX.53: Representative Noise Power Spectra for the MegaScan Monitor. a) Temporal 
Noise Power Spectrum for 25 Lines at Grey Level 96. b) Spatial Noise Power Spectrum for 
25 Lines at Grey Level 96. c) Temporal Noise Power Spectrum for 50 Lines at Grey Level 
22. d) Spatial Noise Power Spectrum for 50 Lines at Grey Level 22. 

An interesting fact about the MegaScan's performance became evident at low grey levels. 

The MegaScan monitor had a discontinuous stripe running vertically down the center region 

of the monitor due to the frame buffer or video amplifier. This stripe was not visible at 

higher brightnesses but it influenced the scanning measurements at low grey levels so we 

had to try to remove it from the data record otherwise the NPS would be dominated by a 

low-frequency spike. Figure IX.54 shows an uncorrected scan through the center of the 

monitor for 50 lines at grey level 22. The discontinuity is visible around sample 
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number 210. To correct the data we removed this dip and then joined the two regions of 

the data record together to get the scan shown in Figure IX.55. We had to perform this 

correction for all the data taken at grey level 22. Although this dip truly was part of the 

data record, we felt justified in removing it so that the rest of the NPS could be viewed. 

This dip in the phosphor luminance is not desirable and should be corrected by MegaScan 

in their next generation of monitors. 
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Figure /X.54: Uncorrected Spatial Scan 0/ MegaScan Monitor lor Grey Level 22 
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Figure IX.55: Corrected Spatial Scan of MegaScan Monitor for Grey Level 22 

b. Temporal and Spatial Noise Power Spectra of the Tektronix Monitor 
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Figure IX.56 shows two data sets taken of the Tektronix monitor's output. One hundred 

lines were set to grey level 255 and scanned in the same manner as for the MegaScan 

monitor. The slit width was changed to .176 mm to approximate the nominal pixel size of 

.173 mm. Although we only needed a step size of .176 mm to measure out to the Nyquist 

frequency of the monitor, I decided to use a step size of .088 mm instead to see if there 

were any artifacts between the Nyquist frequency and twice the Nyquist frequency (which 

there weren't). A data set consisted of 1136 data points, both for temporal and spatial 

measurements. From Fig. IX.56 we can see that the temporal noise is small compared to 

the spatial noise for 100 lines at grey level 255. The difference between the two decreases 

as the signal level and number of lines is reduced, as noticed for the MegaScan monitor. 

The shape of the phosphor's luminance profile is different from that of the MegaScan 

monitor. The Tektronix monitor's output was more peaked toward the center of the 
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monitor. This shape was also confirmed using a hand held detector, as was done for the 

MegaScan monitor. 

3500 

\.... 3000 
Q) 

.0 

~2500~~~~~~~~~~~~~~~ 
Z 

Q) 2000 
C 
C 

~ 1500 

U 

01000 

""« 
500 

200 400 600 800 1000 1200 

Sample Number 

Figure lX.56: Spatial and Temporal Data jor the Tektronix Monitor 

Figure IX.S7 shows two superimposed noise power spectra measurements of the Tektronix 

monitor. Except the dc spike, the spectra are essentially flat and the two samples do not 

overlap significantly, both indicators that the noise is temporally white (at least within the 0 

to 8 Hz bandwidth of interest to human observers). The rest of the measured temporal 

spectra do not seem to change their frequency distributions with grey level or number of 

lines so they will not be reprinted here. 
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Figure lX.57: Temporal Noise Power Spectra lor the Tektronix Monitor 
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Figure IX.58 shows spatial noise power spectra for different numbers of lines and grey 

levels for the Tektronix monitor. The spatial frequency of the NPS goes almost to 6 line 

pairs per millimeter; however, the Nyquist frequency of the monitor as determined by its 

pixel size is 2.9 lp/nun. Each graph has two NPS measurements, which overlap very well. 

For Figures IX.S8a,b and c there is almost no difference between the two spectra. This 

shows that the temporal noise plays a small part in the total noise measurement for this 

monitor as well. We don't see any anomalies above the Nyquist frequency, which says that 

there are no artifacts with width between .5 nominal pixels and 1 nominal pixels. 
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Figure IX.58: Representative Spatial Noise Power Spectra lor the Tektronix Monitor. a) 100 
Lines at Grey Level 96. b) 50.Lines at Grey Level 255. c) 25 Lines at Grey Level 96. d) 50 
Lines at Grey Level 96. 

The major difference between this monitor's NPS and the MegaScan's is the presence of 

low frequency variations. From 0 to 2 lp/mm there seems to be more noise power than 

above 2 lp/mm. This is because this monitor exhibited some spatial pattern noise, that is, 

when the monitor was set to a uniform grey level, the displayed luminance was noticeably 

nonuniform. This nonuniformity was more easily noticed at low grey levels. The 

nonuniformity appeared to be a herringbone type pattern, with columns of short diagonal 
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lines meeting other columns of diagonal lines of opposite slope, much like a herringbone 

pattern in a piece of cloth. Figure IX.59 shows two spatial NPS for 50 lines at grey level 

22. The three low-frequency spikes are very visible in the spectrum. We wanted, therefore, 

to find the source of this low-frequency modulation. The three most probable sources of 

this noise are: the frame buffer, the video amplifier and the phosphor screen. The first one 

we tried to isolate was the frame buffer. We substituted the output of a pulse generator 

instead of using the video signal out of the frame buffer. By selecting the amplitude of the 

pulse, we could control the grey level on the monitor, which we set to grey level 60. 

Figure IX.60 shows the results of using the pulse generator as a frame buffer. Notice 

that the spikes at low frequency have disappeared. This shows that the low frequency noise 

originated in the frame buffer, a finding confirmed by AT&T, the frame buffer's 

manufacturer. 
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Figure IX.59: Low Signal Level Spatial Noise Power Spectra lor the Tektronix Monitor 
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Figure IX.60: Spatial Noise Power Spectra Using a Pulse Generator as a Frame Buffer 

c. Temporal and Spatial Noise Power Spectra of the US Pixel Monitor 

Figure IX.61 shows a spatial and a temporal data set we collected for the US Pixel monitor. 

The monitor had 72 lines displayed at grey level 255. Again, the output of a monitor is 

spatially nonuniform and the data set had to be corrected. Since the nominal pixel size was 

.215 mm, we used a .230 mm scanning slit, the closest one contained in our variable slit 

system. We took 435 data points (100 mm divided by the .230 mm step size) for both the 

temporal and the spatial data sets. 
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Figure IX.61: Temporal and Spatial Data for the US Pixel Monitor 
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Figure IX.62 shows two temporal noise power spectra for the US Pixel monitor with 50 

lines displayed at grey level 255. The most noticeable feature is the presence of a lot of 

low-frequency noise. Figure IX.63 shows an expanded view of the first part of Fig. IX.62 

(solid lines) combined with the first part of two temporal NPS for 100 lines at grey level 

255 (dashed lines). Although there is a significant amount of noise power at these low 

frequencies, there appears to be no overlap of any of the four spectra. This indicates that 

there is a time-varying low frequency component of noise in the monitor's output. 
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Figure lX.62: Temporal Noise Power Spectra of the US Pixel Monitor 
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Figure lX.63: Low Frequency Regions of Four Noise Power Spectra of the US Pixel Monitor 
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Figure IX.64 shows a data set taken for a temporal NPS calculation with 89 lines set to 

grey level 255. The low frequency variations in the output luminance of the monitor are 

quite noticeable. It is these variations that cause the low frequency spikes in the temporal 

NPS. Analyzing the widths of the spikes in the raw data set suggests that the most 

prominent peaks and valleys are between 1 and 6 seconds wide which leads to temporal 

frequencies of between .08 and .5 Hertz. This coincides very well with the expanded NPS 

shown in Fig. IX.63. These low frequency variations in the monitor'S output are probably 

due to a drift in one of the components in the CRT. Possible sources for this drift will be 

discussed in a later section. 
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Figure lX.64: Temporal Data Set Showing Low Frequency Variations 0/ the US Pixel 
Monitor 

Because of the large magnitude of the low frequency noise in the NPS shown in Fig. IX.62. 

the shape of the spectra at mid and higher frequencies cannot be seen. Figure IX.65 is a 

semi-logarithmic plot of the spectra shown in Figure IX.62. From this graph, we can see 
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that the spectrum is essentially flat above 2 Hertz. To see what the spectrum would look 

like without the low frequency drift, we ac-coupled the first electronic filter in the analysis 

system by resetting its low frequency cutoff from dc to .8 Hz. Figure IX.66 shows the data 

set taken with this modification. The data was taken with 50 lines set to 255 grey levels. 

Notice that none of the low frequency noise seen in Fig. IX.64 is present. Figure IX.67 

shows a semi-log plot of the resultant spectra from the data set in Figure IX.66 (denoted 

by squares) compared to a data set made under the same conditions except with the system 

dc-coupled (denoted by circles). 
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Figure lX.65: Semi-logarithmic Temporal Noise Power Spectrum lor the US Pixel Monitor 
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Figure IX.66: AC-coupled Temporal Data Set lor the US Pixel Monitor 
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Figure IX.68: Representative Spatial Noise Power Spectra lor the US Pixel Monitor. a) 50 
Lines at Grey Level 255. b) 100 Lines at Grey Level 96. c) 50 Lines at Grey Level 96, d) 25 
Lines at Grey Level 96 

Figure IX.68 shows representative spatial NPS measurements of the US Pixel monitor for 

different numbers of lines and grey levels. Like the Tektronix monitor, the two spectra 

overlap well, which indicates that the influence of temporal noise upon total noise is small. 

Also, the spectra seem to be fairly flat, which suggests that there are no spatially periodic 

variances in the monitor output. At low grey levels, however, there does seem to be a 

modulation as shown in Figure IX.69. From this figure we see that there is a peak around 
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1.6 lp/mm in both spectra. From visual observations at low grey levels, we could see a 

pattern that seemed to repeat itself every 4 pixels. Since the pixels are .215 mm wide for 

this monitor, the period of this modulation is .86 mm. This corresponds to a spatial 

frequency of 1.16 lp/mm, the location of the peak on the NPS. The cause of this four 

pixel modulation is probably in the frame buffer, because the modulation also seems to be 

present on the video line into the monitor. 

L
a> 

5000 

4000 

~ .3000 

0... 

a> 
.~ 2000 
o 

Z 

1000 
25 Lines 
Grey Level 22 

0.50 1.00 1.50 2.00 2.50 

Spatial Frequency (Ip/mm) 

Figure lX.69: Spatial Noise Power Spectrum 01 the US Pixel Monitor lor Low Signal Level 

S. Anomalies in Monitor Performance 

All three of the monitors had anomalies in their temporal and spatial data sets. The 

MegaScan had abrupt jumps in its brightness. For a while it would operate at a given 

output luminance and then quickly change to another luminance value. We corrected for 

this by making measurements while the monitor output was stable, if the output brightness 

jumped during a measurement, that measurement was redone. The spatial noise 
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measurements of the MegaScan also had problems with the discontinuity of the monitor's 

luminance at the center of the screen. I assumed that both of these problems had their 

origins in the frame buffer. Both are severe enough to warrant immediate correction by the 

monitor manufacturer. 

The Tektronix monitor had occasional dropouts in its intensity. The monitor would have a 

fixed grey level displayed and all of a sudden, part of the monitor would go black. If we 

noticed these dips in our measurements, they would be redone. AT&T, the frame buffer's 

manufacturer, confirmed that these dropouts were due to the frame buffer. This problem 

should be eliminated. Another temporal problem we noticed with the Tektronix monitor 

was the presence of what we called a waterfall pattern. There was some sort of periodic 

intensity modulation of the raster in the vertical direction. Tektronix confirmed the 

presence of this problem and attributed it to electromagnetic coupling of noise from nearby 

circuits into the video amplifier circuit. This pro blem can possibly be solved by better 

shielding of the video amplifier, both with electromagnetic shielding and by filtering the 

power supplies. As mentioned earlier, the Tektronix monitor also had a spatial noise 

problem in the form of a herringbone pattern, visible at lower grey levels. AT&T 

confirmed that this pattern was due to the frame buffer electronics. This problem was 

shown in Figure IX.47, and could have had an effect on the monitor's performance as 

measured by the human observers. From Figure 1.12, the threshold contrast of the 

Tektronix monitor increases below I /t-L and in Fig. IX.47 the spatial SNR decreases 

sharply around 2 /t-L. 

The major problem with the US Pixel monitor was the large amount of temporal drift. This 

not only caused our NPS measurements to have a large dc component to them, but it also 

dominated all the rms measurements we made, except for those that were ac-coupled. The 
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effect of this was to impose a large, correlated noise source on top of the smaller, 

uncorrelated pixel to pixel temporal noise. This correlated noise source meant we couldn't 

scale the data to the number of pixels using a square root relationship as we had done for 

the other two monitors. Thus it is hard for us to compare the NPS noise measurements on 

a noise per pixel basis. We brought this problem to US Pixel's attention and they suggested 

two possible sources for this noise. The first is that the first grid has a fixed bias that is 

maintained by a zener diode. Temperature fluctuations could alter the performance of this 

diode and thus influence the brightness of the monitor. The other, more likely, cause of 

these fluctuations is that US Pixel uses a video amplifier that is not feedback controlled. 

Because of the large gain-bandwidth required by this monitor, the amplifier is typically run 

open-loop, which could account for the temporal drift of the monitor's luminance. The US 

Pixel monitor also had a spatial noise anomaly with the 4 pixel repetitive pattern mentioned 

earlier. This causes a spike in the spatial NPS as shown in Fig. IX.69. We are fairly sure 

that this pattern originates from a problem in the frame buffer, as we measure this 

modulation in the video waveform that is fed into the monitor. 

All of the above mentioned anomalies were observed in making our measurements. For the 

most part, however, we eliminated them from our measurements, by fitting a curve through 

a non-uniformity, ignoring data sets with large dropouts or ac-coupling measurements with 

a large amount of drift. Nonetheless, a discussion of these anomalies is warranted by the 

fact that in most cases they were visible, although they did not seem to affect the human 

observer in the psychophysical observations made of the monitor'S performance. 

C. Comparison of Digital RMS and True RMS 

To check the accuracy of our digital analysis system we compared our measured data of the 

US Pixel monitor with data taken using the traditional true rIDS voltmeter using the setup 
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used to measure the SNR as a function of the number of pixels with the same bandwidth 

and sampling rate. Because the true rms meter is ac-coupled, I operated our measurement 

system in the ac-coupled mode. I measured the average SNR for S pixels and found it to 

be 2473 using the digital analysis system and 2925 using the true rms voltmeter. The 

discrepancy between the two measurements is IS%. When measuring the SNR for 6 pixels I 

found a value of 240S for the digital analysis system and 2462 for the true rms meter, a 

difference of 2.2%. These values are close enough to assume that the two systems give 

similar results under similar conditions. One advantage I noticed about using the digital 

analysis system is that it can compute the average rms automatically, while I manually 

needed to average the different readings out of the true rms meter to get an average value. 

D. Summary of the Monitors' Performance 

Table IX.S gives a summary of the measured statistics for the three monitors. The 

bandwidth has three different values. The quoted bandwidth is from the data sheets, the 

necessary bandwidth is the bandwidth estimated from Eq. 11.34 and the estimated bandwidth 

was estimated using Figs. IX.35 and 36. The maximum SNR measurements are per pixel, in 

an S Hz measurement bandwidth. 
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Parameter MegaScan Tektronix US Pixel 

Frame Rate 72 Hz 60 Hz 40 Hz 

Addressable 2560x2048 1536x2048 1024xl536 
Pixel Matrix 

Maximum Luminance 63 ft-L 39 ft-L 88 ft-L 

Bandwidth 
Quoted 600 MHz 200 MHz 100 MHz 
Necessary 679 MHz 340 MHz 113 MHz 
Estimated 407 MHz 238 Mhz 34 MHz 

Maximum SNR 
Temporal 258 170 155(dc) and 

516(ac) 
Spatial 21 20 29 

Information Content 
Nominal 4.2x107 bits 2.5x107 bits 1.3xl07 bits 
Measured 8.9x106 bits 5.2x106 bits 1. 7xl 06 bits 

Dynamic Range 
Full Screen 889 2977 7353 

i 
SMPTE Pattern -- 276 364 

Table IX.8: Summary of Monitor Performance 
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X: Conclusion 

A. Discussion 

The research I have done in investigating device performance using and developing the 

measurement facility under Dr. Hans Roehrig has convinced me that this facility can be 

used to characterize a variety of devices. We have looked at photomultiplier tubes, hybrid 

tubes and high-resolution display monitors using this system. Previous work has centered 

on the evaluation of x-ray imaging equipment and its characterization as well. 16B 

1. Validity of Measurements 

Just to say that the equipment can measure different quantities does not, however, imply 

that these measurements are accurate. For this reason I embarked on a four part 

calibration analysis of the system and found the system to be accurate in measuring the 

output of PMTs, hybrid tubes and display monitors. The four components of this 

calibration were 1) calibration of the devices, 2) investigation of the repeatability of the 

measurements, 3) self-consistency of the measurements and 4) comparison of our 

measurements to those made by other researchers. Also, for the monitors we could 

compare our measurements to psychophysical measurements made on the same monitor.169 

The calibration of the devices is well documented in the early chapters of this dissertation. 

We found that almost all the equipment performed as expected although some, like the 

custom integrator, needed recalibration. The repeatability of the measurements was 

investigated, both short-term and long-term repeatability for the photomultiplier tube and 

hybrid tube measurements and short-term repeatability for the monitors. Because we had 

been working with the PMTs for six years, the long-term repeatability was easy to check-

we found less than a 15% difference in performance statistics over a 2 year period for the 

RCA 8850. For the monitors, however, we could only repeat individual measurements at 



280 

the time we made them because ,we had no history of experiments for a given monitor. We 

also made similar experiments on a given device to check the consistency of different 

measurements. For example, we made sure that if the monitor had a white spatial NPS that 

measurements made for different numbers of pixels would scale by the square-root of the 

number of pixels, which was true to less than 10% error for most of the monitor 

measurements. We also wanted to compare our measurements to measurements made by 

others for the same devices. We compared the measurements we made of the PMTs and the 

hybrid tube with measurements made by their manufacturers and other researchers and 

found good agreement. So little quantitative data exists on the monitors that we could not 

compare our measurements with other researchers, or for that matter, with the 

manufacturers of the monitors, since none of them were equipped to make the in-depth 

measurements we made. However, we were able to compare our measurements with 

psychophysical measurements made using the same monitors and found very good 

agreement. 

2. Noise Limited Performance of Devices 

We discovered the dominant (or limiting) noise source of the devices we measured. For the 

hybrid tubes, this noise was primarily the excess noise of the device. At higher 

temperatures, however, the large dark current present in the hybrid tube could prevent its 

full dynamic range and photon counting abilities from being utilized. The excess noise, as 

measured by the noise factor, may also playa part in reducing the photon counting ability 

of this device. The best performance we found for this device was at a bias voltage of 

9 kY, where we found a gain of 8xl06 , a noise factor of 1.64 and an information capacity 

of 1.3xl06 bits per second. 

Because of the relative newness of high resolution display monitor technology there were 
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different problems with using all three of the monitors. However, the monitors all suffered 

from some common problems. Spatial noise was evident in the monitors, primarily because 

they all used two part phosphors that have a mottled appearance and due to the phosphor 

granularity but also because of problems with the video amplifiers and frame buffers. This 

spatial noise could have affected the human observer's perception of the monitor's 

performance, at least for the Tektronix monitor. 

Temporal anomalies also varied from monitor to monitor, from the jumps in intensity for 

the MegaScan monitor and the dropouts in intensity for the Tektronix monitor to the 

slowly-varying global intensity variations of the US Pixel monitor. These anomalies were 

removed and the resultant temporal noise played only a small part in the total SNR except 

at low grey levels and small numbers of pixels. The temporal noise of the Tektronix 

monitor was due to the video amplifier noise. More research would have to be done on the 

other monitors to discover the source of their temporal noise. 

We found that the monitors in general were limited in maximum SNR and in signal 

detection by their spatial noise, which was independent of luminance. This caused the SNR, 

and thus the threshold contrast, to be independent of luminance for most grey levels. This 

total SNR also was used to calculate the information content of the monitors, an FOM that 

makes a lot of sense to use because it takes both the bandwidth of the monitor and the 

SNR into account. With this comparison, the MegaScan monitor is the best performer with 

an information capacity of 8.9x106 bits, however this is almost 5 times lower than its 

information content of 4.2x107 bits when calculated using the nominal values provided by 

the manufacturers. This discrepancy between quoted and measured values was also found 

with the monitors' dynamic ranges and SNRs, a good reason to continue this type of 

research. 
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One final problem with these monitors was the presence of a large amount of veiling glare, 

evident in the reduced dynamic range for real imaging conditions like the SMPTE test 

pattern. 

3. Recommendations for Future Users 

To future users of the hybrid tube I suggest the following: 

1) Operate the II and PMT at as high as bias voltage as possible, up to the 

maximum values of -9kV on the II and 1400 Von the PMT. 

2) Cool the tube whenever possible to avoid high dark currents. Cooling below OOC 

does not seem necessary. 

3) Avoid unnecessary exposure of the tube to light, especially UV light such as that 

found in fluorescent lighting fixtures, to maintain a low dark current. 

4) Operate the tube in the dark, at the desired bias voltage, for at least 24 hours 

before making photon counting measurements. 

To future users of the display monitors I suggest: 

I) Interactively set the optimum brightness/contrast settings, as well as any other 

user-accessible control with the use of human observers, characteristic curve measurements, 

and subjective analysis of image quality. 

B.-Suggestions for Future Work 

For future analysis of the hybrid tubes I suggest setting up a current measurement analysis 

system so that these measurements may be directly compared with pulse-height distribution 

measurements under the same conditions. I also suggest that more work be done with 

multiple photoelectron pulse-height distributions. 
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For the digital high resolution monitors I suggest that more work be done trying to find 

the source of the temporal noise fluctuations. Also, I believe that an investigation into the 

effects of phosphor grain size on the spatial noise should be undertaken, using slit widths 

much narrower than those we used to make our spatial noise measurements. Further work 

could also be done to characterize the human visual system's temporal frequency response, 

so that the bandpass of the digital analysis system would more closely match that of the 

human visual system. Finally, the proliferation of these monitors for use in critical 

situations mandates the development of an industry-wide display standard, so that monitors 

may be compared more easily.170 
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