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ABSTRACT

Power management is one of the most critical challenges on the path to exascale supercomputing. High Performance Computing (HPC) centers today are designed to be worst-case power provisioned, leading to two main problems: limited application performance and under-utilization of procured power. In this dissertation we introduce hardware overprovisioning: a novel, flexible design methodology for future HPC systems that addresses the aforementioned problems and leads to significant improvements in application and system performance under a power constraint.

We first establish that choosing the right configuration based on application characteristics when using hardware overprovisioning can improve application performance under a power constraint by up to 62%. We conduct a detailed analysis of the infrastructure costs associated with hardware overprovisioning and show that it is an economically viable supercomputing design approach. We then develop RMAP (Resource MAnager for Power), a power-aware, low-overhead, scalable resource manager for future hardware overprovisioned HPC systems. RMAP addresses the issue of under-utilized power by using power-aware backfilling and improves job turnaround times by up to 31%. This dissertation opens up several new avenues for research in power-constrained supercomputing as we venture toward exascale, and we conclude by enumerating these.
CHAPTER 1

INTRODUCTION

As of June 2015, the world’s fastest supercomputer, Tianhe-2, delivers 33.8 petaflops\(^1\) of sustained performance while using 17.6 MW of power. As we push the boundaries of supercomputing further, power becomes a limiting and expensive resource. Effectively translating this limited power resource into performance and utilizing it fully are thus critical challenges in the next generation of supercomputing. The U.S. Department of Energy has set an ambitious target of achieving an exaflop\(^2\) under a constraint of 20 MW by 2023 (Department of Energy, 2014)—thus requiring a 30-fold improvement in performance with merely 14% increase in power and rendering existing approaches obsolete. This has triggered research both in the semiconductor industry and the supercomputing community, with the former focusing on designing efficient processor, memory and network technologies, and the latter focusing on utilizing this new hardware and developing better system software to manage power and improve performance while ensuring reliable operation. Both these directions for research are complementary and are essential in order to achieve exascale.

The focus of the research conducted in this dissertation is to optimize application as well as system performance in power-constrained supercomputing. The key contributions include the idea of hardware overprovisioning and the design and implementation of associated system software necessary to realize its benefits in supercomputing. Hardware overprovisioning is a novel technique that improves performance significantly under an application-level power bound. We study its performance benefits and analyze its economic viability so as to understand the associated tradeoffs. We also present RMAP (Resource MAnager for Power), a resource manager targeted at future hardware overprovisioned and power-limited systems. We

---

\(^1\)A supercomputer that can perform \(10^{15}\) floating point operations per second

\(^2\)Or, \(10^{18}\) floating point operations per second
analyze how RMAP can be deployed on a real system with multiple users and show how it can improve system throughput and power utilization. The following subsections provide an overview of the contributions of this dissertation.

1.1 Hardware Overprovisioning

Supercomputers today are designed to be worst-case power provisioned, implying that all nodes in the system can run at peak power simultaneously. While this power allocation strategy is useful for a few power-hungry benchmarks such as High-Performance Linpack, it leads to inefficient use of power for most HPC production applications that fail to utilize the allocated peak power on a node.

![Figure 1.1: Power Consumption on Vulcan](image)

One of the key limitations of worst-case provisioning in supercomputing design is underutilization of the power infrastructure. An example of this can be found in data collected on Vulcan (see Figure 1.1), which is a BlueGene/Q system located at Lawrence Livermore National Laboratory (LLNL). As of June 2015, Vulcan is the tenth-fastest supercomputer in the world with 393,216 compute cores and has been provisioned with 2.4 MW of power. Power consumption data was gathered from Vulcan every three minutes by LLNL’s Livermore Computing division for over 16 months. This data
shows that applications used only 1.47 MW on average, with the only exception being the burn-in phase. This under-utilization of power has many negative ramifications, such as the use of lower water temperatures than needed for cooling—which leads to additional power wasted on water chillers.

Ideally, supercomputing centers should utilize the procured power fully to accomplish more science, especially because power is a limited and expensive resource. Thus, a more flexible and efficient design approach is to build a reconfigurable system that has more capacity (nodes) under the same site-level power constraint and can adapt to requirements of the applications. Such a system can provide limited power to a large number of nodes, peak power to a smaller number of nodes, or use an alternative allocation in between based on application characteristics. This approach is referred to as hardware overprovisioning (or overprovisioning for short).

Good performance on an overprovisioned system relies on choosing a configuration that takes the application’s characteristics into consideration. We define a configuration as a tuple consisting of three values—number of nodes, number of cores per node, and power bound per node. Our research demonstrates that choosing the right configuration on an overprovisioned system can reduce individual application execution time under a power bound by up to 62% and by 32% on average when compared to worst-case provisioning (Patki et al., 2013), thus improving performance by 2.63x (1.47x on average). For example, for applications that are highly scalable, running more nodes at lower power per node might result in shorter execution times for the same amount of power. Similarly, for applications that are memory-bound, running fewer cores per node may result in the best performance.

1.2 Economic Viability of Overprovisioning

An overprovisioned system has more capacity than it can simultaneously fully power. Such a system can provide significant performance improvements in power-constrained scenarios. However, these benefits come with an additional hardware and infrastructure cost, and it is essential to conduct a thorough cost-benefit analysis before investing in
large-scale overprovisioned systems. The hardware cost for an overprovisioned system depends on several factors, such as the cost of the underlying processor architecture and the high-speed interconnection network. A hardware cost budget thus provides a choice between purchasing fewer, high-end processors that result in a worst-case provisioned system, or more low-cost, previous generation processors that can be overprovisioned. We develop a model to compare the costs and benefits of worst-case provisioning with overprovisioning, thus providing an analytical tool for future HPC system designers. We show that it is possible to achieve better performance with overprovisioned systems while keeping the system acquisition cost constant.

1.3 Power-Aware Resource Management

For overprovisioning to be practical, system software such as resource managers and runtime systems need to be made power-conscious. With this goal in mind, we developed RMAP (Resource MAnager for Power) (Patki et al., 2015), a low-overhead, scalable resource manager targeted at future power-constrained systems. Similar to existing schedulers, users request a node count and time limit for their job. Traditional resource managers use this information to determine a physical node allocation for the job based on a scheduling policy. Jobs have to wait in the job queue until enough nodes are available, and are terminated if they exceed their requested time limit. The traditional assumption is that the job will be allocated all the power (and cores) on the requested nodes.

Future power-limited systems, however, will have to enforce job-level and node-level power bounds. In order to address this, RMAP translates the user’s node request to a job-level power bound in a fair-share manner by allocating the job power proportional to the fraction of nodes of the total system that it requested. Within RMAP, we propose and implement an adaptive policy based on overprovisioning and power-aware backfilling. The main goals for this policy are to improve application performance as well as system power utilization while adhering to the derived job-level power bound. Additionally, the policy also strives to minimize the average turnaround time for all
jobs in the job queue. Power-aware backfilling is a simple, greedy algorithm that trades some of the performance benefits (raw execution time) obtained from overprovisioning for faster turnaround times and shorter queue wait times. Additionally, two other baseline policies that represent naive overprovisioning and worst-case provisioning are implemented within RMAP. The naive overprovisioning policy finds the best performing configuration under the derived job-level power bound; and the policy based on worst-case provisioning guarantees safe, correct execution by allocating the requested nodes at peak power to the job while adhering to the power constraint.

We implement RMAP by extending SLURM, a popular, open-source HPC resource manager that is deployed on several of the Top500 supercomputers (Yoo et al., 2003). Our results indicate that the adaptive policy can increase system power utilization while adhering to strict job-level power bounds and can lead to 31% (19% on average) and 54% (36% on average) faster average job turnaround times when compared to the policies based on worst-case provisioning and naive overprovisioning, respectively (Patki et al., 2015). It is important to note that naive overprovisioning may result in worse turnaround times, and that future supercomputing system software needs to be intelligent and adaptive.

![Trace With 30 Jobs, Power Utilization Data](image)

Figure 1.2: Power Utilization

Figure 1.2 depicts power results of the adaptive and traditional policies within RMAP on a random job trace in a scenario with unconstrained power (14,800 W on a 64-node system, represented by a dashed red line). The y-axis is the power allocated to the job for execution, the x-axis represents the Job IDs, and the blue lines on the
top indicate the derived job-level power bound using fair-share. As can be observed from this graph, the adaptive policy always utilizes power better than the traditional policy. For some jobs, such as Job 3, the adaptive policy utilizes 70% more power than the traditional policy. Overall, the adaptive policy utilizes 17% more per-job power, leading to significantly less wasted power and faster turnaround times.

1.4 Summary of Contributions

In summary, this dissertation makes the following contributions:

- We introduce hardware overprovisioning and show that it can improve performance under an application-level power bound by up to 62% (32% on average).

- We present a detailed study on the cost-benefit analysis of hardware overprovisioning and develop a model that HPC system designers can use to determine whether overprovisioning results in a net benefit for their site.

- We describe RMAP, a resource manager targeted at future power-limited systems. Within RMAP, we design the Adaptive policy which uses hardware overprovisioning and power-aware backfilling. We show that this novel policy results in up to 31% (19% on average) faster turnaround times for a job queue when compared to a simple, traditional policy based on worst-case provisioning, and that it also improves overall system power utilization.

The rest of this dissertation is organized as follows. Background information about power management and scheduling in high-performance computing systems is provided in Chapter 2. Chapter 3 introduces hardware overprovisioning and highlights its benefits. Chapter 4 analyzes the economic viability of hardware overprovisioned supercomputers. Chapter 5 introduces RMAP (Resource MAnager for Power), which is a job scheduling system targeted toward future power-limited supercomputers. Chapter 6 presents related work in the area, and finally, Chapter 7 concludes this dissertation and describes future research.
CHAPTER 2

BACKGROUND

In this chapter, we present background information about power, scheduling and economic terminology used in the context of supercomputing. Section 2.1 provides an overview of the organization of large-scale HPC facilities. Sections 2.2 and 2.3 focus on processor power measurement and management techniques. Section 2.4 introduces economic terms that are used in Chapter 4. Section 2.5 discusses backfilling, a common job scheduling technique used to improve system utilization in current supercomputing systems.

2.1 High Performance Computing (HPC) Basics

A high-performance computing facility consists of parallel computing systems with several thousand nodes linked together to provide high computational capacity in order to solve some of the most pressing problems in science and engineering. A typical system is laid out as a combination of login, compute and gateway nodes. Login nodes generally provide access to the main system and are shared by multiple users. They are interactive and can be used for tasks such as compiling applications, submitting job requests, launching GUI interfaces and sometimes debugging. Only a small percentage of the system is comprised of login nodes. Users log in to the HPC system with these nodes and submit requests to access compute nodes. These requests are granted by system resource managers.

Compute nodes determine the computational strength of an HPC system and are used to run critical applications. In general, compute nodes are not shared and are not interactive. Users request a set of compute nodes to execute their applications with the help of a resource management system (such as SLURM, discussed in Section 2.5.2). Compute nodes typically consist of multiple sockets (each with multiple cores).
and associated memory. They may also have additional processing components or accelerators, such as General Purpose Graphics Processing Units (GPGPUs) or Xeon Phis. Login nodes and compute nodes may have similar architectures.

Compute nodes are organized in racks and are connected with other compute nodes as well as other components of the HPC system with the help of a high-speed interconnect (typically InfiniBand). The layout of the underlying network topology (mesh, tree, or torus) usually determines the layout of the compute nodes in the HPC system. HPC compute nodes are usually diskless and do not have local storage. They are connected to persistent storage servers with the help of gateway nodes. Storage servers host parallel file systems, which provide fast, high-bandwidth access and are also fault-tolerant. An example of such a file system is Lustre (Koeninger, 2003). Figure 2.1 shows this layout and also depicts how a user interacts with a typical HPC system.

HPC applications can be strongly-scaled or weakly-scaled. For strong scaling, the total input problem size stays fixed as more compute nodes are added to the application. In the case of weak scaling, the problem size per node stays constant. Thus, when more nodes are added, the total input problem size changes.
2.2 Power Basics

A typical supercomputing site is organized in a hierarchical manner. Each site has a few machine rooms, and each machine room hosts a few HPC systems. Each of these HPC systems have various components as described in Section 2.1. In the future, power-constrained supercomputing facilities will have to enforce power bounds at each level in the aforementioned hierarchy to ensure reliable operation. Site-level power constraints will apply across multiple machine rooms. Electricity service providers as well as the infrastructure availability at the facility will determine the amount of power that can be brought into each machine room. These machine-room level power bounds will then be translated to system-level power bounds. Each HPC system will have its own power bound, so that all these systems can function effectively and simultaneously within the power budget of the machine room. These system-level power bounds will further be inherited by jobs and applications, which in turn will translate to component (or node) level power bounds. Most of these power bounds, including the site-level constraints will be dynamic owing to different sources of energy generation (Bates et al., 2015).

Figure 2.2 shows these inherited power bounds. Techniques such as hardware overprovisioning and power-aware job scheduling, which are the focus of this dissertation, will be used at the system-level. Additionally, runtime systems will need to balance power (in addition to load-balancing) and improve performance at the application-level. These steps can be accomplished by using node-level power measurement and management techniques that are typically supported by the underlying hardware.

2.2.1 Processor Power

All the components described in Section 2.1 (nodes, interconnects, storage servers etc.) contribute to the total power draw of an HPC system, which has two key components: base power and dynamic power. Base power (sometimes referred to as idle or static power) is the amount of power required to operate the HPC system without an active
workload (that is, no jobs are running and the system is idle). It is thus the minimum amount of power that the HPC facility needs to be able turn on all the components in the system and leave them in idle state. This typically includes the storage server and interconnect power and the power consumed by the nodes when they are inactive. Dynamic power, on the other hand, depends on the workload or application. The main contributors to dynamic power are nodes that are executing active applications (thus their CPU(s) and memory are in use).

Traditionally, HPC systems are designed to be worst-case power provisioned. Worst-case provisioned systems are designed to account for the maximum possible power consumption. Node components (CPU and memory) typically have a vendor-specified Thermal Design Point (TDP) that indicates the maximum power draw associated with the component. The maximum power consumption for an HPC system can thus be determined by the sum of the TDPs of all the nodes and other system power (such as disks and interconnects). In reality, though, nodes rarely reach their TDP limits when running real applications. Allocating all the power on a node to an application is thus unnecessary.
In order to minimize the wastage of procured power (refer to Figure 1.1 from Chapter 1), it is critical to understand the power profiles of scientific applications and their contributions to dynamic power. The focus of this dissertation is thus on CPU and memory power consumption. In general, CPU power consists of the power for cores and for on-chip caches and depends on the operating frequency of the processor (Mudge, 2001). More specifically, CPU power can be defined as shown in Equation 2.1 and has three parts. Dynamic or switching power, \( P_{dyn} \), is associated with charging and discharging of capacitance and corresponds to switching from a 0 to 1 and vice versa. Short-circuit power, or \( P_{sc} \), is a small amount of power that is consumed during brief, momentary transitions. Finally, leakage power, or \( P_{leak} \), is the power lost due to transistor leakage current. In current circuits, the main component is \( P_{dyn} \), which depends on the frequency of operation, \( f \), and the supply voltage, \( V_{dd} \), as shown in Equation 2.2.

\[
P_{cpu} = P_{dyn} + P_{sc} + P_{leak} \tag{2.1}
\]

\[
P_{dyn} = CV_{dd}^2 f \tag{2.2}
\]

Thus, power consumption in processors is controlled by changing the frequency of operation or by scaling the supply voltage. Doing so during the execution of a user application is commonly referred to as Dynamic Voltage and Frequency Scaling (DVFS). DVFS has been widely applied to power and energy research in HPC (Cameron et al., 2005; Hsu and Feng, 2005; Springer et al., 2006; Ge et al., 2007; Li and Martinez, 2006; Li et al., 2004; Ge et al., 2007; Kappiah et al., 2005; Rountree et al., 2007, 2009). Memory power consumption also depends on the operating frequency of the associated DRAM (David et al., 2010). Techniques such as DVFS, however, are not available for current memory technologies due to the volatile nature of random-access memories (Mittal, 2012).
2.2.2 Power and Energy

Research in power-constrained supercomputing is often confused with energy efficiency research for data centers. It is important to thus clarify the difference between the two. The main goal for HPC centers is to accomplish useful science. This can be realized by utilizing all the procured power efficiently and by translating it into application performance and system throughput. Saving energy or power is typically considered secondary as long as a site-wide power constraint is met. HPC facilities also have symbiotic contractual relationships with their electricity providers that support these goals.

For data centers, on the other hand, the focus typically is to meet a service-level agreement. Performance can be compromised in order to minimize the operating cost as long as the desired service level is met. Thus saving energy and reducing electricity utility bills at the cost of reduced application performance is a viable option for data centers.

Saving energy for HPC systems subject to a small, acceptable delay has already been studied widely (Cameron et al., 2005; Hsu and Feng, 2005; Springer et al., 2006; Ge et al., 2007; Li and Martinez, 2006; Li et al., 2004; Ge et al., 2007; Kappiah et al., 2005; Springer et al., 2006). It has however been demonstrated that it is possible to achieve significant energy savings without incurring any performance penalties in HPC systems (Rountree et al., 2007, 2009). As a result, the goal for future HPC system designers is to maximize performance under a power constraint.

2.3 Power Measurement and Control Techniques

Several vendor-specific and agnostic mechanisms to measure and manage node power have been developed. Some of these mechanisms use sensors and some others use performance counter based models to estimate component power. The techniques used in this dissertation include Intel’s Running Average Power Limit (RAPL), Penguin Computing’s PowerInsight (PI) and IBM’s Environmental Monitor (EMON). We discuss these techniques in detail below. Of these three, RAPL is the only technique that
allows us to constrain and manage power at present. It is expected that more systems will provide such capabilities in the future. Table 2.1 summarizes these techniques and shows the granularity of measurement available in each case. For most of our work, we use RAPL, with the exception of the processor manufacturing variability study presented in Chapter 7. We primarily focus on module power (CPU sockets and DRAM) in this work, mostly because it can be controlled dynamically in HPC systems and can be used to constrain and manage power at a fine granularity. Other components, such as interconnects, do not provide this dynamic control and account for static or base power consumption.

2.3.1 Running Average Power Limit (RAPL)

RAPL is a power management interface that has been introduced with the Intel Sandy Bridge microarchitecture (Intel, 2011; David et al., 2010). It supports on-board power measurement and hardware power capping across two main domains—Package (PKG or CPU) and Memory (DRAM). The PKG domain represents the processor die (cores and on-chip caches), and the DRAM domain includes directly attached memory. Additionally, power measurement is supported across the Power Plane 0 (PP0) and Power Plane 1 (PP1) domains. PP0 covers mostly the cores, while PP1 covers so-called uncore devices (for example, the off-chip last-level cache, the Intel QuickPath Interconnect or an integrated graphics card). For the Intel Sandy Bridge microarchitecture, there are two processor models, the client (family: 0x06, model: 0x2A) and the server (family: 0x06, model: 0x2D). The client model supports the PKG, PP0 and the PP1 domains, and the server model supports the PKG, PP0 and DRAM domains. We use the Sandy Bridge server model in our work.

The interface to RAPL is implemented with the help of programmable Machine Specific Registers (MSRs). To access these MSRs, developers can use the Linux msr kernel module. This kernel module exports a file interface at /dev/cpu/N/msr that can be used to read from or write to the MSRs given appropriate permissions using the rdmsr and wrmsr instructions. Note that rdmsr and wrmsr are privileged instructions that have to execute from within the kernel space on protection ring 0. Each RAPL
domain has a 32-bit, read-only **ENERGY_STATUS** MSR for measurement, which is updated approximately every millisecond. This MSR is expected to roll over within hours owing to the precision of the unit used (joules). Average power is calculated by using this MSR and by dividing the accumulated joules by elapsed time.

RAPL also supports power capping across the PKG and DRAM domains. To enforce a power cap using RAPL, users can specify a power bound and a time window in the **POWER_LIMIT** MSR, and the hardware ensures that the average power over the time window does not exceed the specified bound in the requested power domain. The **POWER_INFO** set of registers provides information on the *thermal specification power*, the lowest power bound and the largest time window supported. For the Sandy Bridge server model, the lowest PKG power bound is 51 W, the thermal specification is 115 W, the largest possible time window is 20 seconds, and the maximum power rating is 180 W. Additionally, the RAPL interface includes the **MSR_RAPL_POWER_UNIT** read-only register that lists the units for power, energy and time in Watts, Joules and Seconds respectively, at architecture-specific precision. The Sandy Bridge server model has units of 0.125W, 0.0000152J and 0.000977 seconds. DRAM power capping is often not supported in mainstream processors and is considered a test feature. Techniques other than DVFS, such as controlling the burstiness and flow of memory traffic, are used to control DRAM power with RAPL.

Intel also has a Turbo Boost feature, which accelerates processor performance dynamically by allowing cores to run faster than the rated operating frequency in some scenarios. Whether Turbo Boost will be used depends on the workload and the ambient temperature. An MSR can be used to enable or disable the Turbo mode, but the operating frequency of the processor in the Turbo mode cannot be directly controlled in software. While the maximum Turbo frequency can be set in software, the actual frequencies of operation are determined at runtime.

To facilitate power measurement of HPC applications, we developed the *librapl* library to ensure safe user-space access of Intel’s RAPL MSRs. This library uses the MPI profiling interface to intercept **MPI_Init()** and **MPI_Finalize()** calls to set up the necessary MSRs. Thus, we do not have to modify application source code to measure
or cap power. The library can also sample MPI programs at a desired time interval and intercept every MPI call in the application to gather timing and energy/power information. It further infers the operating frequency for each core using the APERF and MPERF MSRs (Intel, 2011). Our library can be downloaded from https://github.com/tpatki/librapl. A modified version of this library with an improved interface has been recently released by Lawrence Livermore National Laboratory (Shoga et al., 2014) in production form (now referred to as libmsr).

2.3.2 IBM BlueGene/Q Environmental Monitor (EMON)

BlueGene is an IBM project for designing power-efficient petaflop supercomputers. Three system architectures—BlueGene/L, BlueGene/P, and BlueGene/Q—have been designed in this project. BlueGene/Q (BG/Q) is the third (and current) generation in the BlueGene series of supercomputers. Each rack of a BG/Q machine houses two midplanes, eight link cards, and two service cards. Each midplane has 16 node boards, each of which has 32 compute cards (nodes) connected by a 5D-torus. Power measurement is supported at the node board level. A compute card has 17 active cores, 16 of which are application cores. The 17th core is used for system software. There is an additional 18th core that has been deactivated and is only used to increase manufacturing yield. Measurements are supported across seven different domains, the main ones being chip cores (CPU) and chip memory. Other domains include HSS network transceiver and compute/link chip, Chip SRAM, Optics, Optics/PCIExpress and Link chip core.

To facilitate power measurement, each node board is connected to an FPGA over the EMON bus, which in turn is connected to two Direct-Current Assemblies (DCAs). The DCAs have a microcontroller that periodically calculates instantaneous power (Wallace et al., 2013a,b; Yoshii et al., 2012) and communicates with the FPGA over the I2C bus. The FPGA can relay data to the BG/Q compute nodes over the EMON bus. IBM provides an EMON API to access power consumption data.
Table 2.1: Power Measurement Techniques

<table>
<thead>
<tr>
<th>Technique</th>
<th>Reported</th>
<th>Granularity</th>
<th>Power Capping</th>
</tr>
</thead>
<tbody>
<tr>
<td>RAPL</td>
<td>Average</td>
<td>1 ms</td>
<td>Yes</td>
</tr>
<tr>
<td>PowerInsight</td>
<td>Instantaneous</td>
<td>1 ms (or less)</td>
<td>No</td>
</tr>
<tr>
<td>BGQ EMON</td>
<td>Instantaneous</td>
<td>300 ms</td>
<td>No</td>
</tr>
</tbody>
</table>

2.3.3 PowerInsight (PI)

PI is an architecture-independent, sensor-based technique to monitor node power (DeBonis et al., 2012; Laros et al., 2013). The PI architecture consists of three components: (1) a harness with sensor modules for measurement; (2) a cape, or carrier board, with three Analog-to-Digital-Converters (ADC) connected to the sensor modules, and; (3) a BeagleBone core with an ARM Cortex A8 processor, 256 MB of memory, and USB/Ethernet connectivity to the primary node being measured.

Each sensor module is an Allegro ACS713 Hall Effect current sensor and a voltage divider. Typically, the BeagleBone is plugged in to the motherboard using the USB port which provides console connectivity to the node. CPU and DRAM power consumption data can be measured by using the `getRawPower` software utility or with the provided PI-API.

2.3.4 Limitations

At present, a general standard for measuring and managing power does not exist. The Energy Efficient High Performance Computing Working Group (EE HPC WG) has started working towards this goal recently (EE HPC WG, 2014). Current vendor-specific techniques, such as Intel’s RAPL, are targeted at certain specific architectures and are not portable. While PI is an architecture-independent mechanism, it has not been studied widely yet and is difficult to deploy at scale.

Another key concern with current measurement and control techniques is their accuracy. Model-based techniques (such as RAPL on the Sandy Bridge
micro-architecture) are subject to prediction errors, but these error margins are not publicly available. The general agreement in the community is that the error is under 10% (Rotem et al., 2012). Sensor-based and power meter-based measurements are also subject to errors and need to be analyzed carefully. For some measurements, it can be unclear as to what exactly is being measured. An example of this can be seen in Figure 2.3. This figure depicts power measurements using RAPL and PI when High-Performance Linpack was running on a 24-core Ivy Bridge node. As discussed earlier, RAPL and PI have similar granularity of measurement (about 1 ms). RAPL reports average power over the 1 ms time window, and PI reports instantaneous power. In the figure, we show power measurements reported by RAPL and PI for both CPU and memory. As can be observed, these measurements do not coincide and there is a
wide gap in the reported data. One explanation for this gap from Intel is that the PI sensors are measuring the voltage regulator power in addition to the component power. This hypothesis, however, has not been tested yet. It is thus critical to understand what is being measured in each case, how this measured information is being reported, and what the error bounds are. In this dissertation, we use Intel’s RAPL, primarily because it gives us the ability to control and cap power.

2.4 Basic Economic Terminology

For any HPC system, two main expenditures need to be considered for procurement—capital expenditures (or, CapEx) and operational expenditures (or, OpEx). CapEx refer to initial investment costs that are made upfront. For example, the purchasing cost of servers or the construction cost of the machine room (including space and cooling infrastructure). These costs depreciate over time. OpEx, on the other hand, represent recurring costs that are necessary to successfully run the HPC system. These may include maintenance and support costs for the hardware, repair costs for any failed components, electricity costs and human resources costs. Power is a critical component of both CapEx and OpEx. With power, we need to include hardware costs, conditioning and delivery costs, electricity costs and cooling costs. HPC system procurement costs are typically business sensitive and limited information is available in the public domain. The Magellan Report provides information for the Hopper supercomputer (Department of Energy, 2011), and we discuss this in Chapter 4.

2.5 Resource Management Basics

On a traditional HPC system, users submit jobs by specifying a node count and an estimated runtime. These resource requests are maintained in a job queue, and users are allocated dedicated nodes based on a scheduling policy. The job executes when the resource manager acquires the specified number of nodes. If the job exceeds the estimated runtime, it is terminated. Depending on the size (node count) of their request, most HPC users are required to use specific partitions within the system. For example,
most high-end clusters have a *small* debug partition that specifically targets small-sized jobs and a general-purpose *batch* partition for medium and large-sized jobs.

One example of a scheduling policy is First-Come First-Serve (FCFS), which is non-preemptive and services jobs strictly in the order that they arrive. Although FCFS is simple to implement and ensures fairness, it can block several small jobs in the job queue when a job requesting more resources (large node count) is waiting for its request to be granted. FCFS also leads to fragmentation and longer wait times as nodes are not utilized efficiently (several nodes remain idle as the requirements of the next job cannot be met immediately).

There are also policies that do not dedicate nodes to jobs, such as *gang scheduling* (Feitelson and Jette, 1997; Setia et al., 1999; Batat and Feitelson, 2000). With gang scheduling, jobs can time-share nodes in a coordinated manner. That is, nodes are not exclusively allocated to a single job. Gang scheduling policies use explicit communication to relay global information and system state among participating jobs, leading to multiple points of failure and high overheads. Implicit coordinated scheduling policies that infer system state by observing local events have been proposed to address some of the aforementioned problems (Andrea Apraci-Dusseau, 1998). While these policies may improve utilization and overall job turnaround time in some cases, they are not considered to be a feasible option in supercomputing due to the high context-switching and paging costs involved.

Resource management policies also have to consider other aspects such as job priorities and user fairness. Scheduling policies may assign priorities to jobs, and provide these jobs a higher quality of service and faster turnaround times. Typically, in HPC systems, priorities are implemented with the help of separate job queues. All jobs in a particular job queue have the same scheduling priority. Queues with higher priorities are thus given preference. Scheduling policies also need to ensure fairness to all the users of the HPC facility. A policy is *fair-share* when it ensures that all the resources in the HPC system (nodes and power, for example) are equally distributed among all users of the system, and no users or jobs are given preferential treatment, unless they are associated with a higher priority.
2.5.1 Backfilling

Backfilling algorithms (Lifka, 1995; Mu’alem and Feitelson, 2001; Skovira et al., 1996) address the problems of FCFS by executing smaller jobs out of order on the idle nodes while the next job (typically large) is waiting for resources. Backfilling is thus an optimization of the FCFS algorithm that improves utilization by moving smaller jobs forward, thus reducing job wait times for some jobs and in turn reducing the overall average turnaround time. Backfilling frequently uses a greedy algorithm that picks the \textit{first-fit} from the job queue. The \textit{first-fit} might not always be the \textit{best-fit}, and a job further down the queue may be a better fit for the hole being backfilled. Finding the \textit{best-fit} involves scanning the entire job queue, which increases job scheduling overhead significantly (Shmueli and Feitelson, 2003). Because of this, most practical resource managers use \textit{first-fit} based backfilling.

A typical job queue for an HPC system is shown in Figure 2.4. Each job is represented by a box that depicts its requested node count and estimated runtime and the box area represents the size of a job. In our example, A is a modestly-sized job, and B and C are examples of large and small jobs respectively. Figure 2.4 also compares FCFS and backfilling. The y-axis in the figure represents available nodes, and the x-axis denotes real time (starting with the current time). While FCFS follows the order in which jobs arrive strictly, backfilling identifies opportunities to utilize the idle nodes by moving jobs C and D forward when job A is waiting for resources. This improves both node utilization as well as overall turnaround times.

There are two variants of backfilling—\textit{easy} and \textit{conservative}. Easy backfilling allows short jobs to move ahead and execute out of order as long as they do not delay the \textit{first} queued job. Other jobs in the job queue may experience a delay with this scheme. Conservative backfilling, on the other hand, only lets short jobs to move ahead if they do not delay \textit{any} queued job. Both variants make reservations for the queued jobs to avoid starvation (easy for the \textit{first} and conservative for \textit{all}). Easy backfilling is aggressive and greedy and attempts to maximize utilization at the current instant. Mu’alem et. al. (Mu’alem and Feitelson, 2001) compared and evaluated these two variants of backfilling.
and concluded that they are similar in terms of performance, with easy backfilling doing slightly better than conservative backfilling for most workloads. Easy backfilling is thus preferred over conservative backfilling in practice. Researchers have also observed that for typical large HPC systems, enabling backfilling improves utilization by about 20% (Jackson et al., 2001).

Backfilling, though usually beneficial, does have some minor limitations. Because it runs jobs out of order, it may sometimes de-emphasize job priorities and user fairness in order to improve utilization. Also, in some scenarios, it introduces a *pseudo-delay* by adhering to a fixed reserved start time for a job and not letting the job run sooner as it normally would with FCFS. Pseudo-delay happens because users over-estimate job runtimes and provide poor inputs, and backfilling depends on these estimates for making reservations for the queued jobs.
2.5.2 Simple Linux Utility for Resource Management (SLURM)

Simple Linux Utility for Resource Management, or SLURM, is an open source job scheduler that was primarily designed by Lawrence Livermore National Laboratory and SchedMD in 2002 (Yoo et al., 2003). Its main purpose is to simplify accessing resources on HPC clusters and to provide a standard framework for launching, managing and monitoring jobs executing on parallel machines. SLURM is a sophisticated batch scheduling system with half a million lines of code that is scalable, fault-tolerant, and portable. It is currently deployed on many of the world’s fastest supercomputers and can be configured to use a particular scheduling algorithm with the help of plugins. The SLURM codebase includes several scheduling algorithms, such as FCFS, Backfilling, Gang Scheduling, and Multifactor Priority Scheduling.

For users, SLURM provides a set of tools such as `salloc`, `srun`, `sacct`, and `scancel`. These tools allow users to create, submit and modify job requests. For example, `srun` allows users to specify resource requirements for their job, such as the number of nodes, number of cores per node, job steps, memory usage, etc. For administrators, SLURM supports utilities such as `scontrol` and `sacctmgr` and provides various authentication, configuration and build options.

![Figure 2.5: SLURM Architecture](image-url)
Figure 2.5 depicts SLURM’s architecture (Source: SchedMD). SLURM uses the `slurmctld` daemon (‘controller’) to monitor job queues and manage resource allocations. A single instance of this daemon typically runs on the head node of a cluster, along with the SLURM database daemon, `slurmdbd`. `Slurmdbd` is used for collecting accounting information (such as fair-share policies and priorities) with the help of a MySQL interface. Optional backup daemons for `slurmctld` and `slurmdbd` make the system fail-safe. Each compute node runs the `slurmd` daemon, which is primary used for launching tasks on a particular node. It communicates with the `slurmctld` daemon using RPC calls to indicate job status (for example: completed successfully, failed, killed by the user). `Slurmd` daemons support hierarchical communications with configurable fanout.
CHAPTER 3

HARDWARE OVERPROVISIONING

Several supercomputers today are targeted toward High Performance Linpack-like applications (Petitet et al., 2004) and designed to be worst-case provisioned—such that all nodes in the system can run at peak power simultaneously and HPC applications are assigned all the available power on a node. While this design strategy applies well for Linpack-like applications, several other scientific applications are unable to utilize the assigned peak power per node, resulting in limited performance under a power constraint. This chapter introduces hardware overprovisioning (or, overprovisioning for short) and explores its potential benefits when optimizing for application performance (execution time) under a power constraint. We analyze the performance of eight individual applications on a dedicated, 32-node system, and show that overprovisioning can improve performance (that is, execution time) under a power bound by up to 62% (2.63x) when compared to worst-case provisioning. The average improvement that we observe is 32% (1.47x). Section 3.1 introduces the motivation behind overprovisioning. Section 3.2 provides the details of the benchmarks and the system used in this study. Section 3.3 presents baseline results on a single node, and Section 3.4 presents our multi-node results at various system-level, global power bounds. Section 3.5 summarizes and concludes this chapter.

3.1 Motivation for Overprovisioning

Traditionally, HPC systems are designed in a manner that all components (nodes) can operate at peak power simultaneously. Multiple-node scientific applications executing on such systems are assigned peak power on each active node by default. Going forward, when a global power constraint is enforced, such a worst-case provisioned design will limit the total number of nodes that the HPC system can use. As a
result, HPC application performance will also be limited as the application will have to possibly execute on fewer nodes. Also, because HPC application power and performance profiles can vary significantly, some applications may have different per-node power requirements. Such applications might not be able to utilize the assigned peak power per node and will result in underutilized and wasted power.

An overprovisioned system is a system with more capacity (nodes), with the caveat that we cannot simultaneously power all components at peak power because of strict power constraints. Such a system will be more flexible with regards to the total number of nodes that it can use, and can be reconfigured based on the characteristics of different applications.

The motivation for overprovisioning can be drawn from the processor architecture community. Modern multicore processor architectures support dynamic overclocking features such as Intel’s Turbo Boost (Intel, 2008) and AMD’s Turbo CORE (AMD, 2015). In such processors, the CPU frequency at which a core executes depends on the number of active cores, and not all cores can simultaneously run at the highest CPU frequency. Such processors are dynamically reconfigurable and adapt to the currently executing workload.

The same idea can be extended to multiple nodes in HPC systems. Exascale systems will have a power budget; the current bound set by the US Department of Energy is 20 MW. Overprovisioning in the supercomputing context means that not all nodes in the facility can execute at peak power simultaneously.

While overprovisioning means that the supercomputing center buys more compute capacity than can be used, it allows the user to customize the system to an application and thereby to achieve better performance under a power constraint by scheduling power carefully among resources. These resources include the racks in the machine room, the nodes within the racks, the components within a node, and the interconnect. A fixed system-level power-constraint on the cluster will hierarchically translate to application-level and node-level power-constraints.

As opposed to worst-case provisioning, overprovisioning is advantageous because it can allow both highly scalable and less scalable applications to perform well. This
is because it supports reconfiguration and allocation of component power based on the application’s characteristics. For example, an application’s scalability determines whether we should use fewer nodes at higher power per node or more nodes at lower power per node under an application-level power constraint. In addition, depending on an application’s CPU and memory usage, one can choose to use fewer cores per node or to allocate component power within a node (that is, power to the packages and the memory subsystem) based on utilization. Also, when only a few nodes in the application are on the critical path, running all nodes at peak power might be wasteful, and a different power allocation scheme might work better.

In order to explore overprovisioning and its effect on application performance, we solve the following question: given a machine with \( n \) nodes and \( c \) cores per node, a cluster-level power bound \( P \) on the machine, and a strongly-scaled HPC application, how important is choosing the configuration in minimizing execution time? We define a configuration as: (1) a value for \( n \), (2) a value for \( c \), (3) an amount of power \( p \) to be allocated to each node. The constraint is that the total power consumed must be no more than the bound \( P \), and the goal is to minimize application runtime.

We explore this issue through a series of experiments on an Intel Sandy Bridge cluster at LLNL and use Intel’s RAPL interface to enforce a range of power bounds on a diverse set of HPC applications and benchmarks. Thus, the cluster is effectively emulating an overprovisioned system.

3.2 Experimental Setup

We now discuss the experiments used in our analysis. In this work, we report power values in Watts and timing information in seconds. We conduct our experiments on the \textit{rzmerl} cluster at LLNL, which is a 162-node Sandy Bridge cluster. Each node is an Intel Sandy Bridge 062D server model (Intel Xeon E5-2690) with two PKG domains, and 8 cores per package. The memory per node is 32GB. The clock speed is 2.6 GHz, and the maximum turbo frequency is 3.3 GHz. The socket TDP is 115 W, and the minimum recommended power cap is 51 W. The cluster has a 32-node per job
limit. We use MVAPICH2 version 1.7 and compile all codes with the Intel compiler version 12.1.5. OpenMP threads are scheduled using the scatter policy by setting the \texttt{KMP\_AFFINITY} environment variable. While measurements are possible, power capping for PP0 and DRAM has been disabled by default by the system administrators. We run all experiments with power capping on the PKG domain with a single capping window and the shortest possible time window (0.000977 seconds). Thus, we avoid any potential large power spikes that might result when using larger time windows. We use four PKG power caps: 51 W; 65 W; 80 W; and 95 W. We run each configuration at least three times to mitigate noise. We disable Turbo Boost when power capping. We also run experiments with turbo enabled without using any RAPL-enforced power bounds. A cap of 115 W in our results represents this turbo mode. 115 W corresponds to the thermal limit on the PKG and, when we use turbo mode, this thermal limit becomes our power cap by default.

Our experiments use a hybrid MPI/OpenMP model. Hybrid models have low intra-node communication overhead and are more flexible in terms of configurations that we can test. Also, future architectures are likely to have many integrated cores on a single chip (for instance, Intel’s MIC (Intel, 2012)). Because MPI processes have significant memory and communication overhead, the hybrid model is more likely than a flat MPI model. All applications are strongly scaled.

**HPC Applications** We use four HPC applications: SPhot (Lawrence Livermore National Laboratory, 2001) from the ASC Purple suite (Lawrence Livermore National Laboratory, 2002) and BT-MZ, SP-MZ, and LU-MZ from the NAS suite (Bailey, 2006). SPhot is a 2D photon transport code that uses a Monte Carlo approach to solve the Boltzmann transport equation by mimicking the behavior of photons as they move through different materials. SPhot is a CPU-bound, embarrassingly parallel application. For our multiple-node experiments, the input parameter \texttt{nruns} was set to 8192. For the single-node experiments, \texttt{nruns} was set to 1024. The NAS Multi-zone parallel benchmarks (NAS-MZ) are derived from Computational Fluid Dynamics (CFD) applications and are designed to evaluate the hybrid model. We use all three NAS-MZ
benchmarks: Block Tri-diagonal solver, or BT-MZ; Scalar Penta-diagonal solver, or SP-MZ; and Lower-Upper Gauss-Seidel solver, or LU-MZ. We use the Class C inputs.

**Synthetic Benchmarks** In order to cover the extreme cases in the application space, we also develop four MPI/OpenMP synthetic benchmarks. These tests are (1) CPU-bound and scalable (SC); (2) CPU-bound and not scalable (NSC); (3) Memory-bound and scalable (SM); (4) Memory-bound and not scalable (NSM). The CPU-bound benchmarks run a simple spin loop, and the Memory-bound benchmarks conduct a vector copy in reverse order. We control scalability by adding communication using `MPI_Alltoall()` (i.e., fewer calls to `MPI_Alltoall()` means better scalability).

3.3 Single-Node, Baseline Results

We first present details on the effect of power on our applications to understand the impact of power capping. We run our benchmarks on one node, varying the core count from 4 to 16. Characteristics and their impact on configurations. Figure 3.1 shows the average PKG and DRAM power measured across the two sockets of the node for our benchmarks, at 4 and 16 cores and in turbo mode. We observe that some applications are more memory-intensive than others and hence consume more DRAM power. Examples of these are BT-MZ, SP-MZ, LU-MZ, and SM. At 16 cores per node, SP-MZ used 10.3% of its socket power for memory. Similarly, BT-MZ and LU-MZ use about 7-8% of their socket power for memory. SPhot, on the other hand, is relatively CPU intensive. We also observe that moving from 4 to 16 cores affects PKG power more than DRAM power. For instance, SPhot used 44.6 W of PKG power at 4 cores and 82.1 W of PKG power at 16 cores; DRAM power increased from 4.9 W to 5.7 W. Similarly, for BT-MZ, PKG power increased by 93% from 54.5 W to 105.7 W, but DRAM power only increased by 31%.

Figure 3.1 also shows that applications do not always use their allocated power. While the thermal limit on the PKG in turbo mode is 115 W, none of the applications actually use this much power, even when using all 16 cores. Most applications need between 80 and 90 W, except for BT-MZ, which uses nearly 106 W when running 16
Figure 3.1: Average PKG and DRAM Power Consumption Per Socket

cores. This results in both wasted power and reduced application performance. This important observation calls for efficient node-level power allocations.

Figure 3.2 shows the impact of varying the PKG power bound on the node on application performance at 4 and 16 cores per node for SPhot and SP-MZ. At 4 cores per node, neither of the applications uses more than 51 W of PKG power; thus, in an ideal situation, when Turbo Boost is disabled, application performance should be unaffected as we decrease power from 100 W to 51 W when running 4 cores. However, we observe a slight slowdown in performance of about 1-2% for our applications from 51 W to 100 W with 4 cores per node. Since we run each experiment at least three times to mitigate noise, we believe that the overhead introduced by Intel’s RAPL algorithm (which is different at different power bounds) may cause this slowdown.
At 16 cores per node, our applications benefit from more power up to 85 W. Performance improved by 21.3% for SP-MZ and by 17.1% for SPhot. In turbo mode (115 W), all applications perform significantly better as they run at a higher CPU frequency. Performance for SPhot improved more than SP-MZ, primarily because SPhot is CPU-bound and less memory intensive.

Next, we run single-node and multiple-node experiments with Turbo Boost to determine its effect on configurations. We collect samples every second with *librapl* and measure the frequency ratio by reading the APERF and MPERF MSRs (Intel, 2011). Figure 3.3 shows our results on a single-node with varying core count on our CPU-bound, scalable synthetic benchmark. We multiply the median frequency ratio value from the samples with the maximum non-turbo frequency (2.6 GHz) to determine the effective turbo frequency. Frequency ratios vary little across our samples.

Our results indicate that the effective turbo frequency depends on the number of active cores. Intel documentation (Intel, 2008) confirms this observation and also
mentions that the turbo frequency varies with temperature. We run our experiments at LLNL, where the machine room temperature is fairly constant over time and do not encounter any variation in the turbo frequency that could be attributed to temperature.

![Results of Intel Turbo Boost (Single Node)](image)

Figure 3.3: Turbo Boost Example on a Single Node: CPU-bound and Scalable Micro-benchmark

We also run multiple-node experiments with Turbo Boost enabled and collect frequency samples every second with `librapl`. In these experiments, we use the same number of cores per node. All nodes reach the same turbo frequency, which is stable throughout the application’s execution. All nodes engage in turbo mode similarly.

3.4 Multi-node, Overprovisioning Results

This section presents and analyzes multiple-node results of the HPC applications and synthetic benchmarks. Because we could not feasibly run every possible configuration and because `rzmerl` has a 32-node limit per job, we run experiments with 8 to 32 nodes and 4 to 16 cores per node, in increments of 2. We assume uniform power allocation per node and that the applications are perfectly load-balanced.
3.4.1 Configurations

As discussed previously, we define a configuration as: (1) a value for number of nodes, \( n \), (2) a value for number of cores per node, \( c \), and (3) power allocated per node, \( p \), in Watts. We denote a configuration as \((n \times c, p)\). Because power capping is unavailable on DRAM and PP0, we use \( p \) to represent the PKG power that is allocated to the node. We measure DRAM power along with PKG power, and our results report their sum on each socket across all nodes when we report total power.

For comparison purposes, we define four special configurations: \( \text{packed-max} \), \( \text{packed-min} \), \( \text{spread-max} \), and \( \text{spread-min} \). The term \( \text{packed} \) denotes that a configuration uses all cores on one node before using an additional node, while \( \text{spread} \) denotes that processes are spread as evenly as possible across all nodes, with 4 being the fewest cores per node used. When \( \text{max} \) is appended, we use the maximum power (that is, turbo mode) on each node, while \( \text{min} \) means we use the minimum rated power (that is, cap at 51 Watts). In all four special configurations, we continue to add cores and/or nodes until we reach the global power bound (or until we cannot add more nodes).

We run our benchmarks on multiple nodes under various overprovisioned scenarios. Our cluster of 32 nodes consumed about 6350 W of power when running all cores as fast as possible (based on BT-MZ data, which had the maximum power consumption). We investigate four overprovisioned scenarios; in each we have up to 32 nodes at our disposal, but power limits of 2500 W, 3000 W, 3500 W, and 4000 W. For comparison purposes, we also look at the case with unlimited power.

Figure 3.4 displays, at several global power bounds, the performance improvement for each of our benchmarks (in execution time) that overprovisioning can provide when compared to worst-case provisioning. This graph compares the best performing configuration under the respective power bound with \( \text{packed-max} \) (which is worst-case provisioning). If no bar exists then \( \text{packed-max} \) is optimal.

The average speedup of BT-MZ, LU-MZ, SP-MZ, and SPhot when using overprovisioning compared to worst-case provisioning is 73.8%, 55.6%, 67.2%, and 50.9% for a 2500 W, 3000 W, 3500 W, and 4000 W bound, respectively.
Overprovisioning can lead to large performance improvements. For three cases, using a configuration other than *packed-max* is best even with unlimited power due to memory contention that degrades performance when using all cores.

Overprovisioning essentially allows applications to utilize the machine as a reconfigurable architecture, which allows for better performance. For example, consider the global power bound of 3500 W. Here, SP-MZ executes 2.49 times faster when using the optimal configuration of \((26 \times 12, 80)\) than the *packed-max* configuration associated with worst-case provisioning, \((20 \times 16, 115)\). With worst-case provisioning, the facility would only have 20 nodes. In this work, we study the potential improvements that overprovisioning can provide. We leave the (orthogonal) question of how to determine the best configuration for an application under a power bound for future work.
### Global Power Bound: 2500 W

<table>
<thead>
<tr>
<th>Bmark</th>
<th>Configuration</th>
<th>Total Time (s)</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(12 × 16, 115)</td>
<td>2181.29</td>
<td>74.27</td>
</tr>
<tr>
<td></td>
<td>(22 × 16, 51)</td>
<td>2388.51</td>
<td>57.24</td>
</tr>
<tr>
<td>SPhot</td>
<td>(24 × 4, 115)</td>
<td>2459.74</td>
<td>99.18</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2472.33</td>
<td>94.19</td>
</tr>
<tr>
<td></td>
<td>(22 × 16, 51)</td>
<td>2388.51</td>
<td>57.24</td>
</tr>
<tr>
<td></td>
<td>(12 × 16, 115)</td>
<td>1971.66</td>
<td>13.88</td>
</tr>
<tr>
<td></td>
<td>(20 × 16, 51)</td>
<td>2179.92</td>
<td>11.16</td>
</tr>
<tr>
<td>SP-MZ</td>
<td>(22 × 4, 115)</td>
<td>2449.71</td>
<td>6.40</td>
</tr>
<tr>
<td></td>
<td>(28 × 4, 51)</td>
<td>2337.83</td>
<td>6.34</td>
</tr>
<tr>
<td></td>
<td>(22 × 8, 80)</td>
<td>2452.81</td>
<td>5.19</td>
</tr>
<tr>
<td></td>
<td>(22 × 8, 80)</td>
<td>2412.42</td>
<td>13.95</td>
</tr>
</tbody>
</table>

### Global Power Bound: 3500 W

<table>
<thead>
<tr>
<th>Bmark</th>
<th>Configuration</th>
<th>Total Time (s)</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(18 × 16, 115)</td>
<td>3263.74</td>
<td>49.52</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>3477.62</td>
<td>39.81</td>
</tr>
<tr>
<td>SPhot</td>
<td>(32 × 4, 115)</td>
<td>3252.82</td>
<td>74.79</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2472.33</td>
<td>94.19</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>3477.62</td>
<td>39.81</td>
</tr>
<tr>
<td></td>
<td>(20 × 16, 115)</td>
<td>3240.22</td>
<td>9.10</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>3494.16</td>
<td>7.26</td>
</tr>
<tr>
<td>SP-MZ</td>
<td>(32 × 4, 115)</td>
<td>3431.63</td>
<td>4.72</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2647.40</td>
<td>5.67</td>
</tr>
<tr>
<td></td>
<td>(26 × 12, 80)</td>
<td>3497.16</td>
<td>3.65</td>
</tr>
<tr>
<td></td>
<td>(18 × 16, 115)</td>
<td>3308.11</td>
<td>16.46</td>
</tr>
<tr>
<td></td>
<td>(30 × 16, 51)</td>
<td>3379.74</td>
<td>22.78</td>
</tr>
<tr>
<td>LU-MZ</td>
<td>(32 × 4, 115)</td>
<td>3492.11</td>
<td>10.37</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2730.48</td>
<td>12.03</td>
</tr>
<tr>
<td></td>
<td>(32 × 8, 95)</td>
<td>3497.34</td>
<td>9.42</td>
</tr>
</tbody>
</table>

### Unlimited power

<table>
<thead>
<tr>
<th>Bmark</th>
<th>Configuration</th>
<th>Total Time (s)</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(32 × 16, 115)</td>
<td>5768.41</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>3477.62</td>
<td>39.81</td>
</tr>
<tr>
<td>SPhot</td>
<td>(32 × 4, 115)</td>
<td>3252.82</td>
<td>74.79</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2472.33</td>
<td>94.19</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 115)</td>
<td>5768.41</td>
<td>28.30</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>5490.13</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>(32 × 14, 115)</td>
<td>5590.13</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 115)</td>
<td>5487.03</td>
<td>17.48</td>
</tr>
<tr>
<td></td>
<td>(32 × 16, 51)</td>
<td>3608.65</td>
<td>21.43</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 115)</td>
<td>3492.11</td>
<td>10.37</td>
</tr>
<tr>
<td></td>
<td>(32 × 4, 51)</td>
<td>2730.48</td>
<td>12.03</td>
</tr>
<tr>
<td></td>
<td>(32 × 8, 115)</td>
<td>4458.88</td>
<td>8.59</td>
</tr>
</tbody>
</table>

Figure 3.5: Detailed Overprovisioning Results
Comparing Different Configurations

Figure 3.5 shows in-depth results for three of our power bounds (2500 W, 3500 W, and unlimited) for all applications. The y-axis represents performance of the four canonical configurations, normalized to the performance of the optimal configuration under the global power bound (higher is better). The x-axis lists our eight benchmarks. Each figure includes a table that provides the actual configurations. The figure also contains the total power consumed (packages and memory power) and the time taken.

We make three important observations for Figure 3.5. First, the figure shows some applications perform best using packed configurations compared to the spread configurations and that execution time can vary substantially between packed and spread configurations. This trend can be observed across all the benchmarks as well as power bounds. For example, at a global power bound of 2500 W, the spread-min configuration for SPhot runs 64.5% slower than packed-min. For SP-MZ at the same power bound, the spread-max configuration runs 2.16 times faster than the corresponding packed-max configuration. For SC, the spread-min runs more than twice as slow when compared to the packed-min configuration. In addition, for NSC, spread-max runs 2.36 times slower than packed-max.

The difference between the packed-max and packed-min configurations can also be significant. For example, with SPhot the packed-max configuration runs 29.8% slower than packed-min at 2500 W because the packed-min configuration utilizes more nodes and thus more total cores at lower power per node, as can be seen from the corresponding table. For SP-MZ and BT-MZ, the execution time difference between the spread-max and spread-min configurations is negligible. However, for LU-MZ this difference is 8% under a power bound of 2500 W and 16% under a power bound of 3500 W. When we vary the power bound, the execution time difference as well as the trend followed by the canonical and optimal configurations varies. At each global power bound, the configurations associated with the same canonical form can be different with an increase in the nodes and cores. For example, with SP-MZ packed-max is $(12 \times 16, 115)$ at 2500 W and $(20 \times 16, 115)$ at 3500 W.
Second, the best configuration is not always one of \textit{packed-max}, \textit{packed-min}, \textit{spread-max}, or \textit{spread-min}. For example, at 2500 W, BT-MZ, SP-MZ, LU-MZ and NSM have an optimal configuration that is different than the four canonical configurations. As the corresponding table shows, the optimal configuration for SP-MZ was \((22 \times 8, 80)\), which was 22\% faster than the fastest canonical configuration, \((28 \times 4, 51)\). Running fewer nodes at higher power per node performs better than running more nodes at lower power per node in this case, as opposed to SPhot.

Third, the best configuration for an application depends on the particular global power bound. For instance, at a power bound of 2500 W, the best configuration for SP-MZ is \((22 \times 8, 80)\). On the other hand, when the power bound is 3500 W, it is \((26 \times 12, 80)\). It is important to note that the number of cores per node in the latter configuration are different than those in the former. While one expects to have a configuration with more nodes at a higher power bound, the observation that the number of cores per node can be different is not intuitive.

Application characteristics determine whether better execution times result from using more nodes, with fewer cores per node and at lower power; or fewer nodes, with more cores per node, and at a higher power. For instance, SPhot and BT-MZ always perform better when running more cores per node, and fewer nodes at higher power (i.e., \textit{packed}), primarily because they are more CPU intensive than SP-MZ and LU-MZ. The \textit{spread} configurations perform better for SP-MZ and LU-MZ because they are more memory intensive, and using more cores per node for such applications causes memory contention. For example, at 2500 W and 3500 W, the \textit{spread} configurations are close to optimal for LU-MZ. Application scalability also plays an important role in determining the right configuration. SP-MZ, LU-MZ, NSC, and NSM have an optimal configuration that is neither \textit{packed} nor \textit{spread}, but somewhere in between because running as few as 4 cores per node and as many nodes as possible under the power bound increases communication.

To further illustrate how configurations can differ under a power bound, Figure 3.6 shows the entire configuration space for SP-MZ at 4500 W (Graph Courtesy: Dr. Rountree). This figure has 5 dimensions, three of which are input dimensions from
the application’s configuration (nodes, cores, processor power cap), and two of which are output dimensions (performance in seconds, and application power consumption as average watts). The origin (zero) is at the center of this radar chart. To improve performance and to utilize power effectively, we want to “pull-in” toward the center for the performance dimension.

The packed-max and the best configuration under 4500 W for SP-MZ have been highlighted in red and blue, respectively. As can be clearly observed, the best configuration uses more nodes, less power per node, and fewer cores per node; and improves execution time by more than 2x. Additionally, it utilizes the allocated power better.
Using Fewer Cores

Cases exist in which using fewer total cores results in better execution time. This result is not unexpected, since similar results have been shown for worst-case provisioning (Curtis-Maury et al., 2008b). For example, as the table corresponding to unlimited power depicts (Figure 3.5), both SP-MZ and LU-MZ perform better with fewer total cores with the same PKG-level power bound. With SP-MZ, the spread-max configuration, \( (32 \times 4, 115) \) is about 15% faster than the packed-max, \( (32 \times 16, 115) \) (which runs four times as many cores). Two reasons lead to this behavior: first, in turbo mode, running fewer cores per node results in a higher effective turbo frequency; and, second, memory contention at 16 cores causes performance degradation. However, the optimal configuration is \( (32 \times 14, 115) \), which uses more total cores than the spread-max configuration, but fewer cores per node than the packed-max configuration. The result is significantly better memory performance. The optimal configuration runs 72% faster than the fastest canonical one, which cannot be attributed to turbo mode because having 14 or 16 active cores per node results in the same effective turbo frequency.

In the case of LU-MZ, though, the effect of turbo mode as well as reduced memory contention can be seen more prominently. The optimal configuration, \( (32 \times 8, 115) \) runs more than twice as fast as the packed-max, and 17% faster than the fastest canonical configuration, spread-max.

3.5 Summary

In this work we identified an emerging problem in the HPC arena: how to leverage overprovisioning in HPC installations. With power becoming a first order design constraint on our road to exascale, such overprovisioned systems will be commonplace, that is, we will no longer be able to fully power all nodes simultaneously. In such a scenario, we need to understand how we can configure our applications to best exploit the overall system while adhering to a global power bound. Our experiments show that the optimal configuration under a cluster power bound for a strongly-scaled HPC application performs much better than the configuration corresponding to the naive,
worst-case provisioned scenario. We also presented results on package power capping and discussed its impact on application performance as well as on configurations. Overall, our experiments show that we can obtain substantial application speedup when carefully exploiting overprovisioned systems—over 32% (1.47x) on average.

Future work can proceed in multiple directions. One avenue is to investigate non-uniformity in power allocation. In this work we studied uniform overprovisioned supercomputing. That is, while we showed that using more nodes with reduced power often leads to better performance, each node has a uniform configuration.

In particular, assigning nonuniform power per node may improve performance, especially if the application exhibits load imbalance. However, a naive power assignment
to each node (that is, proportional increase in power based on amount of work) may produce poor results. For example, consider results on a single node in Figure 3.7. For SPhot, using more cores at lower power is profitable. On the other hand, for LU-MZ, running fewer cores at higher power is better.

Clearly, if we allocate power to nodes in a nonuniform manner, we should understand how power bounds impact performance through a node-level power-performance model. Previous related work has used nonuniform DVFS settings to save energy with negligible performance loss (Rountree et al., 2009).

A second avenue is to develop models to predict the optimal configuration given a system-level power-constraint and a strongly-scaled application. This involves multiple steps, including (1) developing a single-node model to predict the optimal number of cores and power allocation for the components within a node (packages and memory subsystem) and (2) a model to allocate inter-node power based on the critical path of the application and its load imbalance.

A third avenue is to study the impact of using dynamic overclocking techniques such as Turbo Boost. We also plan on experimenting with capping DRAM power. RAPL is one of the technologies that will eventually enable us to schedule power more intelligently on a power-constrained cluster.
CHAPTER 4

ECONOMIC VIABILITY OF OVERPROVISIONING

An overprovisioned system has more capacity than it can simultaneously fully power and can provide significant performance improvements in power-constrained scenarios. However, these benefits come with an additional hardware and infrastructure cost, and it is essential to conduct a thorough cost-benefit analysis before investing in large-scale overprovisioned systems. In this chapter, we develop a simple model to conduct this analysis, and we show that overprovisioned systems can be a net benefit. Section 4.1 discusses how supercomputers are typically procured and priced. Section 4.2 presents data on the performance benefits of adding more nodes and choosing the right configuration at that node count. In Sections 4.3 and 4.4, we develop a model to analyze the tradeoffs between performance and infrastructure cost of an overprovisioned system and establish that we can reap the benefits of overprovisioning without any additional financial investments. We conclude with a summary in Section 4.5.

4.1 Understanding Supercomputing Procurement

The typical process for procuring a supercomputing system involves releasing a public Request For Proposals (RFP) to which vendors can respond with a quote. The key part of an RFP is a technical proposal that requests details of both the hardware and associated system software. Additionally, information about testing and scaling the proposed system is requested. The hardware components include the nodes (processors, memory and accelerators), the interconnection network, and the I/O subsystem. A benchmark suite to rank performance of each of these components is provided by the purchaser, and vendors respond with performance results and price quotes. Additional details such as a business proposal and a price proposal are also requested from the vendors.
An example of a recent RFP is for the CORAL systems to be hosted at Oak Ridge National Laboratory, Argonne National Laboratory, and Lawrence Livermore National Laboratory. More information can be found at https://asc.llnl.gov/CORAL/. Over the lifetime of a system, there are two key expenditures involved: the infrastructure investment cost, or the capital expenditure; and the maintenance and support cost, or the operational expenditure. Power costs are typically considered separately, because they can involve both capital as well as operational expenditures. Little public information is available on the breakdown of these costs, as the process is typically business sensitive. The Magellan Report provides some details on the cost of the Hopper supercomputer (Department of Energy, 2011). Other cost models have been studied as well, especially in the cloud computing and data centers community (Tak et al., 2011; Heikkurinen et al., 2015; Walker, 2009; Koomey et al., 2007). However, these models focus on determining the total cost of ownership. The Magellan Report is the closest to our research and we discuss data from this report below.

The goal of the analysis in the Magellan Report was to determine the cost per hour for a core on a DOE HPC system. The report discussed this cost for Hopper, a Cray XE-6 system at NERSC that delivers 1.28 petaflops. Hopper was placed at number 5 in the list of the world’s fastest supercomputers in 2010; the contract for Hopper was valued at $52M. Table 4.1 shows the data from this report. The system had a
power budget of 3 MW, but used only 2.6 MW. The power cost assumed was 10 cents per KWhour, which has been reported to be a high estimate. The annual cost for maintenance and support is 10% of the contract cost, which amounts to $5.2M. The contract includes both hardware and software costs, which requires additional FTEs to be supported. The FTE cost was estimated based on DOE staff rates and amounts to $300K. Thus, the total cost of operation is $8.1M per year. The annual cost of acquisition amounts to $13M, assuming a 4-year lifetime. Finally, the cost per core hour was calculated by assuming an 85% utilization of cores. The Hopper system has 153,408 cores. Approximately 10% of the cost per core hour accounts for the storage subsystem. Overall, the determined cost per utilized core hour for the Hopper system has been calculated as $0.018, as shown in Table 4.1.

This data gives us an estimate of how the acquisition, power and maintenance costs come together in a real system. When designing an overprovisioned system, the goal is to improve performance without increasing the cost of computation. The key here is in the acquisition step, where the choice is usually between expensive, efficient high-end nodes and older-generation, slightly inefficient nodes. We discuss this in Section 4.3.

4.2 Degree of Overprovisioning

One of the key things to analyze when overprovisioning is the degree to which we should overprovision. It is important to determine this degree because of the law of diminishing returns—adding more capacity (nodes) beyond a certain limit while keeping the same total system power bound will not result in proportional performance benefits. We define the degree of overprovisioning to be the ratio between the number of nodes in the overprovisioned system to the number of nodes in absolute worst-case provisioning (discussed below) that leads to the maximum performance improvement under a specified power bound.

The optimal degree of overprovisioning is difficult to determine because it depends on the global power bound as well as workload characteristics. Based on our emperica measurements and the data presented in Chapter 3, typically adding about 30-50%
more nodes than worst-case provisioning and choosing the correct configuration resulted in performance improvements across all eight applications that we considered.

Figure 4.1: Benefits of Adding More Nodes, 3500 W

In order to understand how the degree of overprovisioning affects performance, we analyze the performance of configurations at two fixed global power bounds when the total number of nodes available in the HPC system is varied. Recall that a configuration consists of three values—number of nodes, number of cores per node, and power per node. Figures 4.1 and 4.2 show data for the four HPC applications at 3500 W and
4500 W. This dataset is from Chapter 3 and has been collected on node counts ranging from 4 to 32, cores per node ranging from 4 to 16, and 5 package power bounds ranging from 51 W to 115 W. The y-axis in each subgraph shows the raw execution time of the application, and the x-axis represents a node count. For each node count, the best valid configuration (one that does not exceed the specified power bound) at that particular node count has been plotted (black empty triangle). The best performing configuration under the power bound has been marked with a blue triangle. Additionally, the application-specific worst-case configuration (all cores on a node, with no power caps and Turbo Boost enabled at 115 W) has been plotted (marked with a red triangle).
The actual power consumed by the application was used to determine this worst-case configuration. As a result, this is the \textit{packed-max} configuration under the specified power bound, which allocates as many nodes as possible, with each node using all cores and peak power.

Depending on the application, the benefits of adding more nodes under the same power bound vary. For example, the benefits for an application such as BT-MZ are limited. On the other hand, adding more nodes is beneficial for applications such as SPhot and LU-MZ. For some applications, choosing the right configuration might be more important than adding more resources (nodes). For example, consider SP-MZ at 3500 W. The \textit{packed-max} configuration performs much worse than the best configuration at the same node count. A similar trend can be observed with LU-MZ at 4500 W.

In Chapter 3, we reported the benefits of overprovisioning as conservatively as possible, which is why we chose to look at application-specific, \textit{packed-max} configurations instead of the \textit{absolute worst-case} scenarios. For procurement, however, we have to follow the \textit{absolute} worst-case configuration instead of the application-specific, \textit{packed-max} configuration, because we are analyzing system design under a strict power constraint. The absolute worst-case configuration can be obtained by deriving the maximum possible node power from the TDP values of the node components and is not application-specific. In our example, the absolute worst-case \textit{node count} is 12 nodes for 3500 W and 16 nodes for 4500 W. This has been derived by calculating the maximum possible power on each node, assuming that each socket takes 115 W and each memory unit takes 30 W of maximum power. It is important to note that we still have the option of picking the right number of cores and the correct power cap for the application at this fixed, absolute worst-case node count.

As discussed in Chapter 1, traditional systems are designed to accommodate the absolute worst-case, which leads to limited performance as well as wasted power. As an example, we list the performance and power details associated with the absolute worst-case, the application-specific \textit{packed-max}, and the best overprovisioned configurations for a global power bound of 3500 W in Table 4.2.
Table 4.2: Power and Performance Data, 3500 W

<table>
<thead>
<tr>
<th>App.</th>
<th>Absolute Worst-case $(n \times c, p) : {secs, W}$</th>
<th>App-specific Packed-Max $(n \times c, p) : {secs, W}$</th>
<th>Best Configuration $(n \times c, p) : {secs, W}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPht</td>
<td>$(12 \times 16, 115) : {74.3, 2183}$</td>
<td>$(18 \times 16, 115) : {49.5, 3264}$</td>
<td>$(32 \times 16, 51) : {39.8, 3478}$</td>
</tr>
<tr>
<td>SP-MZ</td>
<td>$(12 \times 16, 115) : {13.9, 1975}$</td>
<td>$(20 \times 16, 115) : {9.1, 3240}$</td>
<td>$(26 \times 12, 80) : {3.6, 3497}$</td>
</tr>
<tr>
<td>BT-MZ</td>
<td>$(12 \times 16, 115) : {9.9, 2398}$</td>
<td>$(16 \times 16, 115) : {7.3, 3232}$</td>
<td>$(30 \times 14, 51) : {6.1, 3418}$</td>
</tr>
<tr>
<td>LU-MZ</td>
<td>$(12 \times 16, 115) : {25.3, 2228}$</td>
<td>$(18 \times 16, 115) : {16.5, 3308}$</td>
<td>$(32 \times 8, 95) : {9.4, 3497}$</td>
</tr>
</tbody>
</table>

This data is in line with our measurements shown on the Vulcan system in Chapter 1 (Figure 1.1). In the absolute worst-case, where we can only power up 12 nodes based on the TDP measurements, 37% of procured power is wasted on average. Instead, if we buy more capacity, we see significant benefits in performance, even when we choose the application-specific, packed-max configuration. Being able to overprovision to a larger degree and reconfigure further for performance based on application characteristics can result in a maximum speedup of 3.0x (average speedup of 2.8x) when compared to the absolute worst-case provisioning scenario. Also, less than 1% of procured power (3500 W) is wasted. Achieving these benefits of overprovisioning without adding any infrastructure cost is possible, and we discuss this in Sections 4.3 and 4.4.

4.3 Projecting the Cost of Overprovisioning

In this section, we develop a model that system designers can use to determine whether or not overprovisioning will be of benefit. The model takes into account four main aspects: node price, node performance, system power budget, and maximum node power. We first provide the intuition and motivation for this model in this section, and then discuss its formulation in Section 4.4.

An overprovisioned system can lead to better utilization of power and performance benefits. However, buying more capacity comes at additional cost when compared to a worst-case provisioned system. Overprovisioning might not be attractive for adoption if the acquisition cost increases. It is possible for the hardware cost of an overprovisioned system to remain fixed. Processors that are a generation older may have fairly similar features and are typically offered at a significantly lower unit price. A hardware cost
budget thus provides a choice between more inefficient, older-generation processors leading to better job throughput, utilization and performance under a power constraint, or fewer, high-end, efficient nodes on a non-overprovisioned cluster (which likely leads to wasted power). It is important to note that the individual older-generation processors can be less power efficient than the high-end processors. However, reconfiguring multiple such processors in an HPC system under a global power constraint can lead to better overall performance and system power efficiency.

As an example of individual processor features, let us compare the Intel Xeon E5 2697 v2 (Ivy Bridge, 22nm) processor with the Intel Xeon E5-2670 (Sandy Bridge, 32nm) processor. The former is a high-end, dodeca-core processor operating at 2.7 GHz priced at about $3300 (as of June 15, 2015 on Amazon, Inc.). The latter is an older-generation octa-core processor operating at 2.6 GHz, priced at about $1700 (as of June 15, 2015 on Amazon, Inc.). These list prices include DDR3 memory and are reported in USD. Table 4.3 shows the details of these two server processors.

PassMark Software Private Ltd. is a performance analysis and consulting company that maintains the world’s largest CPU benchmarking website, cpubenchmark.net. The website provides users access to benchmarking results for over 600,000 systems spanning more than 1200 different types of CPUs and is considered to be the leading authority in CPU benchmarking. The CPU benchmarking suite from PassMark software consists of eight computational workloads that can be used to rank multicore CPUs—Integer Math Test, Floating Point Math Test, Prime Number Test, Compression Test, Encryption Test, Physics Test, String Sorting Test and a Multimedia Instructions Test. There are also single-core tests. A Passmark score is obtained by running these tests on all the cores and then taking an average. The higher the PassMark score, the better. Details about PassMark benchmarking tests can be found at http://www.cpubenchmark.net/cpu_test_info.html. The PassMark scores for the two server processors under consideration were obtained from the popular CPUBoss website, which is a website created by a CPU (as well as GPU and SSD) performance research team in Canada (http://cpuboss.com/).
Table 4.3: Comparing 32nm and 22nm processor technologies

<table>
<thead>
<tr>
<th>Features</th>
<th>Intel Xeon E5 2697 v2</th>
<th>Intel Xeon E5-2690</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing Technology</td>
<td>Ivy Bridge 22nm</td>
<td>Sandy Bridge 32nm</td>
</tr>
<tr>
<td>Cores Per Processor [Threads]</td>
<td>12 [24]</td>
<td>8 [16]</td>
</tr>
<tr>
<td>Processors Per Node</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Clock Speed [Turbo]</td>
<td>2.7 GHz [3.5 GHz]</td>
<td>2.6 GHz [3.3 GHz]</td>
</tr>
<tr>
<td>L2 Cache</td>
<td>3 GB</td>
<td>2 GB</td>
</tr>
<tr>
<td>L3 Cache</td>
<td>30 GB</td>
<td>20 GB</td>
</tr>
<tr>
<td>Maximum Memory Support</td>
<td>786,432 MB</td>
<td>393,216 MB</td>
</tr>
<tr>
<td>PassMark Performance Test Result</td>
<td>17,812</td>
<td>13,985</td>
</tr>
<tr>
<td>TDP</td>
<td>130 W</td>
<td>115 W</td>
</tr>
<tr>
<td>List Price (USD)</td>
<td>$3300</td>
<td>$1700</td>
</tr>
</tbody>
</table>

Based on the PassMark score, it is expected that a system designed with the former will be about 27% faster (based on the PassMark values of 17,812 and 13,985) than one designed with the latter on most computational workloads. For applications that are highly-scalable and do not utilize peak node power, however, the former will lead to significant wasted power and limited performance due to the inability to scale out (based on the power efficiency trends on the CPUBoss website). For a given node cost budget, it is possible to buy 94% more nodes of the latter Sandy Bridge processor and design a hardware over provisioned machine that results in significantly more performance improvements, primarily because it utilizes power better and leverages application characteristics. Based on this intuitive analysis, we propose a model that system designers can utilize to determine whether or not over provisioning will result in net benefit in their case.

4.4 Cost Model Formulation and Analysis

The main goal of our model is to determine whether or not it is possible to use over provisioning to improve performance without added infrastructure cost. As shown in Section 4.3, it is possible to buy (significantly) more, older-generation nodes with similar performance characteristics for a given node cost budget, even when considering
the costs of other hardware such as the interconnect. While compute servers contribute to a significant portion of the total hardware acquisition cost of a system, it is important to consider the cost of other components such as the interconnect and the I/O subsystem. For example, a worst-case provisioned system might need fewer total racks than an overprovisioned system and will thus have a lower interconnect cost. Public information on the breakup of the hardware costs for the nodes, interconnect and the I/O subsystem is unavailable, so we translate the other costs to the node level in order to correctly estimate their influence.

Similarly, it is important to analyze the performance difference between the high-end and the older-generation nodes. In the example in Section 4.3, we observed that the high-end node is expected to be 27% faster for the single-node case. However, performance at a different node count greatly depends on the application’s scalability and memory intensity characteristics. In order to accommodate this, we create a model to predict performance (execution time) on the two architectures based on the four HPC applications that we considered in this dissertation (SPhot, SP-MZ, BT-MZ, and LU-MZ). Another important factor that contributes to the cost of overprovisioning is the system wide power budget and the maximum node power of the high-end node. This is important because it helps constrain the computational cost of the overprovisioned system that is being designed to that of the worst-case provisioned system. We use these main contributing factors as input parameters for our model, and explain these in detail in the following subsections (Sections 4.4.1-4.4.3). Table 4.4 summarizes these input parameters. We design a worst-case provisioned system with a high-end node and an overprovisioned system with an older-generation node in our model, and do so under the same cost and system power constraint. We then predict performance on these two systems in order to conduct a cost-benefit analysis. The details of the model are presented after the explanation of the input parameters, in Section 4.4.4.

4.4.1 Input Parameters: Power Budget and Node Power Values

The most critical input parameter when designing a worst-case provisioned or an overprovisioned system is the global power budget to which the system must adhere.
Table 4.4: Model Input Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Bound</td>
<td>$P_{sys}$</td>
<td>Power Budget allocated to the computational components of the system</td>
</tr>
<tr>
<td>Maximum Node Power</td>
<td>$P_{n_{max}}$</td>
<td>Maximum possible node power for the high-end node based on its overall TDP.</td>
</tr>
<tr>
<td>Minimum Node Power</td>
<td>$P_{n_{min}}$</td>
<td>Minimum possible node power for the older-generation node based on its idle power.</td>
</tr>
<tr>
<td>Effective cost ratio</td>
<td>$r_c$</td>
<td>Ratio of the effective per-node cost of the high-end node to that of the older-generation node</td>
</tr>
<tr>
<td>Performance</td>
<td>$r_p$</td>
<td>Percentage by which the high-end node is faster than the older-generation node</td>
</tr>
<tr>
<td>Workload Scalability Model</td>
<td>${m, c}$</td>
<td>The slope and intercept of the linear performance model based on workload scalability characteristics (obtained on the older-generation node)</td>
</tr>
</tbody>
</table>

For the scope of our model, we are limiting this to the total power associated with computation, the source of which is compute nodes and other components on the rack, such as the interconnect. This is because we are studying the impact of dynamic power on application performance, as discussed in Chapters 2 and 3. The total site-wide power budget, of course, will include power from other static components, such as the power of the I/O subsystem. Going forward, when we talk about a power budget, we assume it is the dynamic power budget for the compute nodes, and we refer to this as $P_{sys}$.

In order to ensure that the system power budget is always met, we need to account for the maximum power on each node for a worst-case provisioned system. Similarly, for an overprovisioned system, we need to account for the minimum power required for each node (idle power). We thus need two input parameters, $P_{n_{max}}$ and $P_{n_{min}}$, which correspond to the maximum node power for the high-end, worst-case system node, and the minimum node power for the older-generation, overprovisioned system node. The node power is determined based on the TDP of the processor and memory, as well as the associated interconnect power. These values help us determine the maximum number of nodes we can power up successfully without exceeding the system power budget for both the worst-case provisioned and the overprovisioned scenarios.
4.4.2 Input Parameter: Effective Cost Ratio

In order to understand the cost implications of the processors under consideration, we define the effective cost ratio, which we then use as input parameter. To help understand this parameter, we begin with an example and design a worst-case provisioned system rack with the high-end, Ivy Bridge node described in Section 4.3. Let us assume that each rack in the machine room can fit 16 server nodes that are connected via one state-of-the-art InfiniBand FDR 36-port switch. The typical cost for the aforementioned InfiniBand switch is about $10,000 (as of June 15, 2015 on Amazon Inc.). Other necessary components for a rack, such as the power supplies, amount to another $2,000. Thus, the cost of the base components of an empty rack (that is, excluding the actual compute servers) is about $12,000. As a result, the total cost for a single rack with the high-end nodes is $16 \times 3,300 + $12,000, which equals $64,800. This translates to an effective per-node cost of $64,800/16, which amounts to $4,050. Let us assume that our total cost budget for this example is $64,800.

We now analyze the design of an overprovisioned system by using the cheaper, older-generation nodes. If we only accounted for the node costs in isolation, we will be able to add 94% more nodes of the older-generation, Sandy Bridge processor (that is, \(\lfloor 16 + 0.94 \times 16 \rfloor\), for a total of 31 nodes), as discussed in Section 4.3. However, adding even one more node will mean that we need a new rack\(^1\). With each new rack, we need to add in the base cost for an empty rack, which is $12,000. The cost of a single full rack for the overprovisioned system is thus, $16 \times 1,700 + $12,000, which equals $39,200, which translates to a per-node cost of $2,450. Thus, with a cost budget of $64,800, we can only add \(\frac{64,800 - (39,200 + 12,000)}{1,700}\) more nodes, which amounts to 8 nodes.

The second rack in this example is not fully utilized because it has a capacity of 16 nodes and we can only add 8 nodes to it. If we consider this in our design, the per-node cost for such a rack will be higher. In this example, the per-node cost for the second rack is $3,200, because it has fewer nodes \(\frac{12,000 + 8 \times 1,700}{8}\). It is important to note that the fewer nodes scenario will only apply to the last rack in the system, and depending

---

\(^1\)This applies for a simple single-switch level HPC system. There might be scenarios where multiple levels of network switches are used in the HPC system.
on the total number of racks in the HPC system, it may not be important to consider the average per-node cost across all racks in the system. In this particular example, if we only consider two racks, this average is $2,800.

Because of this, in our model, we use effective cost ratio as an input parameter to represent the costs of the two types of nodes under consideration. The effective cost ratio, $r_c$, is defined as the ratio of the price of the high-end node to that of the cheaper, older-generation node. The effective cost ratio is always greater than 1, because the high-end nodes are more expensive than the older-generation nodes. In this example, the effective cost ratio will be $4,050/$2,800, which equals 1.45. This will mean that we can add $0.45 \times 16$, or 7 more nodes to the overprovisioned system. It is important to note that this is always a conservative estimate of the degree of overprovisioning because we are accommodating for potentially unutilized racks. For a real HPC system with several hundred racks, the effective ratio is higher and closer to the ratio of the effective per-node costs of the high-end and the older-generation node, which in this scenario is $4,050/$2,400 and amounts to 1.7.

4.4.3 Input Parameters: Performance Parameter and Workload Scalability Model

The difference in single-node performance of the high-end node to that of the older-generation node is captured as a percentage value, $r_p$. The parameter $r_p$ represents the percentage amount by which the high-end node is faster than the older-generation node. This parameter can be obtained by using a standardized benchmarking tests such as with PassMark benchmarks or SPEC CPU benchmarks. A typical RFP response from the vendor may also be used for obtaining this ratio.

In order to predict performance of applications at scale, we also need a scalability model for the workloads under consideration. In our case, we obtain this scalability model on the system with older-generation nodes, and project the performance using the $r_p$ parameter to the system with high-end nodes. We assume that applications will scale similarly, and this is a fair assumption to make when the nodes under consideration are separated by one or two generations (such as the Ivy Bridge and the Sandy Bridge nodes from Section 4.3). This is because processors separated by one or two generations
have similar features, such as clock rates, vector units, and cache and memory support. As we discussed in Section 4.1, an RFP includes a few real scientific code kernels on which the vendors need to report performance. Generally, these are publicly available benchmarking suites, such as the Mantevo suite, which lists a few miniapps for vendors (https://mantevo.org/). The scalability model can be obtained by studying the performance of such miniapps at different configurations (that is, nodes, cores per node and power bounds).

Application-specific as well as general scalability models can be developed (Barnes et al., 2008; Gahvari et al., 2011; Gahvari, 2014). HPC systems may have different purposes, for example, some systems are mission-critical, while others are developed for academic research. The workload scalability model should accurately represent the application characteristics on the older-generation node that are being considered for the overprovisioned system. Developing application-specific models and then extracting characteristics to generalize them is an orthogonal problem to our work.

We assume a linear workload scalability model in this work and require two inputs, the slope and intercept \((m\text{ and } b)\). These inputs are determined by gathering data for the application at several node counts, considering the best configuration at each node count for the application and fitting a line through these best configurations. This is shown in Figures 4.1 and 4.2.

For the scope of this chapter, we focus on analyzing data on the four strongly-scaled HPC applications. For each application, we first set a range of nodes for valid strong-scaling operation based on experimentation. Then, given a system power bound, we choose the best performing configuration at each valid node count and develop a linear scalability model.

In our data, the coefficients of the linear model (slope and intercept) were nearly constant across all the global system power bounds under consideration for a particular application (less than 2% difference across 6 different system power bounds ranging from 2500W to 6500 W). Thus, we assume that for a given application, the input parameters \(m\) and \(b\) are identical across different power bounds. Our average prediction error across all applications is under 7%. Figures 4.1 and 4.2 show the fit for the four applications at
two different system power bounds. We do not develop a general scalability model that captures the characteristics of all four applications in this work, as this is an orthogonal problem beyond the scope of this dissertation.

4.4.4 Model Formulation

We now describe the formulation of our model. The input parameters are listed in Table 4.4. A summary of variables used for the formulation and the output parameters is provided in Tables 4.5 and 4.6. The goal of the model is to determine whether or not the overprovisioned system designed with the same cost budget as a worst-case provisioned system will result in performance benefits under a system-level power constraint. In order to accomplish this, we design two systems in the model, one with worst-case provisioning using high-end nodes and another with overprovisioning using older-generation nodes. In both cases we assume the same cost budget, and we ensure that the system-wide power budget is met. We then predict application performance on both these systems.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst-case Nodes</td>
<td>$n_{wc}$</td>
<td>Maximum number of nodes for worst-case provisioning based on the system power budget</td>
</tr>
<tr>
<td>Node Limit</td>
<td>$n_{lim}$</td>
<td>Maximum number of nodes for overprovisioning based on the system power budget</td>
</tr>
<tr>
<td>Overprovisioned Nodes</td>
<td>$n_{ovp}$</td>
<td>Actual number of nodes used for overprovisioning based on the computational cost constraint as well as the system power budget</td>
</tr>
<tr>
<td>Worst-case Cost Constraint</td>
<td>$c_{wc}$</td>
<td>Computational cost constraint derived from the worst-case provisioning system. The over provisioned system has the same cost constraint.</td>
</tr>
</tbody>
</table>

A key constraint in the model is to ensure that the specified computational power budget, $P_{sys}$, is honored. When designing the worst-case system, $P_{sys}$ constrains the maximum number of high-end nodes we can run at full power. Similarly, for the overprovisioned system, this constrains the maximum number of older-generation
Table 4.6: Model Output Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst-case Time</td>
<td>$t_{wc}$</td>
<td>Predicted application execution time for the high-end, worst-case provisioned system</td>
</tr>
<tr>
<td>Overprovisioned Time</td>
<td>$t_{ovp}$</td>
<td>Predicted application execution time for the overprovisioned system with same cost constraint</td>
</tr>
<tr>
<td>Performance Ratio</td>
<td>$s_{ovp}$</td>
<td>Ratio of the performance of the high-end, worst-case provisioned system to that of the overprovisioned system. That is, $t_{wc}/t_{ovp}$</td>
</tr>
</tbody>
</table>

nodes that we can run at idle power and effectively controls the maximum degree of overprovisioning. The input parameters associated with this step were discussed in Section 4.4.1.

The worst-case provisioned node count is determined by the maximum power on the high-end node ($P_{n,\text{max}}$), and the node limit for the overprovisioned system is determined by the minimum power on the cheaper node ($P_{n,\text{min}}$). Both the node-level power values are calculated by considering the power consumption of the processor, memory and associated interconnect. We thus derive the maximum number of nodes that can meet the computational power budget for both the systems as shown in Equations 4.1-4.2.

\[
\begin{align*}
n_{wc} &= \frac{P_{\text{sys}}}{P_{n,\text{max}}} \\
n_{lim} &= \frac{P_{\text{sys}}}{P_{n,\text{min}}}
\end{align*}
\] (4.1) \hspace{1cm} (4.2)

We now derive a fixed computational cost constraint for both systems. We use effective cost ratio, $r_c$, and the number of nodes obtained from the worst-case provisioned system from Equation 4.1 to determine the cost constraint.

Using the effective cost ratio allows us to assume that the base cost for the older-generation node is 1. We can thus look at the impact of the cost difference between the high-end and the older-generation nodes more clearly. The effective cost ratio was described in detail in Section 4.4.2. The dollar amount associated with the cost constraint can be determined by the product of $n_{wc}$ and the unit cost of the high-end
node, which denotes the cost of the worst-case provisioned system. This step is shown in Equation 4.3.

\[ c_{wc} = n_{wc} \times r_c \]  

(4.3)

We determine the maximum degree of overprovisioning using both the power and cost constraints. Equation 4.4 represents this. The unit cost for the older-generation node is assumed to be 1, so the number of nodes that we can buy within the cost constraint is \( \lfloor c_{wc} \rfloor \). If this exceeds the number of nodes that are supported by the power budget \( (n_{lim}) \), we will end up buying a cheaper overprovisioned machine and will have some part of the cost budget left over.

\[ n_{oep} = \min(n_{lim}, \lfloor c_{wc} \rfloor) \]  

(4.4)

Finally, we predict performance on both the systems. We use the performance parameter, \( r_p \), and the parameters \( \{m, c\} \) (slope, intercept) from the workload-specific scalability model to accomplish this. These parameters were described in detail in Section 4.4.3. If the execution time taken on a single older-generation node is 1, and the high-end node is faster by \( r_p \) percent, the execution time for the high-end node is \( 1 - r_p \).

We then determine the ratio \( s_{oep} \), which is representative of speedup due to overprovisioning and is defined as the ratio of the workload’s execution time on the worst-case provisioned system to that of the overprovisioned system. The node range specified in the workload model is used here to determine the linear region of operation for the model, and slope and intercept values are used to determine performance. Equations 4.6-4.7 depict these steps. For overprovisioning to have a net benefit, \( s_{oep} \) should be greater than 1.

\[ t_{oep} = m \times n_{oep} + c \]  

(4.5)

\[ t_{wc} = (m \times n_{wc} + c) \times (1 - r_p) \]  

(4.6)

\[ s_{oep} = \frac{t_{wc}}{t_{oep}} \]  

(4.7)
4.4.5 Analysis

In Section 4.4.4, we presented our model and derived a ratio \( s_{ovp} \) to compare the performance of the worst-case provisioned and overprovisioned systems that we designed with the same cost and power budgets. In the subsections that follow, we use this ratio to determine situations where overprovisioning has a net benefit (when \( s_{ovp} > 1 \)). We illustrate this with an example by choosing default input parameters based on real data for our model and designing a worst-case provisioned and an overprovisioned system. We then analyze the impact of each individual parameter (while keeping others constant) on the performance of the two systems. These default input parameters are specified in Table 4.7 and have been derived based on the node data from Section 4.3. The values for the node power for the high-end and the older-generation node include the CPU, memory and base power. We use application-specific scalability models; an overview of these models was provided in Sections 4.2 and 4.4.3.

Table 4.7: Example: Default Input Parameters

<table>
<thead>
<tr>
<th>ID</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective cost ratio, ( r_c )</td>
<td>1.7</td>
</tr>
<tr>
<td>Performance Parameter, ( r_p )</td>
<td>27%</td>
</tr>
<tr>
<td>System Power Budget, ( P_{sys} )</td>
<td>7000 W</td>
</tr>
<tr>
<td>Maximum Node Power, ( P_{n,\text{max}} )</td>
<td>380 W</td>
</tr>
<tr>
<td>Minimum Node Power, ( P_{n,\text{min}} )</td>
<td>180 W</td>
</tr>
</tbody>
</table>

Table 4.8: Example: Workload Scalability Model Parameters

<table>
<thead>
<tr>
<th>Application</th>
<th>Parameters ( {m, c} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPhot</td>
<td>{-1.114, 73.07}</td>
</tr>
<tr>
<td>SP-MZ</td>
<td>{-0.112, 7.00}</td>
</tr>
<tr>
<td>BT-MZ</td>
<td>{-0.069, 8.50}</td>
</tr>
<tr>
<td>LU-MZ</td>
<td>{-0.542, 25.93}</td>
</tr>
</tbody>
</table>
Table 4.9: Example: Intermediate and Output Values

<table>
<thead>
<tr>
<th>Application</th>
<th>n_w</th>
<th>n_l</th>
<th>c_w</th>
<th>n_{ovp}</th>
<th>t_{ovp} (s)</th>
<th>t_w (s)</th>
<th>s_{ovp}</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPhot</td>
<td>18</td>
<td>50</td>
<td>30.6</td>
<td>30</td>
<td>39.64</td>
<td>38.70</td>
<td>0.98</td>
</tr>
<tr>
<td>SP-MZ</td>
<td>18</td>
<td>50</td>
<td>30.6</td>
<td>30</td>
<td>3.51</td>
<td>3.61</td>
<td>1.02</td>
</tr>
<tr>
<td>BT-MZ</td>
<td>18</td>
<td>50</td>
<td>30.6</td>
<td>30</td>
<td>6.41</td>
<td>5.29</td>
<td>0.83</td>
</tr>
<tr>
<td>LU-MZ</td>
<td>18</td>
<td>50</td>
<td>30.6</td>
<td>30</td>
<td>9.66</td>
<td>11.80</td>
<td>1.22</td>
</tr>
</tbody>
</table>

Table 4.8 specifies the workload scalability model parameters for the four applications and Table 4.9 shows the intermediate values as well as the predicted output values for our example. Because we use a simple linear workload scalability model, we need to enforce a limit on the maximum number of nodes for the validity of this linear behavior. For our applications in this example, we assume that this limit is 48 nodes.

We present results for SPhot, SP-MZ, BT-MZ and LU-MZ because they all have distinct workload scalability models. As can be observed from Table 4.9, for workloads that scale well, such as the ones with characteristics similar to LU-MZ (refer to Figures 4.1 and 4.2), it is possible to achieve better performance with overprovisioning with the same cost budget (s_{ovp} of 1.22). Similarly, for workloads with characteristics similar to SP-MZ and SPhot, a break even point can be determined. On the other hand, for applications that do not scale well, such as BT-MZ, worst-case provisioning leads to better performance. This can be observed from the s_{ovp} value of 0.83 for BT-MZ.

We now present some detailed graphs to better understand the scenarios where overprovisioning leads to a net benefit and to understand the impact of the input parameters on s_{ovp}. For each graph, the y-axis is the derived ratio, s_{ovp}. The x-axis varies based on the input parameter under consideration. For each input parameter that is being varied on the x-axis, all other input parameters are held constant and have values from Table 4.7. For readability, the graphs are not centered at the origin, and the break even points have been marked by drawing a red line at s_{ovp} = 1. Anything above this line is a scenario where overprovisioning does better than worst-case provisioning.

We conduct this analysis to explore the various possible scenarios that may occur during the procurement of a real HPC system. For example, the effective cost ratio...
may vary based on the negotiation with the vendor. Similarly, the performance across two nodes may differ based on which micro-architectures are being considered.

Figure 4.3 shows results for the LU-MZ application. In this figure, there are three sub-graphs. The first one depicts the impact of varying the effective cost ratio, $r_c$ on $s_{ovp}$. As can be observed from the graph, for LU-MZ, overprovisioning leads to a net benefit when the effective cost ratio is low (for example, when $r_c$ is 1.5). The effective cost ratio affects the degree of overprovisioning directly. When the effective cost ratio is high, it is possible to buy many more cheaper, older-generation nodes than when the effective cost ratio is low. A cost ratio of 1 indicates that the high-end node and the older-generation
node have the same price. This means that there is no overprovisioning, because both the worst-case provisioned system and the overprovisioned system will have the same node count. This, however, is not a realistic scenario. It is expected that the high-end node will be more expensive than the older-generation node. The higher the effective cost ratio, the easier it is to overprovision by a larger degree. In case of LU-MZ, we see a net benefit with overprovisioning even with relatively low cost ratios.

The second sub-graph shows the impact of varying the system power bound, $P_{sys}$ on $s_{ovp}$. We observe that a higher system power bound results in almost super-linear improvement in $s_{ovp}$ for LU-MZ. This can be attributed to the fact that a higher system
power bound has the potential to increase the degree of overprovisioning. With a higher degree of overprovisioning, it is possible for an application to scale to more nodes. However, this is dependent on the scalability characteristics of the workload under consideration. In case of LU-MZ, it has good scaling behavior, as we noted in Figure 4.2. As a result of this, $s_{ovp}$ is impacted significantly when the system power bound is varied. This will not always be the case, though.

The third sub-graph in Figure 4.3 analyzes the impact of the performance parameter, $r_p$, on $s_{ovp}$. This parameter is determined by benchmarking the high-end node and the older-generation node using a standard suite such as PassMark (single node tests). It indicates the performance gap between the high-end and the older-generation nodes as a percentage value. A high value of $r_p$ indicates that the high-end node is significantly better than the older-generation node when it comes to single-node performance. When $r_p$ is 0%, it means that both nodes have the same performance. A value of 0% for $r_p$ is unrealistic though, because the high-end node will always perform better than the older-generation node. For LU-MZ, we observe that even when the high-end node is 40% faster, the overprovisioned system results in a net benefit.

Figures 4.4 (see previous page) and 4.5 show the results for SPhot and SP-MZ, respectively. As discussed previously, the scalability characteristics of the application affect $s_{ovp}$ significantly. With SPhot as well as SP-MZ, the overprovisioned system results in a net benefit when the effective cost ratio of the high-end node to the older-generation node is around 2. Also, increasing the effective cost ratio further does not result in proportional improvements in $s_{ovp}$. One might expect that a higher cost ratio means that the degree of overprovisioning will be high, and that this will result in performance improvements in an overprovisioned system. However, this is not the case. This is because the degree of overprovisioning is also constrained by the power budget, which determines $n_{tim}$. As a result, while it might be possible to buy many more older-generation nodes because of a high effective cost ratio, it is not possible to do so without exceeding the system power budget. Also, workloads with scaling characteristics similar to SPhot and SP-MZ are also less sensitive to changes in the system power budget, unlike LU-MZ.
The scaling characteristics for the applications depend on several factors, such as their per-node memory requirements and their communication traces. Depending on how the application scales and performs when we add more nodes and pick the best performing configuration (core count and power per node) at each node count, the benefits of overprovisioning vary. For example, with LU-MZ, we observe good scaling behavior. With SP-MZ and SPhot, this trend is less pronounced, and they have average scaling characteristics. As a result, the benefits of overprovisioning are limited when compared to LU-MZ.
Let us now analyze BT-MZ, which has poor scaling characteristics when compared to the other three applications (refer to Figures 4.1 and 4.2). As a result of this scaling behavior, for BT-MZ, the worst-case provisioned system almost always does better than the overprovisioned system, as can be observed from Figure 4.6. While increasing the effective cost ratio and the system power budget improves the performance of the overprovisioned system, these improvements are not sufficient to reach a break even point. The only scenario in which the overprovisioned system does better than the worst-case provisioned system, is when \( r_p \) is in the range of 10-20%. It is thus critical to consider the characteristics of the workload when designing overprovisioned systems.
4.5 Summary

Overall, we observe that there are several scenarios in which it is possible to reap the benefits of an overprovisioned system with the same cost budget. This indicates that overprovisioning has potential as we venture toward the power-limited exascale era. Overprovisioned systems can be cost-effective in some scenarios, and can improve utilization and lead to significant performance improvements. Our goal in this chapter was to develop a model that future supercomputing system designers can use to determine whether or not overprovisioning is a viable option for their facility. In this chapter, we limited ourselves to analyzing a single application on an overprovisioned system. Future work involves understanding the impact of this model in a more realistic scenario where several users submit jobs to a shared HPC system. In the next chapter, we introduce RMAP, a low-overhead, scalable resource manager targeted toward power-constrained, overprovisioned systems. Extending the model presented in this chapter by analyzing workload scalability characteristics and then analyzing it further with a system such as RMAP is part of our future work in this area.
Supercomputers today are underutilized from the point of view of power. This results in wasted power and limited performance, and as we enter the exascale era, utilizing power effectively to accomplish more science and improve performance becomes a challenging and important problem. We presented the benefits of overprovisioning in Chapter 3. For overprovisioning to be feasible, system software needs to be made power-aware. In this chapter, we present the design and implementation of Resource MAnager for Power (RMAP), a low-overhead, scalable resource manager targeted at future overprovisioned, power-constrained systems.

We design three policies within RMAP: a baseline policy for safe execution under a power bound; a naive policy that uses overprovisioning; and an adaptive policy that is designed to improve application performance by using overprovisioning in a power-aware manner. The goal of the latter strategy is to provide faster job turnaround times as well as to increase overall system resource utilization.

We accomplish this by introducing power-aware backfilling, a simple, greedy algorithm that allows us to trade some performance benefits of overprovisioning for better power utilization and shorter job queuing times. We discuss the design and implementation of RMAP in the following sections.

5.1 Designing Power-Aware Schedulers

Power-aware schedulers are presented with several new design challenges. First, they must enforce job-level power bounds as they manage and allocate nodes in order to meet the global system level power constraint. Additionally, they need to optimize for overall system throughput as well as individual job performance under job-level power bounds, which means they must minimize the amount of unused (leftover) power.
Initial research in the area of power-aware resource management for overprovisioned systems deployed Integer Linear Programming (ILP) techniques to maximize throughput of data centers under a strict power budget (Sarood et al., 2014). While this is an interesting research approach, the proposed algorithm is not fair-share and is not sufficiently practical for deployment on a real HPC cluster. Each per-job scheduling decision involves solving an NP-hard ILP formulation, incurring a potentially high scheduling overhead and limiting scalability. One of the design and implementation goals for RMAP is thus of being a practical resource manager with a scheduling overhead (O(1)). ILP-based algorithms may additionally lead to low resource utilization as well as resource fragmentation, which are major concerns for high-end supercomputing centers (Feitelson, 1997; Frachtenberg and Feitelson, 2005; Feitelson and Rudolph, 1996; Feitelson et al., 2005). While allowing jobs to be malleable (changing node counts to grow/shrink at runtime) might help address some of these problems, very few scientific HPC applications are expected to support malleability due to the data migration, domain decomposition and scalability issues involved.

For simplicity, we assume that all jobs have equal priority, use MPI+OpenMP, and are moldable (not restrictive in terms of the number of nodes on which they can be executed). We also assume that the global power bound on the cluster is $P_{\text{cluster}}$, and that the cluster has $N_{\text{cluster}}$ nodes. We derive a power bound for each job fairly by allocating it a fraction of $P_{\text{cluster}}$ based on the fraction of $N_{\text{cluster}}$ that it requested ($n_{\text{req}}$ being the number of requested nodes). Thus, $P_{\text{job}} = \frac{n_{\text{req}}}{N_{\text{cluster}}} \times P_{\text{cluster}}$. This allocation for $P_{\text{job}}$ can be extended easily to a priority-based system by using weights ($w_{\text{prio}}$) for the power allocation. Thus, $P_{\text{job}} = w_{\text{prio}} \times \frac{n_{\text{req}}}{N_{\text{cluster}}} \times P_{\text{cluster}}$. For example, higher priority jobs could be allocated more power by using $w_{\text{prio}} > 1$, and lower priority jobs could be allocated using $w_{\text{prio}} < 1$. This work does not explore priorities further.

At any given point in time (say $t$), the available power in the cluster, $P_{\text{avail}}$, can be calculated by subtracting the total power consumption of running jobs from the cluster level power bound. $P_{\text{avail}}$ is used to make power-aware scheduling decisions. Thus for $r$ running jobs at time $t$, $P_{\text{avail}} = P_{\text{cluster}} - \sum_{j=1}^{r} P_{\text{job},j}$. 

The performance of an individual job can be optimized by using overprovisioning with respect to the job-level power bound, $P_{job}$, as discussed in Chapter 3. However, in order to optimize overall system throughput and to minimize overall unused power in the system, a scheduler can make use of two possible compatible strategies: (1) dynamically redistribute the unused power to jobs that are currently executing, or (2) suboptimally schedule the next job with the unused (available) power and nodes.

Dynamically redistributing power to executing jobs to improve performance can be challenging because allocating more power per node may result in limited benefits (discussed later in detail in Section 5.4). In order to improve performance and to utilize power better, the system may have to change the number of nodes (or cores per node) at runtime. However, varying the node count at runtime (malleability) is not possible with current MPI implementations and resource managers (although the MPI standard provides the functionality). Additionally, dynamically changing the node counts of a job would incur data decomposition and migration overhead (Laguna et al., 2014).

We explore extensions of traditional backfilling for a power-aware scenario. Traditional backfilling attempts to utilize as many nodes as possible in the cluster by breaking the FCFS order. Similarly, our new greedy approach, power-aware backfilling, attempts to use as much global power as possible by scheduling a job with currently available power. Most cases involve sacrificing some performance benefits attained from overprovisioning. The key idea is to schedule a job with less power than was requested (derived using fair share) and schedule it with a suboptimal configuration, and to do so with execution time guarantees. Power-aware backfilling can adapt to extremely power-constrained scenarios and to scenarios with too much leftover power. Our approach builds on standard backfilling.

Figure 5.1 shows an example in which we assume that jobs A and B are currently waiting in the queue. Job A requested more power than is currently available in the system. Traditionally, Job A waits in the queue until enough power is available. Our approach schedules Job A immediately with available power. While we increase the execution time of Job A, our approach improves the overall turnaround time of Job A as well as the other jobs in the queue, and utilizes power better.
The key idea is to use power-aware backfilling while adhering to the user-specified time deadline for the job. Overprovisioning under a job-level power bound will often exceed the user’s performance expectations. However, allowing users to specify a maximum slowdown for their job and thus trade their job’s execution time for a faster turnaround time is an added incentive.

We focus primarily on trading some of the benefits obtained from overprovisioning to utilize all available power to run jobs faster and to schedule more jobs. Keeping cluster resources utilized (both nodes and power) via backfilling leads to better average turnaround times for the jobs, which in turn increases throughput. We thus focus on minimizing the average per-job turnaround time in this work. The policy that we develop is called the *Adaptive* policy, and we discuss it in the next section.

5.2 Scheduling Policies

We now discuss the power-aware scheduling policies that we implemented in RMAP. Each of these policies needs to obtain job configuration information given a power bound. The details of how these configurations are determined are presented in Sections 5.3 and 5.4, which discuss the low level implementation details. Users specify nodes and time as input, along with an optional threshold value for the *Adaptive* policy.
### Table 5.1: RMAP Job Scheduling Policies

<table>
<thead>
<tr>
<th>Policy</th>
<th>Input to Policy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional</td>
<td>$(n_{req}, t_{req})$</td>
<td>Pick the packed configuration ((c = 16, p = max = 115W))</td>
</tr>
<tr>
<td>Naive</td>
<td>$(P_{job}, t_{req})$</td>
<td>Pick the optimal configuration under the derived job power limit</td>
</tr>
<tr>
<td>Adaptive</td>
<td>$(P_{job}, t_{req}, thresh)$</td>
<td>Use power-aware backfilling to select a configuration</td>
</tr>
</tbody>
</table>

All policies require that the user provide a number of nodes \((n_{req})\) and maximum job time \((t_{req})\). We derive, \(P_{job}\), which is the job-level power bound based on user input, as discussed in the previous subsection. This job-level power bound is an input to our scheduling policies (see Table 5.1). All three policies use basic node-level backfilling.

#### 5.2.1 The Traditional Policy

In this policy, the user is allocated a configuration with their requested node count that uses all available cores on a node at maximum possible power. A job that requests large node counts may exceed the system’s global power bound. In this case, the Traditional policy allocates as many nodes (with all cores on the node and maximum power per node) as it can to the job without exceeding the system-wide budget (an unfair job-level power allocation). Alternatively, we could reject the job due to power constraints.

More formally, let \(c_{max}\) be the maximum number of cores per socket, \(p_{max}\) the maximum package power per socket, \(P_{(n \times c, p)}\) the total power consumed by the job in the \((n \times c, p)\) configuration, and \(P_{cluster}\) the global power bound on the cluster. Then, for a job requesting \(n_{req}\) nodes for time \(t_{req}\), the Traditional policy allocates the \((n_{req} \times c_{max}, p_{max})\) configuration if \(P_{(n_{req} \times c_{max}, p_{max})} \leq P_{cluster}\).

Otherwise, it allocates the \((n_{max} \times c_{max}, p_{max})\) configuration to the job, where \(n_{max}\) is the maximum \(n\) such that \(P_{(n \times c_{max}, p_{max})} \leq P_{cluster}\).

Here, the job must wait in the queue if sufficient resources (nodes and power) are unavailable when the scheduling decision is being made (if \(P_{avail} < P_{job}\)).
5.2.2 The *Naive* policy

In this policy, we overprovision with respect to the job-level power bound. Given the derived job-level power bound, $P_{job} \leq P_{cluster}$, and an estimated runtime, $t_{req}$, the *Naive* policy allocates the $(n \times c, p)$ configuration that leads to the best time $t_{act}$ under that power bound. Thus, $t_{act} = \min(T)$, where $T = \{ t_{(n \times c, p)} : P_{(n \times c, p)} \leq P_{job} \}$.

If $t_{act} > t_{req}$, the system sets the deadline $t_{deadline}$ for the job to $t_{act}$ instead of $t_{req}$ during job launch, so that the job does not get killed prematurely. This scenario occurs if the user’s performance estimates are inaccurate and cannot be met with the derived power bound, and the best performance level that the *Naive* policy can provide under the specified power bound $P_{job}$ is worse than $t_{req}$. In the scenario that $t_{act} < t_{req}$, $t_{deadline}$ is not updated until job termination. *RMAP* will kill the job after $t_{deadline}$. The main purpose for $t_{req}$ is to have a valid deadline in case the job fails or crashes. User studies suggest that $t_{req}$ is often over-estimated (by up to 20%) (Tsafrir et al., 2007).

Again, the job may have to wait in the queue until enough power is available to schedule it.

5.2.3 The *Adaptive* policy

This policy’s goal is to allow (1) users to receive better turnaround time for their jobs, and (2) the system to minimize the amount of unused power to achieve better average turnaround time for all jobs. Similar to the *Naive* policy, the inputs are a (derived) job-level power bound and duration. However, the *Adaptive* policy considers these values as suggested and uses power-aware backfilling. It also trades the raw execution time of the application as specified by the user for potentially shorter turnaround times.

The user can specify an optional *threshold* ($th$), which denotes the percentage slowdown in actual runtime that the job can tolerate. When $th$ is not specified, we assume that it is zero (no slowdown). Algorithm 1 gives an overview of this policy.

The *Adaptive* policy uses the suggested job-level power bound to check if the requested amount of power is currently available. If so, it obtains the best configuration under this power bound (similar to the *Naive* policy). If not, it determines a
Algorithm 1

Adaptive Policy

Inputs:
(1) Currently available power, $P_{\text{avail}}$,
(2) Requested power and time, $P_{\text{job}}, t_{\text{req}}$,
(3) Threshold value (optional), $th$, which is the percentage slowdown the job can tolerate,
(4) Information about job power profiles and configurations. More specifically, a way to determine, $P_{(n \times c,p)}$, the actual measured power for the configuration $(n \times c, p)$, and the time $t_{(n \times c,p)}$ it takes.

The threshold $th$ is assumed to be zero percent if it has not been provided as an input.

\[
\text{if } P_{\text{job}} \leq P_{\text{avail}} \text{ then} \\
\quad \text{Use the Naive policy.} \\
\text{else} \\
\quad \text{Determine } t_{\text{act}} = \min(T), \text{ where } T = \{t_{(n \times c,p)} : P_{(n \times c,p)} \leq P_{\text{avail}}\} \\
\quad \text{if } t_{\text{act}} \leq (1 + th) \times t_{\text{req}} \text{ then} \\
\quad \quad \text{Schedule the job (immediately) with the configuration } (n \times c, p) \text{ with time } t_{\text{act}} \\
\quad \text{else} \\
\quad \quad \text{Job waits in queue, as it does not meet the slowdown requirements.} \\
\text{end if} \\
\text{end if}
\]

The advantage for the user is that the job wait time may be significantly reduced when compared to the other two policies. Similarly, for the administrators, the advantage is better resource utilization (in terms of nodes and overall power) and throughput.

More specifically, if $P_{\text{avail}} > P_{\text{job}}$, the Adaptive policy uses the same mechanism as the Naive policy. However, when $P_{\text{avail}} < P_{\text{job}}$, it determines $t_{\text{act}} = \min(T)$, where $T = \{t_{(n \times c,p)} : P_{(n \times c,p)} \leq P_{\text{avail}}\}$, and schedules the job immediately with the $(n \times c, p)$ configuration with time $t_{\text{act}}$ as long as $t_{\text{act}} \leq (1 + th) \times t_{\text{req}}$. Thus, the job’s wait time is reduced while meeting the performance requirement.

5.2.4 Example of Policies

As an example, consider SP-MZ from the NAS Multizone benchmark suite (Bailey, 2006). Some configurations for SP-MZ (Class C) are listed in Table 5.2.
<table>
<thead>
<tr>
<th>ID</th>
<th>Configuration $(n \times c, p)$</th>
<th>Total Power (W)</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>$(6 \times 16, \text{max} = 115)$</td>
<td>796.4</td>
<td>447.9</td>
</tr>
<tr>
<td>C2</td>
<td>$(8 \times 12, 65)$</td>
<td>783.8</td>
<td>415.3</td>
</tr>
<tr>
<td>C3</td>
<td>$(8 \times 10, 80)$</td>
<td>738.2</td>
<td>439.2</td>
</tr>
</tbody>
</table>

Table 5.2: List of Configurations for SP-MZ

We now discuss three scenarios in which 750 W of power and 10 nodes are available in the cluster, and job A that is currently executing terminates in 1000 seconds. Also, a user has requested 6 nodes for 450 seconds, and, the derived job-level power bound is 800 W.

**Scenario 1, Traditional Policy**

Here, RMAP allocates configuration C1 to the job but it waits until job A terminates and enough power is available.

**Scenario 2, Naive Policy**

RMAP allocates configuration C2 to the job but also waits until job A terminates and enough power is available.

**Scenario 3, Adaptive Policy (threshold=0%)**

A threshold value of 0% means that the user cannot compromise on performance. Under the Adaptive policy, RMAP checks if enough power (800 W) is available in the system. It then determines that C3 does not violate the performance constraint (450 seconds), and job A can be launched immediately with the currently available power (750 W). We distinguish this case from Scenario 2, which will always pick C2.

Picking C3 reduces the wait time of the job significantly (by 1000 seconds). Also, in scenarios 1 and 2, 750 W of power is wasted for 1000 seconds. In this scenario, power is utilized more efficiently and turnaround time for the job is reduced.
5.3 Implementation

We implemented RMAP within the widely-used, open source resource manager for HPC clusters, SLURM (Yoo et al., 2003). SLURM is used on several Top500 (Strohmaier et al., 2014) supercomputers. It provides a standard framework for launching, managing and monitoring jobs on parallel architectures. The slurmctld daemon runs on the head node of a cluster and manages resource allocation. Each compute node runs the slurmd daemon for launching tasks. Slurmdbd, which also runs on the head node, collects accounting information with the help of a MySQL interface to the slurm_acct.db database.

As described earlier, RMAP supports overprovisioning and implements three power-aware scheduling policies that adhere to a global, system-wide power budget. We refer to our extension of SLURM as P-SLURM. RMAP can similarly be implemented within other resource managers.

Our scheduling policies require the ability to produce execution times for a given configuration under a job-level power bound. Table 5.3 shows the information that P-SLURM requires. We refer to this as the job_details_table, and we added this table to the existing slurm_acct.db. Values for exec_time and tot_pkg can be measured or predicted.

We developed a model to predict the performance and total power consumed for application configurations in order to populate this table. The next section presents the details of this model. Furthermore, to understand and to analyze the benefits of having exact application knowledge, we also included another table within the SLURM database (with the same schema) that contains an exhaustive set of empirically measured values. For simplicity, we populated both tables in advance and the scheduler queried the database for information when making decisions, making the decision complexity O(1). The model can also be used to generate values dynamically without needing a database. However, this may incur scheduling overhead and call for advanced space-search algorithm implementations within the scheduler (such as hill climbing). We do not address this issue in this work.
<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>Unique Index (Primary)</td>
</tr>
<tr>
<td>job_id</td>
<td>Application ID</td>
</tr>
<tr>
<td>nodes</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>cores</td>
<td>Number of cores per node</td>
</tr>
<tr>
<td>pkg_cap</td>
<td>PKG Power Cap</td>
</tr>
<tr>
<td>exec_time</td>
<td>Execution Time</td>
</tr>
<tr>
<td>tot_pkg</td>
<td>Total PKG Power</td>
</tr>
</tbody>
</table>

Table 5.3: Schema for Job Details Table

5.4 Predicting Performance and Power

In this section, we discuss the models that *RMAP* deploys in its policies. The models predict execution time and total power consumed for a given configuration (number of nodes, number of cores per node, and power cap per socket). We first collect exhaustive power and performance information. We range the node counts from 8 to 64, core counts from 8 to 16, and power from 51 W to 115 W. The dataset we build contains 2840 data points, with 5 different power caps, 15 different node counts, 5 different core counts per node and 8 applications (355 per application). Before we discuss the model, we present the details of our dataset in the following subsection.

5.4.1 Dataset

In order to study HPC application power profiles, we selected eight strongly-scaled, load-balanced, hybrid MPI + OpenMP applications (described below) and gathered power and performance data for these at 64 nodes on the *Cab* cluster at LLNL. *Cab* is a 1200-node Intel Sandy Bridge cluster, with 2 sockets per node and 8 cores per socket. We measured per-socket power with Intel’s *Running Average Power Limit* (RAPL) technology (Intel, 2011; Rountree et al., 2012). The maximum power available on each socket was 115 W. We only measured socket power in these experiments, as support to measure memory power was not available due to BIOS restrictions.

Similar to Chapter 3, we used eight applications in our study. Four of these are real HPC applications, which include SPhot (Lawrence Livermore National Laboratory,
2001) from the ASC Purple suite (Lawrence Livermore National Laboratory, 2002), and BT-MZ, SP-MZ and LU-MZ from the NAS suite (Bailey, 2006). SPhot is a 2D photon transport code that solves the Boltzmann transport equation. The NAS Multi-zone benchmarks are derived from Computational Fluid Dynamics (CFD) applications. BT-MZ is a the Block Tri-diagonal solver, SP-MZ is the Scalar Penta-diagonal solver, and LU-MZ is the Lower-Upper Gauss Seidel Solver. We used Class D inputs for NAS, and for SPhot, the NRuns parameter was set to 16384.

We also used four synthetic benchmarks in our dataset to cover the extreme cases in the application space. These are (1) Scalable and CPU-bound (SC), (2) Not Scalable and CPU-bound (NSC), (3) Scalable and Memory-bound (SM), and (4) Not Scalable and Memory-bound (NSM). The CPU-bound benchmarks run a simple spin loop, and the memory-bound benchmarks perform a vector copy in reverse order. Scalability is controlled by adding MPI_Alltoall communication. We used MVAPICH2 version 1.7 and compiled all codes with the Intel compiler version 12.1.5. We used the scatter policy for OpenMP threads.
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Figure 5.2: Application Power Consumption

Figure 5.2 shows data for application power consumption for the eight applications running at 64 nodes, 16 cores per node, and maximum power per node. Each bar represents the average power consumption per socket (averaged over 128 sockets on 64
nodes) for an application. The minimum and maximum power consumed per socket by the application are denoted by error bars. While all applications were allocated 115 W per socket, they only used between 66 W (NSC) to 93 W (SPMZ). On average, they only used 81 W or 71% of the allocated socket power.

The maximum global power bound for our cluster was $64 \times 2 \times 115$ W, which is 14720 W. In order to analyze various degrees of overprovisioning, we chose five global power bounds for our study—6500 W, 8000 W, 10000 W, 12000 W and 14720 W. These were determined by the product of (1) the number of nodes and (2) the minimum and maximum package power caps possible per socket (51 W and 115 W).

With $n_{\text{max}}$ being the maximum number of nodes that one can run at peak power without exceeding the power bound, the worst-case provisioned configuration is $(n_{\text{max}} \times 16, 115)$. We measured execution time and total power consumed for each of the benchmarks in the configuration space discussed earlier.

Figure 5.3 shows results of overprovisioning when compared to worst-case provisioning for the four HPC benchmarks at the five global power bounds discussed above. The x-axis is normalized to the worst-case provisioned power (14720 W). For this dataset, we saw a maximum improvement of 34% (11% on average) in performance compared to worst-case provisioning.

![Figure 5.3: Performance with Overprovisioning](image-url)
5.4.2 Model

We used 10% of this data for training and obtained application-specific linear regression parameters that allowed us to predict application execution time and total package power consumption at a given configuration. A logarithmic polynomial regression of degree two was used for this purpose.

Next, we validated our models with our previously measured data. When using only 10% of data for model training, the average error for execution time is below 10%, and the maximum error for the same is below 33%. Figure 5.4 shows the absolute (seconds) and relative (percentage) error quartiles for all benchmarks when predicting execution time at arbitrary configurations. For all benchmarks, the third quartile is under 13.2% with the median below 7.7%.

![Figure 5.4: Error Quartiles of Regression Model](image)

Figure 5.5 shows the detailed error histograms for both performance and power across the entire dataset (355 data points per application). The x-axes on both graphs represent the error bins, and the y-axes represent the frequencies. Regions with over-predicted and under-predicted values have been identified. It is important to note that if we over-predict the power consumed by a job, we may block the next job in the queue due to lack of enough power. On the other hand, under-predicting the power
may lead to a situation where we exceed the cluster-level power bound (worst-case scenario). In our model, for 96% of our data, the under-prediction for power was no more than 10%, and the worst case was under 15%. This issue can be addressed by giving \(RMAP\) a conservative cluster-level power bound that is 15% less than the actual power bound, or by relying on the fact that most supercomputing facilities are designed to tolerate these kind of surges (NPFA, 2014).

5.5 Experimental Details

In order to set up our simulation experiments for \(RMAP\), we populate the job\_details\_table with application configuration information, as discussed in Section 5.3. In all our experiments, we consider the same architecture as \(Cab\). We consider a homogeneous cluster with 64 nodes and global power bounds ranging from 6500 W to 14000 W, based on the product of the number of nodes and the minimum and maximum package power caps that can be applied to each socket (51 W and 115 W). Each node has two 8-core sockets.

We generate job traces from a random selection of our recorded configuration data as inputs for P-SLURM. Each trace has 30 jobs to ensure a reasonable simulation time. The total simulation time with all traces, power bounds, node counts and policies was about 3 days (approximately 30 minutes for each trace). We use a Poisson process to simulate job arrival (Feitelson and Jette, 1997; Feitelson, 2002). Job arrival rate is sparse on purpose (to make queue times short in general), so we can be conservative
in the improvements that we report with the Adaptive policy. We select the following types of job traces to evaluate our scheduling policies.

- Traces with small-sized and large-sized jobs: To identify scenarios which may favor one power-aware scheduling policy over another, we create trace files with small-sized and large-sized jobs. Users could request up to 24 nodes in the former, and have to request at least 40 nodes for the latter.

- Random traces: For completeness, we also generate two random job traces. Users could request up to 64 nodes for these traces. We refer to these traces as Random Trace 1 and Random Trace 2. The two traces differ in the job arrival pattern as well as job resource (node count) requests, thus exhibiting different characteristics. While both traces have the same number of jobs and used the same arrival rate parameter in the Poisson process, Random Trace 1 has many jobs arrive early in the trace, whereas arrival times are more uniform in Random Trace 2.
5.6 Results

In this section, we discuss our results and evaluate our scheduling policies on a Sandy Bridge cluster (which was described in Section 5.4.1) that we simulated with P-SLURM. In our experiments, we assume that all jobs have equal priority. For fairness and ease of comparison, in each experiment we assume that all users can tolerate the same slowdown (threshold value for the Adaptive policy). For readability, we do not center our graphs at the origin.

All figures in this section compare the Traditional and the Naive policies to the Adaptive policy when the global, cluster-level power bound is varied across the cluster. The x-axis is the global power limit enforced on the cluster (6500 W–14000 W), normalized to the worst-case provisioned power (in this case, that equals 64 × 115 W × 2, which is 14720 W). The y-axis represents the average turnaround time for the queue, normalized to the average turnaround time of the Traditional policy at 14720 W (lower is better). The Traditional policy mimics worst-case provisioning, which unfairly allocates per-job power and always uses Turbo Boost, unlike the other two policies, which are fair-share and use power capping. Also, all three policies have O(1) decision complexity, so we do not compare their scheduling overheads.

We start by evaluating the model discussed in Section 5.4 when applied to RMAP and its policies. We then compare and analyze the three policies by applying them to different traces at several global power bounds. Finally, we analyze two traces in detail to explore how altruistic behavior on the part of the user can improve turnaround time, and how the Adaptive policy can improve system power utilization.

5.6.1 Model Evaluation Results

This section explores the impact of using our model for predicting application configuration performance and power. Figure 5.6 compares average turnaround time for Random Trace 1 at 5 different global power caps. Configuration performance and total power consumed are predicted for each job in the trace. The former is used for determining execution time, and the latter is used to determine available power.
For the Traditional and Adaptive policies, our model is fairly accurate (error is always under 10%; and is 4% on average across the two policies). We observe similar results with the other traces.

While performance prediction introduces error and affects overall turnaround times, the errors introduced by overprediction of the total power consumed by a configuration propagate and impact the turnaround time more. Scheduling and backfilling decisions can be significantly affected when they depend on available power. For example, at a lower cluster power bound, if we overpredict the power consumed by a small amount (even 3%), we might not be able to schedule the next job or backfill a job further down in the queue, resulting in added wait times for all queued jobs, particularly for the Naive policy at lower global power bounds.

In the subsections that follow, we conservatively establish the minimum improvements that the Adaptive policy can provide. For this purpose, we use oracular information for the Traditional and Naive policies, which are our baselines, and the model for the Adaptive policy.

5.6.2 Analyzing Scheduling Policies

In this subsection, we compare and analyze the power-aware scheduling policies within RMAP on the four different traces at various global power bounds.

**Trace with Large-sized Jobs**

Each job in this trace file requests at least 40 nodes. For all enforced global power bounds, the Adaptive policy leads to faster turnaround times than the Traditional and Naive policies, primarily because it fairly shares power and uses power-aware backfilling to decrease job wait times. Figure 5.7 shows that the Adaptive policy with a threshold of 0% improves the turnaround time by 21.7% when compared to the Naive policy and by 14.3% when compared to the Traditional policy on average (up to 47.3% and 24.6%, respectively). Adaptive policy with a threshold of 10% further improves the overall turnaround time by 16.1% on average when compared to the Traditional policy.
At lower global power bounds, the Traditional policy serializes the jobs, leading to longer wait times and larger turnaround times. The Naive policy always allocates the optimal configuration under the user-specified power bound, and this may lead to longer wait times if the best configuration uses a large number of nodes.

**Trace with Small-sized Jobs**

Figure 5.8 depicts the results for small-sized jobs and compares all three policies. Each job in this trace file requests a maximum of 24 nodes. For small-sized jobs, the average turnaround time of the Traditional policy is significantly better than that of the Adaptive policy. This is because original wait times for small jobs are fairly short, leaving limited opportunity for the Adaptive policy to backfill for power. Additional improvements can be gained by running the jobs at a higher frequency in Turbo mode (3.0 GHz with Turbo on 16 cores, 2.6 GHz otherwise) due to smaller power requirements. When using power-aware policies, the small-sized jobs can be run on a small, but separate partition (such as pSmall) with the Traditional policy if needed, as discussed in Section 5.1. For the small-sized job trace, the Adaptive policy with a threshold of 0% leads to 16.6% worse average turnaround time (21.1% maximum degradation in average turnaround time) when compared to the Traditional policy. The Adaptive policy with a threshold of 10% depicts similar results. At the highest power bound though, the Traditional policy fails to adapt and the Adaptive policy improves the overall turnaround time by 17.1%.
Random Traces

Figure 5.6 (from the previous subsection) compares the three policies. For both the random traces, the Adaptive policy with a threshold of 0% does 18.52% better than the Traditional policy and 36.07% better than the Naive policy on average (up to 31.2% and 53.8%, respectively). In some scenarios, the policies lead to larger turnaround times at higher global power bounds. An example of this is the Naive policy at 10000 W (corresponding to value of 0.68, when normalized, in Figure 5.6). This happens because of two reasons. One, this policy strives to optimize individual job performance, so it sometimes chooses configurations with large node counts under the power bound for minor gains in performance (less than 1% improvement in execution time). This leads to other jobs in the queue incurring longer wait times and increased serialization of jobs. The other reason for this trend is aggressive and inefficient backfilling (picking the first-fit instead of the best-fit).

Figure 5.9 depicts the impact of varying threshold values on the Adaptive policy for the large-sized and the random traces and compares it with the Naive policy (which does not support thresholding). Threshold values that tolerate a slowdown of 0% to 30% in application performance are shown. For large jobs, thresholding helps the user improve the turnaround time for their job by greatly decreasing queue time. However, when there is not enough queue time to trade for, as in the case of extremely small-sized jobs, it is expected that adding a threshold will lead to larger turnaround times. The random traces shown here have a mix of small-sized and large-sized jobs. For all our traces, the Adaptive policies with thresholding up to 30% either improve the overall turnaround time (by up to 4%) or maintain the same turnaround time when compared to the Adaptive policy with a threshold of 0%. The unbounded Adaptive policy, which assumes that the job can be slowed down indefinitely, is also shown for comparison, and this leads to worse turnaround times.
Figure 5.9: The Adaptive Policy with Varying Thresholds

For the large trace, Adaptive with a 0% threshold does 33.8% better on average than the unbounded Adaptive. Slowing down by 10% to 30% improves the average turnaround time by 2.1% on average (up to 4%) when compared to Adaptive with 0% thresholding. For the other three traces, the improvement obtained by slowing down the jobs is under 2.6% on average when compared to Adaptive with a threshold of 0%, and this depends on the power bound as well as the job mix. It is important to note that each data point in these graphs represents the average across all jobs in the trace at a particular global power bound. We analyze per-job performance for a single trace at a fixed global power bound in the next subsection.

5.6.3 Analyzing Altruistic User Behavior

We now present detailed results on the large-sized job trace in a power-constrained scenario, where only 6500 W of cluster-level power is available (50% of worst-case provisioning). We pick this scenario because most important jobs in a high-end cluster typically have medium-to-large node requirements. Recall that each job is requesting at least 40 nodes, so all these jobs are allocated the entire 6500 W ($P_{\text{cluster}}$) with the Traditional policy, leading to unfair power allocation; the scheduler runs out of power even when enough nodes are available.

Figure 5.10 shows individual job turnaround time for the Traditional policy, and for the Adaptive policy with 0% and 20% thresholding. Note that with 20% thresholding, users are being altruistic. The absolute values of average turnaround times for the job trace for all the policies are shown in Table 5.4. We limit the graph to the main policies.
Figure 5.10: Benefits for Altruistic User Behavior

<table>
<thead>
<tr>
<th>Policy</th>
<th>Average Turnaround Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional</td>
<td>684</td>
</tr>
<tr>
<td>Naive</td>
<td>990</td>
</tr>
<tr>
<td>Adaptive, 0%</td>
<td>636</td>
</tr>
<tr>
<td>Adaptive, 10%</td>
<td>613</td>
</tr>
<tr>
<td>Adaptive, 20%</td>
<td>536</td>
</tr>
<tr>
<td>Adaptive, 30%</td>
<td>536</td>
</tr>
</tbody>
</table>

Table 5.4: Average Turnaround Times

Allocating power fairly with the Adaptive policy with a threshold of 0% can lead to better turnaround times for most users (17 out of 30), even when they choose not to be altruistic. The average turnaround time improved by 7.1% for the job queue when compared to the Traditional policy in this case. For the Adaptive policy with 10% and 20% thresholding, 18 and 22 jobs resulted in better turnaround times respectively, improving the average turnaround time of the job queue by 10.5% and 21.1% when compared to the Traditional policy. This demonstrates the benefits of altruistic behavior.

Altruistic users also get better turnaround times when compared to the Adaptive policy with a threshold of 0%. For example, when the threshold was set to 20%, 13 users got better turnaround times (up to 57.7% better, for job 30; and 12.8% on average) than what they did with a threshold of 0%. 14 users had the same turnaround time, and for 3 users, the turnaround times increased slightly (by less than 1.9%). The average turnaround time for the queue improved by 21.1%, as discussed previously. These benefits come from power-aware backfilling as well as hardware overprovisioning.
Figure 5.11 shows the breakdown of queue time, execution time, and allocated power for the jobs. The fair-share derived job-level power bound for the Traditional policy has also been shown. In some cases, such as for the first 5 jobs in the queue, the turnaround times with the Adaptive policy increased when compared to the Traditional policy. There are several reasons for this increase. One, all the jobs were allocated significantly more power with the Traditional policy (because there was no fair-share derived power bound, resulting in allocating the entire power budget to most jobs) and executed with Turbo Boost enabled (as no power capping was enforced), resulting in better execution times compared to the other policies. Also, depending on when a job arrived, it may have had zero wait time with the Traditional policy. In such a case, when the execution time increases, the turnaround time increases as well, because there
is no wait time to trade. Despite these issues, the Adaptive policy with 0% thresholding improved the turnaround times for 17 out of 30 jobs, which shows the benefits of fair sharing. For this example, the utilization of system power by both the Traditional and Adaptive policies was fairly high and there was not much leftover power, mostly because this was a tight global power bound (50% of peak) and the jobs were large-sized.

5.6.4 Power Utilization

We now analyze Random Trace 2 in detail in a scenario at 14000 W, when the global power bound is 95% of peak power. We show that the Adaptive policy, even with a 0% threshold, improves system power utilization. Again, we take the conservative view by looking at a sparse job arrival rate in our dynamic job queue (short queue times in general), so we can test the limits of our Adaptive policy. With a sparse arrival rate, we expect significant amount of wasted power in this scenario. Figure 5.12 shows a relative timeline for the random trace with current system power data being reported when each job is scheduled (30 data points) for both the Traditional policy and the Adaptive policy with 0% thresholding. The job arrivals are marked at the bottom with points (blue). The dotted (red) line represents the Adaptive policy with 0% thresholding. As can be observed from the graph, the Adaptive policy allocates more power (resulting in better utilization), even when there are limited jobs to backfill. The exceptions occur when the Adaptive policy runs out of jobs to schedule, while the Traditional policy is still scheduling pending jobs (higher wait times).

This can be verified from Figure 5.13, which shows the corresponding per-job queue times, allocated power, and turnaround times for the Traditional policy, and for the Adaptive policy with 0% and 20% thresholding. The derived fair-share, job-level power bounds have been shown as well, which apply only to the Adaptive policy. The Adaptive policy cannot exceed the per-job power bound. The Traditional policy has job-level power allocation of 5% more power than that of the Adaptive policy in this scenario, as we are looking at 95% of peak power as the cluster power bound (14000 W).
Figure 5.12: Timeline of Scheduling decisions

Figure 5.13: Utilizing Power Efficiently
For this trace, 14 of the 30 jobs did not have to wait in the queue at all (even with the \textit{Traditional} policy). Even when there was no wait time to trade, the \textit{Adaptive} policy improved the turnaround time for 28 of these 30 jobs (except Jobs 6 and 10). It tried to utilize all the power without exceeding the job-level power bound to improve application performance. The per-job power utilization improved by 17% on average with the \textit{Adaptive} policy when compare to the \textit{Traditional} policy. In some cases, such as for Job 3, the power utilization improved by 70%. The average improvement in turnaround time was 13%, and for 8 jobs in the trace this was by more than 2x. The \textit{Traditional} policy fails to utilize the power well, and leads to larger turnaround times.

Another observation here is that at higher global power bounds, as in this example, benefits of the \textit{Adaptive} policy with thresholding (see \textit{Adaptive}, 20% for example) are limited. This is expected as the system is not significantly constrained on power anymore.

5.7 Summary

Our results have yielded three interesting lessons for power-aware scheduling. First, our encouraging results with the \textit{Adaptive} policy show that jobs can significantly shorten their turnaround time with power-aware backfilling and hardware overprovisioning in a power-constrained system. In addition, by being altruistic, most users will benefit further in terms of turnaround time.

Second, naive overprovisioning, as implemented by the \textit{Naive} policy, can lead to significantly \textit{worse} turnaround times than the non fair-share policy (\textit{Traditional}) for some job traces. An example of this was shown in the random job trace in Figure 5.6. Careful thought must be put into power-aware scheduling, or average turnaround time may actually \textit{increase}.

Third, the node count requests made by jobs determine the best scheduling policy. The \textit{Adaptive} policy is aimed at the most important jobs in a high-end cluster, which are those jobs that request the more resources. If most jobs are small, a simpler scheme such as the \textit{Traditional} policy is often superior.
CHAPTER 6

RELATED WORK

This chapter presents existing work related to the research conducted in this dissertation. We broadly classify the related work in two categories: (1) energy, power and performance research, and (2) power-aware scheduling research.

6.1 Energy, Power and Performance Research

The focus of this dissertation is to optimize application performance as well as system throughput under a power constraint. We were the first to analyze application configurations and study hardware overprovisioning in the context of HPC systems. Before we discuss related research in power-constrained HPC, we present details about research in energy-efficient computing in HPC. This is mostly because there is a large body of work in energy-efficient HPC that is relevant and has inspired the general field of power-constrained supercomputing.

6.1.1 Energy-Efficient HPC

About a decade ago, one of the main areas in HPC research was energy efficiency, where the goal was to save energy given some allowable performance degradation. While this incurred a performance penalty, it was justified in terms of the cost reduction of energy utility bills. Researchers focused on using techniques such as dynamic voltage and frequency scaling, which enabled them to analyze the tradeoffs between energy and performance. Some notable work in this area included using DVFS-based algorithms such as thrifty barriers (Li et al., 2004), Jitter (Kappiah et al., 2005) and CPUMiser (Ge et al., 2007) to trade some performance for lower energy (Cameron et al., 2005; Hsu and Feng, 2005). Analytical models to predict and understand energy consumption in the context of scalability were also subsequently explored (Li and Martínez, 2006). Springer
et al. (Springer et al., 2006) studied supercomputing under an energy bound. However, their study was limited to eight single-core nodes and thereby avoided any scaling issues due to limited on-node memory bandwidth. Additionally, static scheduling techniques with linear programming to find near-optimal energy savings without performance degradation (Rountree et al., 2007) were studied. Rountree et al. (Rountree et al., 2009) also developed the Adagio runtime system, which accomplished the goal of achieving energy savings without impacting performance at runtime. They applied DVFS on application ranks that were not on the critical path to obtain significant energy savings. Similar research on understanding the tradeoffs between energy savings and performance loss has been conducted in the real-time community. Using DVFS to save energy without incurring a performance loss for real-time systems has been studied (Ishihara and Yasuura, 1998; Saputra et al., 2002; Swaminathan and Chakrabarty, 2000, 2001). However, most of this research was limited to a single processor. Several other real-time approaches have also analyzed energy saving techniques (Zhang et al., 2002; Mochocki et al., 2002, 2005; Zhu et al., 2003; Moncusí et al., 2003).

6.1.2 Power-Constrained HPC

IBM Roadrunner, which was hosted at Los Alamos National Laboratory, was the first supercomputer to enter the petascale era in 2008. It had 130,464 cores, required 2.5 MW, and delivered about 444 megaflops per watt. By 2013, IBM Roadrunner was retired despite being the twenty-second fastest supercomputer in the world at the time (Sin, 2013). The key reason for this was its unreasonable power consumption, low energy efficiency and soaring utility bills. The Oakleaf-FX supercomputer in Tokyo, which was the twenty-first fastest at the time (one rank above IBM Roadrunner), was a 1.1 MW machine delivering 866 megaflops per watt. Moreover, Titan supercomputer, which was the world’s fastest at the time, delivered 2143 megaflops per watt. As supercomputing researchers started pushing toward systems that could deliver 100 petaflops, power started becoming an expensive resource. In 2008, the U.S. Department of Energy released the Exascale Report, which identified power as one of the most critical challenges on the path to exascale, and set an ambitious target of achieving an
exaflop under 20 MW (Bergman et al., 2008; Sarkar et al., 2009; Ashby et al., 2010; InsideHPC, 2010).

In order to meet the DOE target of 20 MW, research and innovation needs to happen in all areas—hardware, system software, and applications. As a result, the focus of the community has now shifted toward improving performance under a power constraint, and specifically toward designing more efficient processor architectures. For example, manycore architectures such as Xeon Phis and hybrid architectures such as APUs are now in production (Intel, 2012; Li et al., 2014). There is additional research in designing power efficient interconnection networks (Saravanan et al., 2013; Miwa et al., 2014) and memory technologies (Hu et al., 2011). At the processor level, additional research in techniques such as Near-Threshold Voltage computing as well as power gating is being conducted (Kaul et al., 2012; Karnik et al., 2013), and design architectures such as the Runnamede system are being proposed (Carter et al., 2013). Accurate and efficient techniques are being developed for power measurement and control across different architectures (Intel, 2011; David et al., 2010; Wallace et al., 2013a,b; Yoshii et al., 2012; DeBonis et al., 2012; Laros et al., 2013). These include RAPL, EMON and PI, which were discussed in detail in Chapter 2.

Little systems and software research exists at the HPC system design level, however. Understanding performance under a power bound is a relatively new area in supercomputing research. Rountree et al. (Rountree et al., 2012) were the first to explore the idea using a hardware-enforced power-bounds in the HPC environment and to propose RAPL as an alternative to DVFS. They studied performance with and without power capping and analyzed power as well as performance variation across processors. Additionally, they demonstrated that variation in processor power translates to variation in processor performance under a power bound, which is an important concern for future power-limited systems.

Curtis-Maury studied application characteristics and configurations and introduced Dynamic Concurrency Throttling (DCT). DCT is a mechanism that controls the number of active threads in parallel regions of OpenMP applications to optimize for power and performance (Curtis-Maury et al., 2008a,b, 2006). Li et al. (Li et al.,
2012) further extended this work to hybrid programming models. While these teams looked at configurations for general power savings, they did not consider and study the impact of hardware-enforced or system-level power bounds on configurations. Femal and Freeh (Femal and Freeh, 2005) were the first to explore safe overprovisioning in power-limited scenarios. However, they developed network-centric models and focused on sets of CGI programs executed by web servers in data centers.

To the best of our knowledge, our work is the first to bring a combination of ideas from existing work together and to apply it to the supercomputing domain. We are the first to explore application configurations under several system-level power bounds, and the first to explore the benefits of hardware overprovisioned systems in HPC. Our results have opened a new direction for research. Sarood et al. (Sarood et al., 2013, 2014; Sarood, 2013) have studied overprovisioned systems from the perspective of malleable programming languages such as Charm++ and have extended our work to develop models for analyzing configuration spaces. Additionally, Marathe et al. (Marathe et al., 2015) have explored runtime systems based on this dissertation research. More power models are being actively developed (Storlie et al., 2014).

6.2 Power-Aware Scheduling Research in HPC

Backfilling is the current state-of-the-art for scheduling in HPC systems and has been studied widely in the literature (Feitelson et al., 2004; Davis and Burns, 2009; Shmueli and Feitelson, 2003; Jackson et al., 2001; Lifka, 1995; Mu’alem and Feitelson, 2001; Skovira et al., 1996; Srinivasan et al., 2002; Tsafrir et al., 2007; Feitelson et al., 1997; Feitelson and Rudolph, 1995). These studies have examined the advantages and limitations of various backfilling algorithms (conservative versus easy backfilling, lookahead-based backfilling, and selective reservation strategies).

Additionally, there has been research in the area of gang scheduling and coordinated scheduling, where the nodes are not a dedicated resource (Feitelson and Jette, 1997; Setia et al., 1999; Batat and Feitelson, 2000; Andrea Apraci-Dusseau, 1998). Coordinated scheduling improves system utilization in some cases, but is not considered
to be a feasible option in supercomputing due to the high context-switching and paging costs involved.

Early research in the domain of power-aware and energy-efficient resource managers for clusters involved identifying periods of low activity and powering down nodes when the workload could be served by fewer nodes from the cluster (Lawson and Smirni, 2005; Pinheiro et al., 2001). The disadvantage of such schemes was that bringing nodes back up had a significant overhead. DVFS-based algorithms were then applied in the scheduling domain to avoid this cost (Fan et al., 2007; Elnozahy et al., 2003; Mudge, 2001; Etinski et al., 2010a,b, 2011, 2012). Fan et al. (Fan et al., 2007) looked at power provisioning strategies in data centers and proposed a DVFS-based algorithm to reduce energy consumption for server systems. They analyzed power usage characteristics of large collections of servers and proposed a DVFS-based algorithm to reduce energy consumption when system utilization is low. Additionally, Zhou et al. (Zhou et al., 2014) explored knapsack-based scheduling algorithms with a focus on saving energy on BG/Q architectures.

While most of this work identified opportunities for reducing energy consumption, Etinski et al. (Etinski et al., 2010a,b, 2011, 2012) were the first to look at bounded slowdown of individual jobs and job scheduling under a power budget in the HPC domain. They proposed three policies over a span of three papers: Utilization-driven Power-Aware Scheduling (UPAS), Power-Budget Guided (PB-guided), and a Linear Programming based policy called MaxJobPerf. The UPAS policy assigns a CPU frequency to the job prior to its launch depending on current system utilization. The PB-guided policy predicts job-level power consumption and satisfies a power constraint while meeting a specified bounded slowdown condition. The MaxJobPerf policy extends the PB-guided policy to use a reservation condition that examines requested nodes and job wait time limits. Their MaxJobPerf policy does better than their PB-based policy due to decreased wait times. While their work is relevant, they did not optimize for performance under a power budget, instead, they looked at bounded slowdown. Also, they did not analyze application characteristics and study configurations. The technique used was DVFS, which is limited in comparison to power capping. Zhang et al. (Zhang
et al., 2014) further improved the work by Zhou et al. (Zhou et al., 2014) by using power capping and using leftover power to bring up more nodes when possible. They also explored policies similar to Etinski et al. (Etinski et al., 2010a,b, 2011, 2012) but used power capping instead. Similar to other existing research, they did not analyze application configurations. Ellsworth et al. (Ellsworth et al., 2015) have looked at dynamic reallocation of power to jobs with power capping, but have not focused on application configurations.

Recently, SLURM developers have looked at adding support for energy and power accounting (Georgiou et al., 2014). However, this work does not discuss any new scheduling policies. Bodas et al. (Bodas et al., 2014) explored a policy with dynamic power monitoring to schedule more jobs with stranded power. This work, however, has several limitations—the job queue is static and comprises three jobs, application performance is not clearly quantified, and overall job turnaround times are not discussed.

The research closest to ours which explored resource management on overprovisioned systems under a power constraint was conducted by Sarood et al. (Sarood, 2013; Sarood et al., 2014). They designed an Integer Linear Programming based technique to maximize throughput of data centers under a strict power budget, with the key goal of maximizing power-aware speedup of strongly-scaled applications. The proposed algorithm, however, is not fair-share and is not sufficiently practical for deployment on a real HPC cluster. This is because an NP-hard ILP formulation needs to be solved before every scheduling decision, for every job. This incurs a potentially quite high scheduling overhead and limits scalability greatly. Additionally, it is well known that ILP-based algorithms may lead to low resource (power and nodes) utilization as well as resource fragmentation (Feitelson, 1997; Frachtenberg and Feitelson, 2005; Feitelson and Rudolph, 1996; Feitelson et al., 2005). Their work attempts to address the issue of fragmentation by allowing jobs to be malleable (change node counts to grow/shrink at runtime), however, less than 1% of scientific HPC applications are expected to support malleability.
The ideas proposed in this dissertation for power-aware resource management are significantly different from any existing research in this area. First, we introduce power-aware backfilling and show that it can improve system turnaround times as well as power utilization when used in conjunction with hardware overprovisioning. Our proposed policies within RMAP are low-overhead (O(1) scheduling decision), which makes our approach scalable from the point of view of a real HPC production system. We also derive job-level power bounds in a fair manner, preventing starvation. Additionally, we show that users can benefit even more in terms of turnaround times by being altruistic. We analyze the benefits of trading execution time improvements obtained from overprovisioning for shorter queue wait times, and study the impact of altruistic user behavior on system throughput.
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this chapter we summarize the contributions of this dissertation and we present some open problems and ideas for future research. The focus of this dissertation was to improve application as well as system performance in power constrained supercomputing. We introduced and explored the potential of hardware overprovisioning in power-constrained supercomputing. Hardware overprovisioning is a novel approach for designing future systems and for improving application execution times under a power bound. We then analyzed the economic aspects of overprovisioned systems, and finally we designed and implemented system software in the form of a batch scheduler, RMAP, targeted at future overprovisioned systems. We summarize these contributions below.

7.1 Hardware Overprovisioning Summary

The central focus of this dissertation was to make the case for hardware overprovisioning in power-constrained supercomputing. As we venture into the exascale era, power is becoming an expensive and limiting component in supercomputing design. This research was motivated from the observation that current systems are worst-case power provisioned and lead to both under-utilization of procured power and limited performance. To successfully and efficiently utilize the available power, it is necessary to adapt to the workload characteristics. This calls for a reconfigurable approach to supercomputing design, and overprovisioning hardware with respect to power gives us the ability to do so.

The key idea is to buy more capacity than can be fully powered up under the specified site-level power budget, and to tune the system to respond to the needs of the applications. Such a system can provide limited power to a large number of nodes, peak
power to a smaller number of nodes, or use an alternative allocation in between for the same power constraint. In this work, we define a configuration as a combination of three values—number of nodes, number of cores per node, and power per node. The holy grail of an overprovisioned system is picking the best application-specific configuration under a power bound. For example, if an application is highly scalable, it might benefit from running more nodes at lower power per node. Or, if an application is memory intensive, it might be beneficial to run fewer cores per node.

Our results indicate that choosing the right configuration on an overprovisioned system can improve performance (execution time) under a power constraint by 62% (or 2.63x) when compared to the worst-case provisioned configuration, which always allocates as many nodes as possible with all the cores on a node at peak power to the application. The average performance improvement was 32% (1.8x). Overall, the benefits of overprovisioning were promising.

However, these benefits come with the investment cost associated with buying more capacity. To understand this further, we analyzed the economic viability of hardware overprovisioning and developed a model to determine the scenarios which make overprovisioning more practical and feasible. In Chapter 4 we showed how it is possible to reap the benefits of overprovisioning with the same cost budget as that of a worst-case provisioned system. Supercomputing system designers can use our model to determine whether or not overprovisioning is beneficial for their facility.

7.2 Power-Aware Resource Management Summary

In this dissertation, we first focused on understanding the costs and benefits of overprovisioning for a single application on a dedicated cluster in detail. For overprovisioning to be practical, it was important for us to look at scenarios where multiple users and applications were sharing an HPC system. We thus designed and implemented RMAP, which is a low-overhead, scalable resource manager targeted at future overprovisioned and power-constrained systems. Within RMAP, we designed a novel policy, which we referred to as the Adaptive policy. The goals for the
Adaptive policy were to improve application performance as well as to minimize wasted power (that is, increase the system power utilization), and to do so in a fair-share, scalable manner. We accomplished this by using a greedy technique called power-aware backfilling, which let us trade some of the performance benefits of overprovisioning for shorter queue wait times. Within RMAP, we also implemented two baseline policies, the Traditional policy and the Naive policy. The Adaptive policy resulted in up to 31% (19% on average) and 54% (36% on average) faster turnaround times for jobs, along with improving system power utilization. We also analyzed altruistic behavior of users with the Adaptive policy, where users were allowed to specify a slowdown that they can tolerate for their job. We showed that altruism can benefit both the user and the system—by providing faster turnaround times as well as better system throughput and better resource utilization.

7.3 Future Work

This dissertation opens up several avenues for power-aware research as we head toward exascale supercomputing. Some of these research directions are described below.

7.3.1 Impact of Manufacturing Variability

Over the past few decades, the semiconductor industry improved processor performance by doubling the transistor density per unit area on a chip every two years, following Moore’s Law. Initially, the power usage of transistors decreased proportionally as they were made smaller (Dennard’s scaling law), making Moore’s Law successful. However, in the past few years, the industry has hit a wall as shrinking a transistor beyond a certain limit leads to increased static power loss, making it impossible to improve processor performance without increasing its power consumption. Shrinking transistors beyond a certain limit makes the lithography step in their fabrication challenging, as distortions can now occur in transistor channel lengths and film thickness. These distortions cause variations in CPU frequency, power and thermal design points (Harriott, 2001; Tschanz et al., 2002; Borkar et al., 2003; Esmaeilzadeh
et al., 2013, 2011) for chips with the exact same micro-architecture. We refer to these variations in CPU power and performance owing to the fabrication process as manufacturing variability.

Several vendors employ frequency binning to address these variations—processors with the same performance characteristics are placed in the same bin (typically, HPC systems obtain all their processors from the same bin). As a result, current HPC systems are typically homogeneous with respect to performance, but experience power inhomogeneity (Rountree et al., 2012). Despite advances in fabrication technologies, it is expected that manufacturing variability will worsen in the future (Jilla, 2013; Samaan, 2004; Liang and Brooks, 2006). Similar variation is observed in DRAM manufacturing.

We conducted an initial study on power inhomogeneity on large-scale systems with different underlying micro-architectures. For our analysis, we first use the Cab system at LLNL, which is a 1,200 node, Intel Sandy Bridge system. Each node has 2 sockets with 8 cores per socket and 32 GB of memory. RAPL is used for power measurement. We use Class D of the NAS Embarrassingly Parallel (EP) benchmark to conduct single socket runs. We choose EP because it is a simple CPU-bound benchmark with no communication or synchronization overheads and exhibits no per-run noise. Also, most of its working set fits in cache, which allows us to analyze CPU power and performance in isolation.  Our results are shown in Figure 7.1. The x-axis represents the sockets. The y-axes indicate the CPU power and performance data. The performance data in
each case is represented as a percentage slowdown compared to the fastest socket in the system, and the power data is reported as a percentage increase when compared to the most power-efficient socket. Additionally, processors are sorted by performance characteristics. No power caps have been enforced on the Cab system, and Turbo Boost (Intel, 2008) has been enabled. DRAM power readings were unavailable on Cab due to BIOS restrictions. We thus focus only on CPU power.

For the Cab system, we observe a maximum variation in power of 23%, and observe almost no performance variation. This is expected when processors belong to the same frequency bin. We ran similar experiments on two other systems with different underlying micro-architectures. These were the BlueGene/Q Vulcan system at LLNL and the AMD Teller system at SNL. The underlying architectures were IBM Power PC2 and AMD Piledriver with 16 and 4 compute cores, respectively. BG/Q EMON and PowerInsight were used to measure power on the Vulcan and Teller systems, respectively. On the Vulcan system, we observe a maximum variation in power of 11% across 1536 processors and do not observe any performance variation. On the Teller system, we obtain data for 64 processors and observe both power and performance variation. The maximum power variation is 21%, and the maximum performance variation is 17%. We believe this could be because of a different binning strategy that we are unaware of. Our key observation from these experiments is that manufacturing variability affects CPU power consumption significantly across different computing micro-architectures and does not necessarily correlate with performance, making it extremely difficult to make application-level power and performance predictions.

Power inhomogeneity translates to performance inhomogeneity under a power constraint. This is shown in Figure 7.2. When we enforce a socket level power cap of 65 W with RAPL on the Cab cluster, we observe a 10% variation in single-socket EP performance. Power capping was unavailable on Vulcan and Teller, so we could not conduct similar experiments there. This performance variation is expected to be much worse when we have multi-node applications with different memory characteristics executing on this cluster. A recent study has shown that performance among application ranks can vary by up to 64% on a 1920 Ivy-Bridge system when running the popular
Another important area for future research is the impact of temperature on application power, performance and resilience. This raises several new concerns; for example, a perfectly load balanced application will now experience load imbalance, and application performance will depend significantly on the physical processors allocated to it during scheduling.

As we design future systems, especially overprovisioned systems, we will need to accommodate for these performance and power inhomogeneities and develop variation-aware power allocation algorithms to improve the critical path of applications. Also, mapping application ranks to physical nodes in order to improve overall performance will be important—this includes adjusting for manufacturing variability, network congestion and I/O bandwidth requirements when scheduling jobs.

7.3.2 Understanding Impact of Temperature on Power, Performance and Resilience

Another important area for future research is the impact of temperature on application power consumption, performance and resilience. This is especially important because the cost of cooling a HPC system is significant, and previous studies have shown that cooling energy can be as high as 50% (Sarood and Kale, 2011). There are two aspects to temperature—the ambient air temperature in a machine room where an HPC system resides, and the actual socket temperatures under varying workloads. Figure 7.3 shows the results of varying the ambient air temperature from 27 C to 95 C when running High-Performance Linpack on a single Ivy Bridge 24-core node. The x-axis shows the
Figure 7.3: Impact on Ambient Air Temperature on High-Performance Linpack

Figure 7.4: Performance and Temperature on Cab
progress of the application in seconds, and the y-axes depict the package temperature (blue) and node power consumption (CPU and DRAM, red) measured via RAPL. The ambient air temperature was controlled by pointing a space heater directly at the motherboard. The results seen here are interesting—varying the ambient temperature from 27°C to 95°C did not affect application power or performance significantly. The socket and core temperatures were affected by the ambient temperature. Every time the socket temperature crossed a certain threshold, the CPU fan on the motherboard went up to the highest speed possible so as to cool the chip down. This throttling also affected CPU power in a minor way, and the periodic CPU as well as fan throttling can be clearly observed from the graph. This result can directly impact the cost of the cooling system, and it is important to analyze the impact of such extreme variation on system reliability and component resilience.

Figure 7.4 depicts socket-level temperature data collected on the Cab system as described in Section 7.3.1. The y-axes here denote performance (blue) and socket temperature (gray), and the x-axes are the 2,386 sockets on Cab. The data has been sorted by performance. Similar to the previous set of experiments, we executed single-socket EP. We observed over 80% variation in package temperatures across the Cab cluster, and this did not seem to affect performance. It is unclear as to what the source of this variation is, and what its impact is. Addressing these two aforementioned issues about temperature is part of our future work.

7.3.3 Dynamic Reconfiguration in Overprovisioning

The research presented in this dissertation relies on choosing an application-specific configuration under a power constraint \textit{statically}. That is, the assigned configuration does not change over the course of the application’s execution. Most high-performance computing production codes, however, exhibit strong phase behavior during their execution. For example, most applications have initialization, computation and I/O or checkpointing phases, each of which have different power requirements. As part of future research, we plan on analyzing these application phases and redistributing power using \textit{dynamic} reconfiguration with overprovisioning. This includes accommodating for phase
behavior within an application as well as synchronizing similar phases across currently running applications in order to improve throughput even further. Applications can thus be more cooperative and can donate/borrow power to/from other applications as well as use techniques such as dynamic concurrency throttling. This will require us to be able to explore the configuration space with low-overhead at runtime, and dynamically re-allocate configuration options (specifically cores per node and power) based on the characteristics of the application’s phase. Dynamically changing node counts is supported by limited programming models such as Charm++, as discussed in Chapter 5.

7.3.4 Self-tuning Resource Managers

One of the key observations from prior research with RMAP is that the effectiveness of scheduling policies is workload dependent. Some policies work well for long-duration, large jobs. Others work well for short-duration, small jobs. This effect is more prominent in power-constrained scenarios. For example, as shown in Chapter 5, the Traditional policy works well for job queues that have jobs with small node and power requests. Similarly, the Adaptive policy with altruistic users and thresholding works well for queues with large resource requests. Currently, most administrators pick a single scheduling policy within the resource manager and apply this policy to the entire system at all times. A self-tuning resource manager has the ability to adapt to varying workloads by dynamically switching the scheduling policy based on some criteria (such as job size requirements, utilization thresholds, and varying system-level power bounds). We plan on addressing this problem by gathering relevant data and developing a model to determine which policies work best in which scenarios and then extending RMAP to adapt to these scenarios.
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