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ABSTRACT

In heterogeneous systems design, partitioning of the functional specifications into hardware and software components is an important procedure. Often, a hardware platform is chosen and the software is mapped onto the existing partial solution, or the actual partitioning is performed in an ad hoc manner. The partitioning approach presented here is novel in that it uses Bayesian Belief Networks (BBNs) to categorize functional components into hardware and software classifications. The BBN's ability to propagate evidence permits the effects of a classification decision made about one function to be felt throughout the entire network. In addition, because BBNs have a belief of hypotheses as their core, a quantitative measurement as to the correctness of a partitioning decision is achieved. In this research, the motivation and background material are presented first. Next, a methodology for automatically generating the qualitative, structural portion of BBN, and the quantitative link matrices is given. Lastly, a case study of a programmable thermostat is developed to illustrate the BBN approach. The outcomes of the partitioning process are discussed and placed in a larger design context, called model-based CoDesign.
Chapter 1 INTRODUCTION

In this dissertation, we propose a new approach to the hardware/software partitioning problem [4][5][6][8][21][24] by utilizing Bayesian Belief Networks for functional component classification into hardware and software. Design of heterogeneous systems entails choosing which functional components should be implemented in hardware and which should be implemented in software. Typically, a hardware platform is chosen and the software is written to make the hardware meet the specified requirements. The problem with this approach, however, is that during system integration, interface and incompatibility problems arise late. Hardware/software partitioning is used to push the implementation decisions back so that the decision of whether to use hardware or software is not made in isolation for each functional component.

In our previous work, we have established a systematic approach to design of heterogeneous systems. Called model-based codesign [5][24], this approach uses simulatable system descriptions as the basis for the generation of design descriptions from which the real system is built. Simulation is used as a primary means of verifying functional requirements of the design. Thus, in parallel to the simulation, classifications to the system model components into hardware or software must be made.

The partitioning approach presented here uses the Bayesian Belief Network (BBN) concept [3][14][20][28] for classification of functional elements within the system model to either hardware or software. The reasons for using the BBN framework are: (1)
its aptitude to represent the causal nature of a functional description (e.g., a function, $A$, calling another function, $B$, is a causal influence from $A$ to $B$) and (2) the ability to distribute local evidence (simulation results that drive a particular functional component towards a hardware or software realization) throughout the entire network and thus, make the effects of a local partitioning decision affect partitioning decisions throughout the entire model. This in conjunction with the benefit of having probabilistic measurements as to the degree of belief of classification decisions makes the use of BBNs appropriate.

In the ensuing sections, we first provide the motivation for this new type of partitioning methodology and describe the problem more formally. Afterwards, we describe the principles of BBNs and then address the existing body of hardware/software partitioning work. Finally, we present our formal methodology followed by a detailed example, and make concluding remarks.

**MOTIVATION**

There has been much work done in the area of hardware/software partitioning. There are three main classes of work in this area: (1) methods in which the partitioning is driven towards a pre-existing hardware platform, (2) flexible methods that use no fixed, pre-existing hardware platform, and (3) methods that are based on traditional VLSI partitioning techniques.

In the methods that drive partitioning onto a pre-existing hardware platform, the configuration usually consists of a single microprocessor to run the software component, and an Application Specific Integrated Circuit (ASIC) to implement the hardware portion. The work of [7][9][12][16][17] is among the most notable in this area of
hardware/software partitioning. The major limitation to this body of work is, of course, the inability to utilize a different hardware configuration, especially in the cases where the design and fabrication of an ASIC is not feasible because of the cost. Therefore, the need for hardware/software partitioning systems that are flexible with regards to the type and number of components comprising the hardware platform is warranted.

Several works have attempted to address the problem of partitioning onto a flexible hardware/software platform. Among them are [15][13][10][29][25][23], and [2], utilizing criticality, dynamic cost functions, hardware effort, object-oriented design, and genetic algorithm based methodologies, just to name a few. Although these works provide a necessary extension to those that assume a fixed hardware platform, they still lack a way for localized decisions regarding partitioning to be felt globally. For example, the fitness function of a genetic algorithm determines “how good” a given chromosome is, but it does not have the ability to calculate how a change in one part of the chromosome affects other parts. The ability to track how local partitioning decisions affect other components in the global system can be useful to determine the cause of problems during system integration.

The third area of related work in hardware/software partitioning uses VLSI circuit partitioning algorithms with some modifications. [1] provides an excellent review of such partitioning algorithms. [27] and [18] provide partitioning methodologies that modify min-cut (an iterative pair swap algorithm) for functional partitioning and add Petri nets to clustering methods, respectively. With these types of partitioning approaches, a cost function is often used and the choice of which partition will be chosen
for a component is based on what will minimize the cost the greatest amount. Again, there is no direct way to measure the effect a partitioning choice has on the other components individually, just the effect on the overall cost. A detailed explanation regarding how the partitioning methods just mentioned is given in the Background Chapter.

The examination of the previous work in the area of hardware/software partitioning has lead to the following conclusion; there is a need for a hardware/software partitioning methodology that allows for partitioning onto a non-fixed hardware platform that also allows local partitioning decisions to affect of system components in a global manner.

**PROBLEM FORMULATION**

In the design of heterogeneous systems, the choice of how to implement the system architecture can make significant differences in performance and reliability. In the past, a hardware platform was often chosen and then software was written for correcting the inadequacies of the hardware. Currently, however, research has progressed from the idea of partitioning hardware elements within a VLSI design, to that of partitioning a high level functional model of a system. Figure 1 shows an example partitioning into hardware and software, with the system model containing four functional components (A, B, C, D) that are partitioned into hardware (A, C, D) and software (B).
Figure 1: An illustration of the partitioning problem. The labels A, B, C, and D represent functional elements.

The hardware/software partitioning methodology we present here is part of a larger design context called model-based codesign [5][24]. In model-based codesign, a set of requirements and specifications are obtained for the system to be modeled. The system is then described as an abstract model that is a combination of its structural and behavioral specifications. Model components are specified at a high level of abstraction to remain technology independent. The modeling process includes a stepwise refinement of specifications to a desired level of granularity. Then, simulation studies are carried out to gain introspection into how well the model-based specifications meet the system's requirements. At the end of the simulation process, a virtual system's prototype is obtained. Figure 2 shows the methodology for model-based codesign with the area that includes hardware/software partitioning enclosed with a dashed rectangle.
Figure 2: Methodology for model-based codesign with the portion containing the hardware/software partitioning surrounded by a dashed box.

The partitioning methodology presented here takes the high-level functional description along with parameters obtained from simulating the functional model with a tool such as StateMate [11] to create the desired BBN representation. The results from the simulation experiments of the components classified thus far are then used as evidence and propagated throughout the BBN. The hardware and software functional classifications chosen by the BBN framework are mapped into specific hardware and software components. At this point, the abstract model is mapped onto a collection of interconnected, real world components.

The contributions of this dissertation are the following:

- A hardware/software partitioning methodology capable of:
- Partitioning onto a hardware platform that is determined dynamically and not fixed prior to partitioning
- Extending partitioning decisions to apply to the entire system
- Generation of partitioning representation based on Bayesian Belief Networks
Chapter 2 BACKGROUND

BAYESIAN BELIEF NETWORKS

OVERVIEW

In order to fully understand the complexities of a Bayesian Belief Network (BBN), one must first contemplate the underlying mode of thinking involved. In classical expert systems and other knowledge-based systems, the key role of the tool being used is the inference of new knowledge from pre-existing knowledge [22]. In other words, use what is already known about the state of a domain (the facts) to infer (via an inference engine) new knowledge by utilizing rules that describe the domain itself and how facts can be combined (the rule base). Thus, the mode of thinking is, “Given my current knowledge of the domain, what else can I infer as true or false?”

The purpose of BBNs, on the other hand, is to look at the world from a causal point of view. The key role of the tool has changed from that of inferring new knowledge (as is the case with rule-based systems) to one of cause and effect. The causal nature of the domain is captured in the BBN, and the knowledge of the state of the domain (the evidence) is used to confirm a hypothesis with a certain degree of probability. The mode of thinking is therefore, “Given my current knowledge of the domain, what could have caused these facts?”
In the sections that follow, key definitions of the components of a BBN are given. Afterwards, the concepts of Bayes' rule, conditional independence, and joint probability distributions will be explained.

**BBN COMPONENTS**

A Bayesian Belief Network (BBN) is a directed acyclic graph, representing the causal nature of a problem domain [3][14][20][28]. A BBN is composed of two parts: (1) the graphical representation showing the causal relationship between nodes (the qualitative part), and (2) the conditional matrices associated with each link and the equations that govern the propagation of evidence (the quantitative part). Together, these two parts provide a system capable of translating evidence pertaining to measured results, into the probability that a given hypothesis is true.

In the qualitative portion of a BBN, a directed arc from any node $A$ to another node $B$ (denoted $A \rightarrow B$) denotes the causal influence of $A$ over $B$. Each node within a BBN represents a statistical random variable, which may comprise of several hypotheses. Therefore, evidence related to the truth of $B$ can be converted into the probability that a hypothesis in $A$ is the cause of $B$. The true power of the qualitative portion of a BBN lies in the graphical nature in which it is represented. Someone with little experience in the area of probabilistic reasoning can easily understand the causal relationships among the nodes, in Figure 3 it is easy to see that node $A$ has a causal influence over nodes $B$ and $C$. 
Figure 3: A simple BBN showing that A has a causal influence over B and C.

The quantitative portion of a BBN uses the qualitative part by determining in which direction evidence and causal messages travel throughout the network when distributing probabilistic evidence within a BBN. Evidence is a probabilistic measure pertaining to the degree of belief for all hypotheses within a given node (random variable) in the BBN. Two types of messages are used: (1) evidence messages carry the effects of newly introduced evidence, and (2) causal messages carry the effects of causal influences. Evidence messages travel against the direction of the arc in the form of $k$ messages. The causal messages travel with the direction of the arc in the form of $n$ messages. The combination of these two types of messages, along with the prior probabilities and link matrices are used to determine the beliefs associated with each node of the graph. The prior probabilities give the hypothetical beliefs for each node before any evidences have been introduced (usually set to equal probability). The link matrices represent conditional probabilities of choosing a hypothesis given that the values of the hypotheses of a node acting as a causal influence are already known. Using Figure 3, given that we know something about node A, the link matrices would translate that knowledge into information that can be used by node B or C. For the link between A and
B, the link matrix shown Figure 4 in gives the conditional probabilities that comprise the entries of the matrix. For example, the entry in position (1,1) represents the probability that element B should be implemented in hardware given that A is implemented in hardware.

\[
A \rightarrow B
\]

\[
B = \begin{bmatrix}
P(B_{\text{HW}} \mid A_{\text{HW}}) & P(B_{\text{SW}} \mid A_{\text{HW}}) \\
P(B_{\text{HW}} \mid A_{\text{SW}}) & P(B_{\text{SW}} \mid A_{\text{SW}})
\end{bmatrix}
\]

**Figure 4: Definition for the entries in a link matrix.**

All of the messages that interact with the link matrices and the directions in which they flow are shown in Figure 5.

**Figure 5: A small BBN with the messages passed to node B illustrated.**
Before a detailed explanation of how the belief of an individual node’s hypotheses can be calculated, more background into Bayesian theory and probability is necessary.

**BAYESIAN THEORY AND OTHER TOOLS**

The ability for BBNs to work lies in Bayes rule which is grounded in presenting an easier way to calculate conditional probabilities. The definition of a conditional probability is the following: the probability of event ‘A’ occurring given that event ‘B’ has occurred, denoted P[A|B], is equal to the probability of ‘A’ intersected with the probability of ‘B’ divided by the probability of ‘B,’ or, P[AB]/P[B]. Hence, P[A|B] = P[AB]/P[B]. Often, however, it is difficult to find P[AB], which leads us to Bayes rule. What Bayes rule does is powerful, yet also very simple; it allows us to find P[A|B] in terms of P[B|A], which is often easier to calculate than P[AB]. Bayes rule is defined as follows (using the same notation as before): P[A|B] = P[B|A]*P[A]/P[B], another common form is, P[B]*P[A|B] = P[B|A]*P[A]. With Bayes rule defined, we can move onto the ideas of conditional independence and d-separation.

There are several ways to define independence of events. We choose the following because of its relation to conditional probability: given two independent events ‘A’ and ‘B’, P[A|B] = P[A], meaning that the probability of ‘A’ given ‘B’ does not depend at all on P[B]. Conditional independence is defined as the following: if ‘A’ and ‘B’ are conditionally independent given ‘e’, then P[A|B,e] = P[A|e]; i.e., if a way can be found to show that ‘A’ and ‘B’ are conditionally independent given ‘e’, then we don’t have to include ‘B’ in the calculations. The joint probability distribution represents all combinations of all assignments to the random variables that define a BBN. So all that
needs to be done to calculate any needed variable, in a network with \( n \) nodes, is perform \( 2^n \) calculations[20]! Since this task grows very large very quickly, the ability to know when nodes are conditionally independent would do a great service in reducing this task. A method of figuring conditional independence can be performed graphically and is called d-separation [20].

Since the definition of d-separation is somewhat complicated, knowing what it can mean to the calculation of probabilities gives us reason to show it. According to [22], if every undirected path from node ‘X’ to node ‘Y’ is d-separated by ‘E’, then ‘X’ and ‘Y’ are conditionally independent given ‘E’. Thus, d-separation helps to show conditional independence between two given nodes in a BBN. Let us define ‘E’ as a portion of the BBN, where the probabilities of the nodes within ‘E’ have already been calculated. Therefore, the d-separation of two nodes, \( \{X', Y'\} \in B \) (where \( B \) is defined as a BBN), and ‘X’ \( \neq \) ‘Y’, is defined as the condition in which every path between ‘X’ and ‘Y’ goes through a node ‘Z’ (‘Z’ \( \in B \), and ‘Z’ \( \neq X' \) and ‘Z’ \( \neq Y' \)) where ‘Z’ falls into one of the 3 categories:

1. ‘Z’ lies within ‘E’ and ‘Z’ has one arrow in and one arrow out of ‘E’, i.e., part of a chain.
2. ‘Z’ lies within ‘E’ and has both arrows out, i.e., diverging.
3. ‘Z’ nor any of its descendents are in ‘E’ and both arrows point in, i.e., converging.
EVIDENCE PROPAGATION

The final step in understanding BBNs is knowing how the belief of each node is calculated. The belief of a node is actually the belief in each hypothesis within the node. Figure 6 shows the simplest kind of BBN structure, a chain, along with the equations that govern the calculation of belief. Note that the term, $M_{yx}$, represents the link matrix between ‘X’ and ‘Y’ which is a conditional matrix with each value representing the probability of an event in ‘Y’ given the corresponding event in ‘X.’

$$BEL(x) = \alpha \lambda(x) \pi(x)$$
$$\lambda(x) = M_{yx} \cdot \lambda(y)$$
$$\pi(x) = \pi(w) \cdot M_{z|w}$$

Figure 6: Actual calculations that must be made to determine the Belief of X.

In the propagation of evidence within trees, it is best to illustrate with a figure the process of evidence propagation and belief updating. Figure 7 shows the introduction of evidence and how that evidence propagation spreads throughout the tree structure. Note that the propagation of evidence (shown by the update messages) to nodes ‘A’ and ‘B1’ uses the principles of d-separation. Because evidence has already been propagated to node ‘B’ (in part a of Figure 7) node ‘B’ acts as condition 1 for propagation to ‘A’ and as condition 2 from the definition of d-separation. Therefore equations like those shown in Figure 6 can be used to calculate the new belief values for ‘A’ and ‘B1’.
Figure 7: Propagation of evidence from its introduction (shown in a) to its propagation to the rest of the network (shown in b). Nodes shown in bold represent that their beliefs have been updated.

OVERVIEW OF PARTITIONING METHODS

FIXED HARDWARE PLATFORMS

Many previous works present partitioning algorithms that assume a base architecture and then partition according to that architecture. The work of [12] partitions a solution into a software component that runs on a single processor and a hardware component that consists of either an ASIC or FPGA in a system called COSYN [12].
The input to this system is a subset of C with extensions for multiple processes, inter-process communication, and timing constraints. From the input, a set of basic blocks is generated that is then mapped to a colored interpreted Petri net (CIPN). The model is then split into three pieces (behavior, interface, and communication), then simulation is started by placing tokens at the start of each process. Simulation continues until the set of generated transitions is empty. Partitioning begins with a completely software solution and then iteratively moves nodes into a hardware solution utilizing Activation frequency and token residence time along with hardware and software estimators to determine the amount of speedup from moving a given functional block from software to hardware.

The work of [7] is similar in that partitioning occurs to a single microprocessor based software component and a hardware co-processor. In the first step of the partitioning algorithm, time intensive processes are grouped, extracted, and replaced with a new, single process. Next a process graph is produced with weights on both nodes and arcs where the weights represent suitability for hardware implementation and inter-process communication and synchronization, respectively. The process graph is then partitioned using simulated annealing, or “tabu” search where a list of previously explored, or “tabu” nodes are kept to reduce cycling.

The SHAPES environment [17] again uses a single microprocessor paired with an ASIC utilizing a shared memory for a target architecture. The input to the partitioning methodology is an execution flow graph where every node is labeled with information regarding the hardware area, hardware and software execution time, and the average task execution frequency. Edges are also labeled with a communication value. A multi-step
partitioning algorithm is used with the first step consisting of using a rule based system for an initial partitioning. Next, the solution is evaluated using the parameters: estimation of hardware area, final execution time, and the final communication cost. If a partition is not feasible, then re-partitioning takes place based on migration from hardware to software (or vice versa) or based on inter-module communication.

[16] provides a very realistic model of communication including synchronization delays as part of a larger partitioning algorithm called PACE, which is part of the LYCOS system. This work extends the “regular” PACE by using communication parameters (protocol used, area of drivers and frequency of component execution) between any two communicating processors to partition hardware and software. This work also extends the partitioning algorithm by accounting for the hardware area taken by the communication drivers. A more detailed explanation of the actual partitioning methodology is given in the related work below.

[9] presents another application related to LYCOS in which pre-allocation of hardware in the data path is used as a step before hardware/software partitioning. Components within the system are modeled as BSBs (basic scheduling blocks), and the ability to balance the number of BSBs that are placed in hardware with the speedup attained by each individual BSB placed into hardware is the essential problem that is solved. In the main algorithm of the solution the array of BSBs is first prioritized. Following this, the main loop is executed where it first checks if the highest priority BSB is already in hardware, and if so, checks to make sure that it is the most urgent resource and that it meets all allocation constraints. If it is not already in hardware, a check is
made to determine if all of the required resources for the BSB will fit in the hardware area, and if so, it is placed into hardware. If a new BSB has been allocated to hardware then the remaining BSBs are again prioritized and the loop is repeated. The major problem with the whole LYCOS system is that it again partitions into a specific hardware realization consisting of a microprocessor running the software component and an ASIC for the software component.

FLEXIBLE HARDWARE PLATFORMS

The work of [15] differs from that already presented previously in that the partitioning assignment is not limited to a specific set of predetermined hardware. In [15], the input is assumed to be a set of applications, only one of which is active at any given time. The first step in this partitioning methodology is to first find commonality between the nodes within the set of applications. Metrics used to find a measurement of commonality between nodes include tagging each node with a type, using node repetition, performance/area ratio, urgency, and concurrency. Two methods of partitioning are then presented. The first algorithm uses high node repetition and high performance/area ratio as conditions to bias nodes toward hardware. The second method first calculates each application's time criticality and orders the nodes within the applications with highest criticality first. Then, each node is examined in order and if a similar node from a preceding application was placed in hardware, then this node is biased toward hardware. If the preceding similar node was placed in software, then this node is biased toward software. If there is no preceding similar node, then the performance/area ratio is used to partition. This work showed that ordering nodes
according to criticality produces a smaller in area design than clustering repeated nodes into hardware realizations.

[13] presents a unique method for high level estimation for hardware/software partitioning. In this work, the effort is placed on two high-level estimation techniques: hardware effort and hardware/software communication estimation. A control and data flow graph representation that is derived from a C system level description is used to derive a set of modules, registers, multi-plexers, and the control unit. The overall hardware effort is then calculated by adding the hardware efforts of each component listed above. The approach used in the hardware/software communication estimation assumes that software is running on a single processor core and that it must stop and send information to the hardware components when needed. Therefore, the overhead in cost comes from data being sent from software to shared memory and then from shared memory to hardware. All of the estimation techniques are combined into a dynamically weighted cost function where the constant attached to the hardware area that increases as the difference between the system time and the constraint time decreases. In this way, the hardware area component becomes more important as the system time approaches its maximum allowable value.

[10] compiles a HardwareC description to produce graphs similar to data-flow graphs where vertices represent operations, and edges either data or sequencing dependency between vertices. The first step of partitioning is to partition according to points of non-determinism; external points of non-determinism (caused by external input/output operations) are assigned to hardware, and internal points of non-determinism
(caused by internal, data-dependant operations) are assigned to software. Following the initial partitioning (assuming feasibility), operations are migrated from hardware to software in search of a lower cost partition.

The work of [29] uses Object-Oriented techniques for partitioning. [29] begins with a method dataflow graph, execution rates, and a library of available components. Initially, all methods and variables associated with an object are greedily assigned to their own processing elements that is as fast as the fastest method contained within the object needs to be. The cost is then iteratively reduced by either attempting to find a lower cost processing element for a given object, by removing methods from a processing element until all methods can be merged into other existing processing elements and thus removing the need for it, or methods are moved to better balance the system load. The next step is to find the cheapest communication channel for each data path between processing elements. Finally communication channels are allocated and devices are allocated.

Both [25] and [23] use genetic algorithms for hardware/software partitioning. [25] uses task graphs to create tables of estimation times containing entries for software and all available types of hardware implementation. The work of [23] utilizes similar representations for chromosomes as [25] and employs a fitness function based on cost, timing constraints, and concurrency constraints.

More specifically, the work of [25] has as the input to the system a task graph. The first step of the methodology is to perform software and hardware estimation techniques on the individual tasks. These estimation techniques are then used to create a
table of possible hardware and software solutions. The entries within the chromosomes for the GA contain either pointers to entries in the hardware performance table, or NULL indicating a software solution. The fitness function for this GA solution depends on hardware area and execution time constraints.

In the work of [23] the hardware/software partitioning problem is first modeled as a constraint satisfaction problem. Three main types of constraints are used: cost, timing, and concurrency. Because all three constraints must be met simultaneously the solution is an n-tuple in an n-dimensional search space, hence the need for genetic algorithms. The chromosomes used in the GA implementation use binary strings to encode which solution has been assigned to each functional element. The main algorithm starts with a random population and then iteratively chooses two parents, performs crossover and mutation, and finally calculates the fitness of the resulting chromosome. The fitness function used considers a cost penalty, a time penalty, and a concurrency penalty that are evaluated by an associated Control Data Flow Graph (CDFG).

In the work of [2] the first major phase involves subdividing the system into components. After this, a pre-partitioning is carried out to identify which components must be in hardware or software or neither (codesign components). Characterization of the codesign modules using a fuzzy performance estimator that estimates fundamental parameters using VHDL or C descriptions. Finally a decision-making tool is used to partition the system, then synthesization and simulation are performed.
VLSI BASED ALGORITHMS

[1] provides an excellent review of the major classes of partitioning algorithms for VLSI circuit design, but these techniques also apply to any system in which components are grouped and whose inter-group communication must be kept to a minimum. Among these classes of partitioning algorithms are the following: (1) move-based approaches such as greedy and iterative exchange algorithms, (2) geometric approaches such as vector partitioning, (3) combinatorial approaches such as max-flow min-cut, and (4) clustering-based approaches [1]. In addition, other researchers have augmented the general algorithms.

For example, Vahid [27] modified the min-cut algorithm for functional partitioning by replacing 'cut' with execution time. The first step of partitioning in [27] is to replace the input program (typically in C or VHDL) with a System-Level Intermediate Format Access Graph (SLIF). Each node represents a functional object, such as a subroutine or global variable, and each edge represents an access by one object to another. Each node is then annotated with estimates of internal computation time and sizes for hardware and software implementation. The modified min-cut procedure (replacing cut with execution time) is then carried out where an element from an optimized array is added to one of the partitions and then the array is re-sorted applying gains by neighbors of the placed element.

[18] also modifies a VLSI partitioning algorithm by adding timed Petri nets to partition using a clustering method that groups according to load balancing, inter-processor communication, and precedence relations between processes. The partitioning
begins with applying a set of transformation rules to the occam input to create a set of communicating simple processes that are then translated to a timed Petri net. Next, a set of alternative implementations is created, and one is chosen based on the degree of parallelism or by choice of the designer. Clustering is then performed which groups processes with highest inter-process communication cost, well balanced processes, and processes with highest degree of causal precedence. One process within each cluster is assigned to a processor. The cost function then is calculated for each cluster and the clusters are mapped to processors.

**OVERVIEW OF STATEMATE**

StateMate [11] is a state space CAD tool that is used for specifying and simulating reactive systems. Statecharts provide an extension to finite state machine models by allowing hierarchy, concurrency, and communication. The basic element in a Statechart is a state, and transitions between states are controlled by conditions and events. Scheduling of events and controlling timing of communication between different Statecharts is also possible. StateMate [11] and the use of Statecharts is important in partitioning research because it allows a method of specifying a functional model independent of any associations with hardware or software.
Chapter 3 PARTITIONING METHODOLOGY

As stated in the Introduction chapter, the hardware/software partitioning methodology presented in this dissertation is part of a larger design context known as hardware/software codesign. In the sections that follow, an overview of codesign will be given, followed by the partitioning methodology.

HARDWARE/SOFTWARE CODESIGN

In traditional hardware and software design, decisions regarding partitioning the hardware and software occur at the beginning (as in Figure 8) of the design loop and are therefore designed separately and later integrated. The difficulty with this type of design scenario is that there are often compatibility and timing problems that are usually encountered during integration and testing. It has been shown that the earlier design problems are found, the lower the overall cost is to fix them [6].

In hardware/software codesign, however, the system to be designed is modeled at a high level of abstraction and partitioning is pushed until as late as possible (as shown in Figure 9). Because of this, there are fewer integration problems, and the ways in which hardware and software interact in the final solution is better known. By knowing software/hardware interaction, the design space can be better optimized in terms of hardware area, which in turn helps with space-constrained, embedded systems.
Figure 8: Traditional hardware/software design methodology.

Figure 9: Hardware/software codesign methodology.
HARDWARE/SOFTWARE PARTITIONING METHODOLOGY

The hardware/software partitioning methodology presented here takes an executable functional model (including design characteristics of the functional components) and produces a partitioned model (shown in Figure 10).

Figure 10: Major phases of BBN driven hardware/software partitioning methodology.

There are four basic steps of the partitioning methodology: (1) generation of the BBN (the subject of Chapter 4), (2) transformation of the results from simulation of the current state of the model into evidence, (3) propagation of the evidence throughout the BBN (as first described by [20] and shown in Figure 7), and (4) classification of each functional component into hardware or software, if possible. The decision of whether to classify a functional component into hardware or software can be made based on the degree of belief for each assignment as given in the belief probabilities associated in each node of the BBN.

In the first step of the methodology, generation of the BBN representation, a functional model is simulated to determine values for the complexity, bandwidth, and frequency of execution for each functional component. The hierarchical structure of the functional model is mapped into flat, BBN structure. The values for complexity,
bandwidth, and frequency are combined to construct the probability matrix associated with each causal link.

Once the representative BBN has been constructed, evidence is propagated throughout the network that is output from the simulation of the model. The model used, however, incorporates the latest belief values; i.e., if the belief that a functional component is 75% in agreement with a hardware solution, then that component is modeled as a piece of hardware in the simulation. The initial values for the beliefs associated with each node of the BBN are set to 50% hardware and 50% software. As evidence is introduced, the beliefs change according to the rules of evidence propagation as set forth by [20].

When there is no more evidence to introduce to the BBN (i.e., simulation does not produce any new results to be added as evidence), the beliefs associated with each node are examined. If there is a clear indication that either hardware or software should be used for the component (a belief having a value greater than 0.7, for example), then it is assigned to the appropriate partition. In the case where there is no clear decision that can be made by the belief values (such as when the difference between hardware belief and software belief is < 0.2), then it doesn't matter which partition is chosen. In this case, the designer should intervene and make the decision based on other criteria such as area available on the circuit board.
Chapter 4  GENERATION OF BBNs

HIERARCHICAL STRUCTURE AND BBN INDEPENDENCE

Figure 11 shows a typical non-hierarchical functional model with its corresponding BBN representation. The functional model representation we have chosen is similar to a StateChart[11]. Here we see that since the functional model is given in a single level of abstraction, the structure of the BBN is a one to one correspondence to that of the functional model. Arrows in the functional model of Figure 11 represent coupling constraints. In the BBN of Figure 11, these coupling constraints are interpreted as causal links, and therefore the arrow between any pair of nodes within the BBN is in the same direction as the corresponding pair of entities within the functional model.

![Figure 11: A typical, non-hierarchical functional model with corresponding BBN.](image)

In choosing the BBN representation of an abstract level within a functional model, the meaning of how interactions with the abstract level as a whole affects the components within the level was very important. Figure 12 shows a level of abstraction within a functional model, and the corresponding BBN. Note that a node has been added to represent the encapsulating level (in this case, A) and that causal links have been added
to each of the sub-components. These causal links represent the effect of interactions between the abstraction level and the outside world. If information is passed to the level boundary \( (A) \), then it is appropriate that the level boundary would transmit this information through causal messages to the sub-components.

Figure 12: A typical layer of abstraction with corresponding BBN representation.

Figure 13 shows how components outside of a level of abstraction can influence both the abstract level as a whole, and individual sub-components. Note that the output from an abstract level can act as input to another component (e.g., the output of \( A \) is connected to \( E \)). Figure 13 also shows how an outside component \( (H) \) can have causal influence over an entire abstract level \( (A) \), and over an individual sub-component \( (G) \).
Figure 13: Example functional model containing causal links crossing abstraction boundaries (left), and corresponding BBN representation.

**GENERATION OF BBN STRUCTURES**

The generation of a BBN structure involves taking the functional_model in the form of a set of func_nodes (both functional_model and func_node are defined below), and converting it first into a hierarchy_tree (defined below). After conversion into a hierarchy_tree, the set of vertices and edges of the BBN are then generated. The following definitions will be of use in the presentation of the algorithm that follows.

**Def:** vertex – is an element that helps to describe the structure of a graph or tree and is composed of a string which uniquely identifies it within a given graph or tree.

**Def:** edge – a directed link between two vertices consisting of the following:

- source – a string representing the name of the vertex at the tail end of the edge.
- destination – a string representing the name of the vertex at the head end of the edge.
**Def:** BBN – is a directed, acyclic graph consisting of a set of vertices, $V$, and a set of edges, $E$, where $E$ is defined as, $E \subseteq V \times V$, and the of elements of $E$ are defined as edges.

**Def:** functional_model – is a hierarchical, system representation consisting of an array of $func_nodes$, where each member can be accessed by an integer between 1 and the number of elements in the array.

**Def:** $func_node$ – a node within a functional_model consists of the following elements:

- **name:** a string that must be unique with respect to all other nodes in the same functional_model.
- **level:** an integer that represents the level of abstraction at which the current $func_node$ sits. This number ranges from 1 to $n$, where $n$ is the total number of layers of abstraction in the functional_model, and the highest level of abstraction has a level of 1.
- **children:** an array of names, where each entry represents a $func_node$ that is influenced by the given $func_node$ identified by name, where each member can be accessed by an integer between 1 and num_children.
- **num_children:** an integer giving the number of entries in the children array.
- **abs_children:** an array of names of the $func_nodes$ that are contained in the abstraction level below the current $func_node$, where each member can be accessed by an integer between 1 and num_abs_children.
- **num_abs_children:** an integer giving the number of entries in the abs_children array.
Def: hierarchy_tree – is a general tree consisting of a set of vertices, tree_v, and a set of edges, tree_e, where tree_e is defined as, \( tree_e \subseteq tree_v \times tree_v \), and the elements of tree_e are defined as edges. The root vertex represents level 0, with name equal to the empty string (""), and is only meant as an anchor for the func_nodes of the functional_model.

There is also a set of functions that is used by the main algorithm responsible for generating BBN structure, i.e., the set of vertices and the set of edges. Definitions for these functions follow:

Def Function: create_edge(node1_name, node2_name)

- Input – two strings, node1_name is the name of the vertex at the tail of the directed edge, and node2_name is the name of the vertex at the head of the directed edge.
- Output – a directed edge.
- Activity – creates a directed edge that can be added to the set of edges of the resultant BBN, E.

Def Function: create_vertex(string1)

- Input – a string, string1
- Output – a vertex capable of being added to the set of vertices in either the BBN or hierarchy tree.
- Activity – creates a vertex from a string

Def Function: get_length_array(array1)

- Input – an array.
- Output – an integer representing the length (number of elements) of the array.
• Activity—counts the number of elements in the input array and returns that number.

The algorithm responsible for generating the set of vertices, V, and the set of directed edges, E, for the BBN is shown below:

**Def Function:** generate_bbn_structure(fm)

- Input—a pointer to a *function_model*, fm.
- Output—two sets, the set of vertices, V, and the set of directed edges, E, for the resultant BBN.
- Activity—creates the set of vertices and the set of directed edges for the BBN.

Details are shown below:

Begin main

Local Variables:

set V ← {}; //The set of vertices for the BBN, initially empty
set E ← {}; //The set of directed edges for the BBN, initially empty
set tree_v ← {}; //The set of vertices for the hierarchy_tree, initially empty
set tree_e ^ {}; //The set of directed edges for the hierarchy_tree, initially empty
integer deepest_level; //A variable used to find the deepest level of abstraction
integer x,y,z; //Variables used to index through arrays
string st1, st2; //Temporary strings used to create and inspect the elements of edges
edge el; //Temporary variable used in creating and manipulating edges
func_node fl; //Temporary func_node used to traverse the functional_model

//First, find the deepest level of abstraction
deepest_level ← 0;
for(x ← 1; x ≤ get_length_array(fm); x ← x+1)
    if (fm[x].level > deepest_level) then
        deepest_level ← fm[x].level;

//Create the root vertex and add it to tree_v
tree_v ← tree_v ∪ create_vertex(""");
//Add vertices representing level 1 func_nodes to tree_v and the associated edges
// to tree_e of the hierarchy_tree
for(x ← 1; x ≤ get_length_array(fm); x ← x+1)
  if (fm[x].level == 1) then begin
    st1 ← fm[x].name;
    tree_v ← tree_v ∪ create_vertex(st1);
    tree_e ← tree_e ∪ create_edge("",st1);
  end if;

//Go through the functional_model, fm, level by level, until all children of all
//nodes have been added to tree_v and the associated edges to tree_e.
//Although there only needs to be a check to ensure that the deepest level is not
//entered, we felt that the algorithm was easier to understand stepping by levels.
for(x ← 1; x < deepest_level; x ← x+1) //Try all but deepest level
  for(y ← 1; y ≤ get_length_array(fm); y ← y+1) //Step through fm
    if (fm[y].level == x) then begin //Find those for curr. level
      stl ← fm[y].name; //Add nodes and edges
      for(z ← 1; z ≤ fm[y].num_abs_children; z ← z+1) begin
        st2 ← fm[y].abs_children[z];
        tree_v ← tree_v ∪ create_vertex(st2);
        tree_e ← tree_e ∪ create_edge(stl,st2);
      end for;
    end if;

//Now the hierarchy_tree has been constructed
//Next, the vertices and edges from the hierarchy_tree are copied to the set
//of vertices and edges for the BBN, then the root node and associated edges
//are removed from the sets, V and E, respectively
V ← tree_v;
E ← tree_e;
V ← V − create_vertex("");
for(x ← 1; x ≤ get_length_array(fm); x ← x+1)
  if (fm[x].level == 1) then
    E ← E − create_edge("",fm[x].name);
//Now the edges not associated with hierarchy are added by stepping through the
//functional_model, until all influence related edges have been added
for(x ← 1; x ≤ get_length_array(fm); x ← x+1) begin //Step through fm
  st1 ← fm[x].name;
  for(y ← 1; y ≤ fm[x].num_children; y ← y+1) begin //Step through children
    st2 ← fm[x].children[y];
    E ← E ∪ create_edge(st1,st2); //Add edge
  end for;
end for;
return (V,E);
End main

The functional_model associated with Figure 13 and the corresponding hierarchy_tree are both shown in Figure 14, and the BBN that would be generated from the algorithm above is shown in Figure 13.

**Figure 14: Functional_model (left) with associated hierarchy_tree (right).**

**GENERATION OF BBN LINK MATRICES**

In order to calculate a quantifiable value, such as those contained within the link matrices of a BBN, we must be given some quantifiable input related to the operation of each functional component. Therefore, we have chosen to characterize each functional component with three types of measurement: the complexity of the functional component, the total bandwidth associated with the individual functional component (bits/sec.), and the frequency of execution of the functional component (executions/sec.). Each of these measurements is assumed to be available as output from the functional
simulation of the design model. The first of these measurements is also the most implementation dependent; the complexity of the functional component. Because complexity can mean so many things to so many people, we loosely define it as an estimate of the number of lines of underlying code within a StateChart[11] (also considering the type of code) representing a functional component. We calculate the complexity by adding the weighted code within a given StateChart and multiplying that result by the total number of states used. We rely on a table of costs such as that shown below to weight the lines of code:

- Execute simple instruction: Cost = 1. (Shift, compare, etc.)
- Execute a memory reference: Cost = 3. (Read from or write to memory)
- Execute a simple math calculation: Cost = 3. (Add, subtract, etc.)
- Execute a medium complexity calculation: Cost = 6. (Multiply, divide, etc.)
- Execute a complex math calculation: Cost = 10^n, where the complexity of the calculation is O(n^i)
- Execute a switching statement (such as “if...then”): Cost = 7
- Execute a loop: Cost = number_iterations*(7 + complexity of statements contained within loop)
- Execute an event: Cost = 20
- Schedule an event: Cost = 20 + number of ticks until event occurs

The key to remember is that the focus of this research is on the use of the BBN, and not on whether we have the best estimation table for complexity. These values were chosen as an estimate of the number of clock cycles needed to complete the given operation on a basic microprocessor such as a Motorola 68000. The next two measurements (bandwidth within a single functional component and frequency of execution) are easily obtainable from a simulation of the functional model with a tool such as StateMate [11].

Although we have chosen to use complexity, bandwidth, and frequency as our metrics of choice, there are obviously several different metrics that could have been
chosen. [8] shows that some of the most popular types of metrics include hardware area, delay, and power consumption, just to name a few. [8] also shows that closeness metrics are useful when no partition yet exists. Our use of relative complexity, relative bandwidth, and relative frequency, acts as closeness metrics that we use to construct the BBN representation before any partitioning takes place, just as [8] suggests.

When determining how to use these values to calculate the link matrices, it is important to recognize why BBNs were chosen in the first place. The role of the BBN is to show how the implementation decision for each functional component affects the decisions for the other functional components. The link matrices can then be viewed as a way to quantify these influences. Therefore, the individual values of complexity, bandwidth, or frequency for a single functional component are not as critical as their relation to the values of causally connected neighbors. It is the values of these measurements relative to the influenced functional components that are of importance. Thus, we use the following equation as a measurement for how “similar” the complexity of two functional components is (which we call the relative complexity):

$$rel_{comp}(a,b) = \frac{1}{\log_{10}(\max(\frac{comp(a)}{comp(b)}, \frac{comp(b)}{comp(a)}) + 0.1)} \quad (eq. \ 1)$$

What this equation means is that the relative complexity between two functional components is inversely proportionate to the magnitude of the ratio of their complexities. Therefore, this function goes to a value of 10 for equal complexities, and asymptotically approaches 0 as the difference between the two complexities increases. Similarly, we define the relative bandwidth and relative frequency as shown in equations 2 and 3.
rel\_band(a,b) = \frac{1}{\log_{10}(\max(\frac{\text{band}(a)}{\text{band}(b)}, \frac{\text{band}(b)}{\text{band}(a)})) + 0.1} \quad (\text{eq. 2})

rel\_freq(a,b) = \frac{1}{\log_{10}(\max(\frac{\text{freq}(a)}{\text{freq}(b)}, \frac{\text{freq}(b)}{\text{freq}(a)})) + 0.1} \quad (\text{eq. 3})

Now that we know how each functional component relates to one another, the final step is to find a suitable matrix representation. Because some system designers may feel that one or more of the 3 measurements are more critical than the other(s), we allow a weight to be assigned to each sub-matrix (as shown in equation 4).

\[
\text{link\_matrix}(a,b) = \alpha \begin{bmatrix}
\text{rel\_comp}(a,b) & \frac{1}{\text{rel\_comp}(a,b)} \\
\frac{1}{\text{rel\_comp}(a,b)} & \text{rel\_comp}(a,b)
\end{bmatrix} + \beta \begin{bmatrix}
\text{rel\_band}(a,b) & \frac{1}{\text{rel\_band}(a,b)} \\
\frac{1}{\text{rel\_band}(a,b)} & \text{rel\_band}(a,b)
\end{bmatrix} + \gamma \begin{bmatrix}
\text{rel\_freq}(a,b) & \frac{1}{\text{rel\_freq}(a,b)} \\
\frac{1}{\text{rel\_freq}(a,b)} & \text{rel\_freq}(a,b)
\end{bmatrix}
\]

(\text{eq. 4})
Chapter 5 DETAILED EXAMPLE

In this section, we present a programmable thermostat design example. Figure 15 shows the functional model used in this example. Figure 16 gives a block representation of the functional model that will make the generation of the structural portion of the BBN easier to follow.

Figure 15: Functional model for programmable thermostat.
After executing the first steps of the generation algorithm, Figure 17 (a) shows the two levels of abstraction of the functional model in include five components; one that contains no sub-components (L), and four components that act as abstraction modules. All links between the five top-level components are shown in Figure 17, and since this is the iteration of the algorithm corresponding to the first level of abstraction, there are no links between different levels of abstraction.
Figure 17: Hierarchical elements from functional model (a) and corresponding hierarchy tree (b).

The second iteration of the BBN structural generation algorithm brings about many new nodes corresponding to the sub-components of 'A,' 'D,' 'F,' and 'I'. Figure 18 shows the system model at the first two levels of abstraction, and the matching BBN. Note that links have been added both for inter-node connections between nodes of the same abstraction level, and the links from the abstract parent nodes to the subordinate nodes representing their sub-components. Since this functional model only contains two levels of abstraction, the algorithm stops at this point.
Figure 18: After second iteration of algorithm both levels of the functional model (left) with the corresponding BBN (right).

For the generation of the link matrices and the introduction of evidences, we have chosen to use the reduced functional model shown in Figure 19 because of the reduced computational complexity and better understandability of the effects of evidence propagation.
Figure 19: Reduced functional model for programmable thermostat.

Because of the reduced number of nodes, the generation of the structural portion of the BBN becomes trivial. Therefore, the final result of the BBN structural generation algorithm is shown in Figure 20.
In order to use the equations from Chapter 4, the complexity, bandwidth, and frequency of each functional component must be known, along with the values of the weights for equation (4). In order to get realistic values for each functional component, a StateMate [11] representation was created and simulated. Although we created and simulated a StateMate [11] model, this task actually belongs in the step before that which contains hardware/software partitioning. According to the overview of codesign figure (Figure 9), the creation and simulation of the functional model would occur during the "MODEL" phase.

Figure 21 through Figure 26 consist of the main activity chart, four activity sub-charts, and one state chart. The Time-Keeping activity chart consists of the TK_CONTROL state chart (shown in Figure 22) that controls both keeping track of time and provides a mechanism to access the current time. The Program-Interaction activity
contains the PI_CONTROL state chart (shown in Figure 23) is responsible for saving a program that the user may enter, and in checking whether a program is valid given the current time. The User-Interaction activity chart consists of the UI_CONTROL state chart, that is shown in Figure 24, represents the actions of the user entering in a simple program consisting of a start and stop time and a desired temperature to maintain. The Get-Current-Temp activity chart consists of the GCT_CONTROL state chart (shown in Figure 25) which represents obtaining the current temperature from a sensor and converting it to a digital value. GCT_CONTROL also updates the current temperature when the heater or cooler is running. The CONTROL_TEMPERATURE statechart (shown in Figure 26) acts as both the manager of distributing user input, and control whether or not the heater or cooler is run.

Figure 21: Main activity chart for programmable thermostat example.
Figure 22: Time keeping control state chart.

Figure 23: Program control state chart.
Figure 24: User input control state chart.
Figure 25: Get current temperature control statechart.

Figure 26: Control temperature statechart.
For this example, we will show how the complexity, bandwidth, and frequency of execution are calculated for the Control-Temperature functional component. First we will calculate the complexity. It can be easily seen that the Control-Temperature statechart of Figure 26 contains four distinct states. We have taken the embedded code from all of the states in the Control-Temperature statechart and placed the associated complexity values for each line next to the line in Figure 27. From adding the numbers in Figure 27 and multiplying by the number of states, four, we get a complexity value of 6368.

To calculate the bandwidth of Control-Temperature, we take all data and control lines coming into and exiting the statechart (as shown in Figure 21), multiply each by the size of the data in bits, and multiply each by the number of times data passes through the particular data or control line each second to obtain a value with units of bits/second. When making these calculations, we assume that all integers are 32 bits long, and that events are coded as integers. One important note to make is that since Control-Temperature executes about once every second, and since it drives the execution of all of the other components, all of the control lines are used once per second. We assume that control lines and data lines associated with intermittent execution are instead executed once per second for ease of calculation, instead of using statistical models.

There are 8 control lines connected to Control-Temperature, each with an event occurring about once a second for a total of 256 bits/second. Both PROGRAM and USER_INPUT (shown in Figure 21) transmit records of seven integers each for a total of 448 bits/second. Finally, the last two data lines, PROGRAMMED_TEMP and
CUR_TEMP each transmit an integer for a total of 64 bits/second. The total bandwidth associated with Control-Temperature is then 768 bits/second.

To determine the frequency of execution, we simply find the fastest executing portion of the statechart associated with a functional model. For Control-Temperature, this corresponds to the time it takes to take in and transmit a program; fives times a second. All of the values just calculated are given in the table of Figure 28, along with the values for the other functional components.
Figure 27: Embedded code for Control-Temp statechart with associated complexity values.
<table>
<thead>
<tr>
<th>Functional Component</th>
<th>Complexity</th>
<th>Bandwidth</th>
<th>Frequency of Execution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control-Temp</td>
<td>6368</td>
<td>768</td>
<td>5</td>
</tr>
<tr>
<td>Program-Interaction</td>
<td>1708</td>
<td>384</td>
<td>10</td>
</tr>
<tr>
<td>User-Interaction</td>
<td>2088</td>
<td>288</td>
<td>1</td>
</tr>
<tr>
<td>Get-Current-Temp.</td>
<td>644</td>
<td>128</td>
<td>1000</td>
</tr>
<tr>
<td>Time-Keeping</td>
<td>556</td>
<td>64</td>
<td>1000</td>
</tr>
</tbody>
</table>

Figure 28: Table of complexity, bandwidth, and frequency of execution for functional components in programmable thermostat example.

For this example, we have chosen the following weights: \( \alpha = 3, \beta = 1, \gamma = 3 \). We obtain the set of link matrices shown in Figure 29.

In the formulation of these matrices, the emphasis was placed on complexity and frequency. This can be seen especially well in the link matrix on the link from 'Control-Temperature' to 'Get-Current-Temp' where the probability that 'Get-Current-Temp' should be implemented in the same way as 'Control-Temperature' is only 34%.
To continue, we now have a BBN that has been created for the scaled-down thermostat example. We use a BBN calculation tool to perform the propagation of evidence and update of beliefs called Hugin Lite which is a share-ware version of the Hugin System by Hugin Expert A/S. Initially, all beliefs are equal, but let's say that we introduce evidence to 'Get-Current-Temp' that it is 83% likely that it should be implemented in hardware. Figure 30 illustrates how this evidence affects the rest of the BBN.

![Figure 30: Beliefs associated with each functional component after the introduction of the first piece of evidence.](image)

Because of the vast differences between the 'Get-Current-Temp' and 'Control-Temp' functional components, the introduction of this evidence actually drives 'Control-Temp'
towards a software implementation. Next we introduce evidence that ‘Program-Interaction’ has a 65% chance that it should be implemented in software, and the result is shown in Figure 31.

![Diagram of functional components]

Figure 31: Beliefs for the functional components after the introduction of a second piece of evidence.

Here we see that, although ‘Program-Interaction has been driven towards a software implementation, ‘Time-Keeping’ has been driven slightly towards hardware. This difference can be directly attributed to the discrepancies between the two functional components as illustrated in Figure 29.
The process of propagating evidences throughout the BBN continues until no new data can be introduced. At this point, a decision is made as to whether or not each function should be implemented in hardware or software. This decision is based upon the amount of belief associated with each type of implementation (i.e., if the belief is greater than some threshold, e.g., 75%, then that type of implementation will be chosen). The classification of a function into hardware or software is reflected in the system model, and the process continues until all functions can be classified into either hardware or software.
Chapter 6 CONCLUSION

In this dissertation, we have introduced a new methodology for hardware and software partitioning. Through a detailed example system, we have shown how Bayesian Belief Networks can be used to propagate evidence regarding classification of functions into hardware or software realizations. This propagation permits the effects of a classification decision made about one function to be felt throughout the entire network. In addition, because BBNs have a belief of hypotheses as their core, we know how well a given classification fits into either hardware or software. Knowing that a function with a 75% hardware belief, should be implemented 75% of the time in hardware allows the user to have a measure of the appropriateness of their solution.

This dissertation also introduces a methodology for the generation of both the qualitative and quantitative portions of a BBN in the hardware/software partitioning domain. The generation of the structure of the BBN exploits the ability to use abstract, complex models in the representation of the functional components. The generation of the associated link matrices uses quantifiable aspects of the individual functional components to determine relative properties between components connected by causal links.

Future work includes testing other metrics and combinations of other metrics for the link matrix generation. We would also like the ability to plug our BBN results into a simulation engine that would provide more accurate measurements that can be converted into evidences and fed back into the BBN partitioning methodology.
Appendix A – Code Listing For Matrix Generation

// lm_build.c  John Olson
// Builds the link matrices for the bbn

#include <stdio.h>
#include <string.h>
#include <malloc.h>
#include <math.h>

#define ROWS 2
#define COLS 2
#define MAX_LETTERS 50
#define MAX_NODES 20

typedef double matrix[ROWS][COLS];

typedef struct link *link_ptr;

typedef struct node *node_ptr;

typedef struct node {
    int num;
    char *name;
    double complexity;
    double bandwidth;
    double frequency;
    link_ptr links;
} Node, *Node_Ptr;

typedef struct link {
    int s_num, e_num;
    char *s_name;
    char *e_name;
    matrix mat;
    node_ptr n;
    link_ptr next;
} Link, *Link_Ptr;

//Global Structures and Variables
Node_Ptr Nodes[MAX_NODES];

//alloc_link - allocate a link struct
Link_Ptr alloc_link(int s, int e, char *sn, char *en, Node_Ptr n)
{
    Link_Ptr temp;
    int i,j;
}
temp = (Link_Ptr)malloc(sizeof(Link));
temp -> s_num = s;
temp -> e_num = e;
temp -> s_name = strdup(sn);
temp -> e_name = strdup(en);
for (i=0; i<ROWS; i++)
    for (j=0; j<COLS; j++)
        temp -> mat[i][j] = 0.0;
temp -> n = n;
temp -> next = NULL;
return temp;
}

//alloc_node - allocate a node struct

Node_Ptr alloc_node(int n, char *nm, double c, double b, double f)
{
    Node_Ptr temp;

temp = (Node_Ptr)malloc(sizeof(Node));
temp -> num = n;
temp -> name = strdup(nm);
temp -> complexity = c;
temp -> bandwidth = b;
temp -> frequency = f;
temp -> links = NULL;
return temp;
}

//init_nodes - sets all of the array of nodes to NULL

void init_nodes(void)
{
    int i;

    for (i=0; i<MAX_NODES; i++)
        Nodes[i] = NULL;  //global ref
}

//get_nodes - fills in the global Nodes array

void get_nodes(void)
{
    int num_nodes=0;
    int i;
    double temp_c, temp_b, temp_f;
    char temp_name[MAX_LETTERS];

    init_nodes();
printf("Enter the total number of nodes> ");
scanf("%d", &num_nodes);

for (i=0; i<num_nodes; i++) {
    printf("Enter the name for node number %d > ",(i+1));
    scanf("%s",temp_name);
    printf("Enter the comp., bandwidth, and freq. > ");
    scanf("%lf%lf%lf", &temp_c, &temp_b, &temp_f);
    Nodes[i]=alloc_node(i+1, temp_name, temp_c, temp_b, temp_f);
}

//get_links - fills in links
void get_links(void)
{
    int s, e, test;
    Link_Ptr p, q;
    Node_Ptr start, end;
    bool done = false;

    while (!done) {
        printf("Enter start and end node numbers for link ");
        scanf("%d%d", &s, &e);
        start = Nodes[s-1];
        end = Nodes[e-1];
        q = alloc_link(s,e,start->name,end->name,end);
        p = start->links;
        if (p == NULL)
            start->links = q;
        else {
            while (p->next != NULL)
                p = p->next;
            p->next = q;
        }
        printf("Enter 1 to add another edge, or 0 to quit > ");
        scanf("%d", &test);
        if (test != 1)
            done = true;
    }
}

//print_mat - prints the matrices associated with each link
void print_mat(void)
{
    Node_Ptr n;
    Link_Ptr l;
    int i = 0;
n = Nodes[i];

while ((i < MAX_NODES) && (n=Nodes[i]) != NULL) {
    l = n->links;
    while (l != NULL) {
        printf("The link from node %d to node %d has the following value: \n",
               l->s_num, l->e_num);
        printf("\t [%.2lf %.2lf] \n", l->mat[0][0], l->mat[0][1]);
        printf("\t [%.2lf %.2lf] \n", l->mat[1][0], l->mat[1][1]);
        l = l->next;
    }
    i++;
}

//get_weights - get the associated weights for each of the 3 matrices
void get_weights(double *cw, double *bw, double *fw)
{
    printf("Please enter the weights: \n");
    scanf("%lf%lf%lf", cw, bw, fw);
    printf("\n");
}

//calc_matrices - calculates the matrix associated with each link
void calc_matrices(double cw, double bw, double fw)
{
    matrix c_mat, b_mat, f_mat, final_mat;
    double norm, ratio;
    double rel, inv_rel;
    Node_Ptr m;
    Link_Ptr l;
    int i = 0;

    m = Nodes[i];

    while ((i < MAX_NODES) && ((m=Nodes[i]) != NULL)) {
        l = m->links;
        while (l != NULL) { //calculate for each link
            //complexity
            if (m->complexity >= l->n->complexity)
                ratio = m->complexity/l->n->complexity;
            else
                ratio = l->n->complexity/m->complexity;
            inv_rel = log10(ratio) + 0.1;
            rel = 1.0/inv_rel;
        }
        i++;
    }
norm = rel + inv_rel;
c_mat[0][0] = rel/norm;
c_mat[0][1] = inv_rel/norm;
c_mat[1][0] = inv_rel/norm;
c_mat[1][1] = rel/norm;

//bandwidth
if (m->bandwidth >= l->n->bandwidth)
    ratio = m->bandwidth/l->n->bandwidth;
else
    ratio = l->n->bandwidth/m->bandwidth;
inv_rel = log10(ratio) + 0.1;
rel = 1.0/inv_rel;
norm = rel + inv_rel;
b_mat[0][0] = rel/norm;
b_mat[0][1] = inv_rel/norm;
b_mat[1][0] = inv_rel/norm;
b_mat[1][1] = rel/norm;

//frequency
if (m->frequency >= l->n->frequency)
    ratio = m->frequency/l->n->frequency;
else
    ratio = l->n->frequency/m->frequency;
inv_rel = log10(ratio) + 0.1;
rel = 1.0/inv_rel;
norm = rel + inv_rel;
f_mat[0][0] = rel/norm;
f_mat[0][1] = inv_rel/norm;
f_mat[1][0] = inv_rel/norm;
f_mat[1][1] = rel/norm;

final_mat[0][0] = cw*c_mat[0][0] + bw*b_mat[0][0] + fw*f_mat[0][0];
final_mat[0][1] = cw*c_mat[0][1] + bw*b_mat[0][1] + fw*f_mat[0][1];
final_mat[1][0] = cw*c_mat[1][0] + bw*b_mat[1][0] + fw*f_mat[1][0];
final_mat[1][1] = cw*c_mat[1][1] + bw*b_mat[1][1] + fw*f_mat[1][1];

norm = final_mat[0][0] + final_mat[1][0];
l->mat[0][0] = final_mat[0][0]/norm;
l->mat[1][0] = final_mat[1][0]/norm;
norm = final_mat[0][1] + final_mat[1][1];
l->mat[0][1] = final_mat[0][1]/norm;
l->mat[1][1] = final_mat[1][1]/norm;

i = l->next;
void main(void)
{
    double c_weight=0;
    double b_weight=0;
    double f_weight=0;
    get_nodes();
    get_links();
    get_weights(&c_weight, &b_weight, &f_weight);
    calc_matrices(c_weight, b_weight, f_weight);
    print_mat();
}
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